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Abstract

This review deals with liquid phase separation of major arsenic and selenium species followed by element specific
detection. It concerns papers published since 1980 and describing only currently used methods that were or could be
applied to As and Se speciation in environmental matrices. Methods performances are compared on the basis of
efficiency, rapidity, absolute and concentration detection limits and applicability to real world environmental samples.
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1. Introduction

For many elements, especially those belonging
to the VA and VIA groups, HPLC separation of
species is a most satisfying procedure in speciation
studies because, contrary to GC separation, it
does not imply complicated derivatisation steps of
the analytes to form volatile derivatives. Detec-

tion limits and sensitivity to interference depends
on the detector hyphenated to the HPLC separa-
tion. Element specific detectors involving atomic
emission, absorption or fluorescence or else mass
spectrometry are the most interesting ones in
these respects.

There are many review papers dealing with
analytical methods used for the determination of
total concentration and of the speciation of ar-
senic and selenium.

The most recent ones are due to Irgolic [1],
Morita and Edmonds [2], Greschonig and Irgolic
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[3], Iffland [4], Crompton [5] and Van Loon and
Barefoot [6] for arsenic; Roberecht and Van
Grieken [7], Ihnat [8], Potin-Gautier et al. [9],
Kölbl et al. [10], Dauchy et al. [11], Munoz Olivas
et al. [12], Crompton [5], Van Loon and Barefoot
[6], Cámara et al. [13], Sanz Alaejos and Diaz
Romero [14], D’Ulivo [15] and Pyrzyńska [16–18]
for selenium.

However, few reviews deal with liquid phase
separation of species followed by element specific
detection. Some papers [19–24] remain quite gen-
eral and do not deal in depth with arsenic and
selenium speciation. There are only two reviews
devoted to this subject for arsenic [25,26] and one
for selenium [27].

The following review deals with papers pub-
lished since 1980. It describes the most commonly
used speciation methods that were or could be
applied to As and Se speciation in matrices such
as water, soils and sediments thus limiting the
study to the main compounds occurring in the
different environmental compartments.

Synthesis Tables have been drawn so as to ease
comparisons and help the reader in selecting the
most suitable method adapted to his aim. Parame-
ters in these tables are either taken directly from
the original papers or recalculated by ourselves to
unify the presentation, or presented as ‘ns’ (non
specified).

Absolute detection limits or DL (in element
mass unit) are the minimal mass of the element—
whatever the species—that must be injected in the
HPLC to obtain a significant signal. Most DL
data concern standard solutions, they should cer-
tainly be reconsidered for the analysis of complex
matrices. DL data marked with a star have been
evaluated by the authors in the actual sample
matrix.

Retention times given are only indicative be-
cause as they were often not reported by the
authors most of them were evaluated from pub-
lished figures; moreover it was usually impossible
to know if reported values were corrected reten-
tion times or not.

We have used many symbols to simplify the
Tables, we tried to choose them as obviously as
possible. However a list of symbols is in Appendix
A.

2. Selenium speciation methods

Two modes of liquid chromatography are of
current use: direct ion exchange or ion-pairing
reversed-phase separation. Vesicular chromatog-
raphy, a particular reversed phase chromatogra-
phy was recently introduced in an Se, As and Hg
speciation study [28]. Several papers dealing with
this mode of separation are considered below.

2.1. Re6ersed-phase or 6esicle-mediated
separation of Se species (Table 1)

This mode of separation concerns a third of
published papers, using most often C18 columns.
Typical mobile phase contains a tetrabutylammo-
nium salt in isocratic water–methanol solution.
This allows most authors to separate inorganic Se
species, and using a 1 ml min−1 flow rate, reten-
tion times are lower than 10 min, Se(VI) being
always the most retained species.

A recent paper by Kölbl et al. [29], at the cost
of a solvent composition gradient, presents a
method separating seven selenium species, five of
which are organoselenium compounds. However
the detector used (FAAS) is of very low sensitivity
and the large methanol content (50%) of the
solvent does not seem easily compatible with the
plasma torch of ICP detectors. In a preceding
paper Kölbl et al. [27], as well as Jabukowski et
al. [30], indicate also the sensitivity of this separa-
tion to extreme pH values and salinity.

Few of these publications deal with the analysis
of actual unspiked samples (urine [31–34], vege-
tals [35] and animal food additives [27]).

In urine, the use of vesicle-mediated chro-
matography and a gradient mode leads to separa-
tion of seven selenium species instead of four with
reversed phase chromatography but DL obtained
with the same system of detection used are not so
good for inorganic selenium [33,34].

The lowest detection limits are obtained by
non-classical methods such as post column on-line
hydruration before ICP-MS detection [33] or ul-
trasonic nebulizer ICP-MS [30,31]; they are in the
low mg l−1 range for solutions. Direct use of
commercial ICP-MS as the detector [36] leads to
DLs similar to those obtained with on-line
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Table 1
Separation of selenium species by ion-pairing reversed-phase or vesicle-mediated chromatography

Mobile phase Flow Ref.MatrixColumn Species (Rt (min)) Detection DL (ng Se)
(ml min−1)

Se(IV) (3.3); Se(VI) FAASPBHamilton PRP-1 2 mM TBAP+50% [27]1 Animal Supplementa- 31; 51
tion10 mm (5.0)MeOH (v/v)

(250×4 mm)
[29]PBHamilton PRP-1 Gradient: 2 mM TBAP FAAS ns (Between 10 ng)1 Standards TMSe (1.9); SeCys

10 mm then 2 mM TBAP+ (2.4); Se h-Cys (3.5);
50% MeOH (v/v)(250×4 mm) SeMet (4.6); SeEth

(10.2); Se(IV) (11.8);
Se(VI) (13.6)

Spiked tap water,0.015% (v/v) aceticCyanopropyl LC-SN 0.6 THG-AAS (on- [37]1.3; 1.3; 1.1; 1.0; 1.4Se(VI) (2.7); Se(IV)
acid+0.1 % (w/v)5 mm (3.1); SeCys (4.0); line)spiked ground wheat

SeMet (4.4); SeEth(150×4.6 mm) AAC
(4.8)

GFAAS (on-Se(IV) (3.0); Se(VI)C18 Altex Lichro- Gradient: 1 mM [40]25; 250.5 Spiked synthetic river
water (16)sorb RP-1 10 mm line)HTAB then MeOH,

(250x4.6 mm) pH 7
PBHamilton PRP-1 5 GFAAS (on- 1.0; 1.0; 1.2; 0.80.625 mM TEAB, pH [35]0.4 White clover (CRM SeCys (9.0); Se(IV)

402)4, +1% CH3CN (v/v)mm (400×4.1 line)(12); Se(VI) (14);
SeMet (17)mm)

[41]C18 Waters 2.5 mM TBAHS+10 DCP-AES0.5 Spiked waters, spiked 50; 50Se(IV) (4.0); Se(VI)
mM K2HPO4+10 mMmBondapak 10 mm (6.0)animal feed premixes

(150×3.9 mm) KH2PO4, pH 6.55
C18 Alltech Kro- 5 mM TBAP, pH ns; ns [42]1 Spiked tap water Se(IV) (3.3); Se(VI) ICP-AES

(4.9)masil 10 mm 3.4+50% MeOH (v/v)
(250×4.6 mm)

USN-ICP-AES 2–3; 2–35 mM TBAP, pH 7.4 1.5Vydac 201 TP 10 Standards Se(IV) (3.1); Se(VI) [43]
mm (5.1)
(250×4.6 mm)

[36]ICP-MS5 mM TBAP+5% 1.25; 2.001 Spiked watersC18 Spherisorb ODS Se(IV) (B10); Se(VI)
(B10)1 5 mm (250×4.6 MeOH (v/v)

mm)
TMSe (1.0); Se(IV) 0.022; 0.040; 0.0745 mM TBAP,pH 7.6+ USN-ICP-MSPBHamilton PRP-1 5 1.7 Urine (NIST SRM [31]
(2.3); Se(VI) (7.8)mm (150×4.6 3% MeOH (v/v) 2670)

mm)
[30]HHPN-ICP-MS10 mM TBAA+40% 0.028; 0.0281C18 Eurospher RP Spiked tap water Se(IV) (1.5); Se(VI)

(2.7)100 5 mm MeOH (v/v)
(60×4 mm)

[33]0.019; 0.016; 0.059;0.1 M ammonium MD-HG-ICP-1C18
SBSpherisorb 5 Urine Se(IV) (3.0); Se(VI)

(3.0); SeMet (4.8);ethanoate, pH 4.5 MSmm 0.066
(250×4.6 mm) SeEth (9.2)
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Table 1 (Continued)

Column Mobile phase Flow Ref.Matrix Species (Rt (min)) Detection DL (ng Se)
(ml min−1)

Vesicle-mediated chromatography
1C18

SBSpherisorb 10 Gradient: 5 mM AAC, [28]2.5; 2.5; 2.5; 2.5; 2.5ETAAS (off-line)SeCys (3); SeMetStandards
pH 5.0+0.5% MeOH (v/mm (250×4.6 mm) (3.8); SeEth (5.6);

Se(IV) (6.6); Se(VI)v)+0.1 mM DDAB then
(8.2)0.2 M AAC, pH 7.5, +

0.5% MeOH (v/v)+200
mM DDAB

C18
SBSpherisorb 10 SeCys (4.5); SeMetGradient: 10 mM [32]0.50; 0.50; 0.50; 0.50;MD-HG-AAS1 Urine

(5.5); SeEth (7.3); 0.50CH3COONa, pH 5.0+mm (250×4.6 mm)
0.5% MeOH (v/v)+0.01 Se(IV) (9.7); Se(VI)

(10.4)mM DDAB then 0.2 M
CH3COONa, pH 7.5,
0.5% MeOH (v/v)+0.01
mM DDAB
Gradient: 10 mM AAC, Urine TMSe (3.9); SeCys [34]2.585a; 0.265; 0.080;MD-HG-ICP-MSC18

SBSpherisorb 5 1
pH 4.0+ 0.5% MeOH 0.051; 0.105; 0.225;mm (210×4.6 mm) (4.1); SeC(NH2)2 (4.9);
(v/v)+0.01 mM DDAB 0.115SeMet (5.7); SeEth

(8.9); Se(IV) (11.6);then 100 mM AAC, pH
Se(VI) (12.5)6.5+0.5% MeOH (v/

v)+0.01 mM DDAB

a DL data have been evaluated in the actual sample matrix.
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GFAAS [35] or THG-AAS [37]. However the
slow sequential detection by on-line GFAAS in-
duces the necessity of low solvent flow rates to
maintain a satisfying selectivity [38]; this seriously
increases analysis time [39].

2.2. Ion exchange separation of Se species (Table
2)

Various anion exchange columns have been
used, Hamilton PRP-X100 being often preferred
for this purpose together with ESA Anion III.
Most authors elaborated isocratic eluents based
on either phosphate, carbonate, citrate or phtha-
late anions. Eight out of the 23 papers reviewed
deal with inorganic selenium species. Their order
of elution does not vary, Se(VI) being the most
strongly retained.

Organoselenium compounds studied are essen-
tially Se–cystine and Se–methionine; trimethylse-
lenonium (TMSe) is not retained and elutes in the
dead volume. Kölbl et al. [39] show that analysis
in these conditions is possible at extreme pH
values and high salinity, Caı̈ et al. [36] indicate
however that high chloride concentrations may
affect the separation, working at analyte concen-
trations lower by two orders of magnitude.

Sequential detection by on-line GFAAS induces
long analysis time [39,44], shorter anyway than
detection by off-line GFAAS analysis of collected
fractions [45], and allows the analysis of compli-
cated matrices (yeasts).

On-line ICP-MS detection is the most fre-
quently used method nowadays and leads to the
lowest detection limits (approximately 2 mg l−1)
or even less with an unusual DIN nebulizer [46].

Most papers deal with the analysis of standard
solutions. Actual samples analysed are animal
food additives, yeasts, urine, fish (cod), vegetables
and certified reference materials.

3. Arsenic speciation methods

Ion pairing in reverse mode and ion exchange
are also the favourite chromatographic processes
used by most authors. However vesicular chro-
matography has also been the object of some
attempts.

3.1. Re6ersed-phase or 6esicle-mediated
separation of As species

For sake of convenience, methods using ICP-
MS as the detector have been separated from the
others.

3.1.1. Detectors other than ICP-MS (Table 3)
Most authors use C18 columns and isocratic

conditions and consider methylated as well as
inorganic As species. The elution order of the
various species is different and may even vary
drastically for the same authors with slight differ-
ences in eluent composition [62–65].

The majority of these publications present anal-
ysis of actual samples such as water [43,66–70],
urine [63,71] or certified reference materials
[48,64,65,68,70,72].

The lowest DL are obtained through post
column hydride generation (approximately 1 mg
l−1). Hyphenating optical ICP to HPLC, on the
contrary, leads to DL in the range of 50–100 mg
l−1, i.e. far too high to allow direct application to
tap water analysis (the usual As recommended
maximum total concentration is 50 mg l−1).

The recent vesicular chromatography has been
essentially used for analysis of synthetic samples
or standards. It has often been coupled to atomic
fluorescence detector but the detection limits ob-
tained are not better than those obtained for
reversed-phase chromatography. However, inter-
facing hydride generation improves, once more,
the DL by a factor of 6–14 [73,74].

3.1.2. ICP-MS detection (Table 4)
C18 and PRP-1 columns are prevalent as well as

isocratic elution. The species studied are most
often those that may be found in water or soil
samples: As(III), As(V), MMA and DMA, a few
authors dealing also with AsB and AsC that occur
only in living organisms.

Overall analysis time are close to 10 min except
for Shum et al. [78] who use a very low flow rate
of chromatographic eluent. Most of these meth-
ods have been applied to actual samples.

DLs with ordinary commercial equipment are
close to 1 mg l−1 per species in solution, i.e.
similar to those obtained via hydride generation-
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Table 2
Separation of selenium species by anion exchange chromatography

Column Mobile phase Flow Ref.Matrix Species (Rt (min)) Detection DL (ng Se)
(ml min−1)

FAAS10 mM KHP, pH 7.0 2.5ESA Anion III 10 mm Animal supplementa- [39]Se(IV) (1.3); Se(VI) 8; 11
(250×4 mm) (2.1)tion

TMSe (1.1); SeCysGradient: 2 mM KHP, [29]ns (Between 10FAAS2ESA Anion III 10 mm Standards
pH 9 then 12 mM (1.6); Se(IV) (2.5); Se ng)(250×4 mm)
KHP, pH 9, +20% h-Cys (3.1); SeMet

(3.9); Se(VI) (7.2);MeOH (v/v)
SeEth (8.3)

[47]90; 100; 100; 1206 mM salicylate ion, FAASPBMerck Polyspher IC 1 Standards SeMet (2.3); Se(Cys)2

(3.6); Se(IV) (5.2);AN-2 10 mm (120× pH 8.5+3% MeOH
4.6 mm) Se(VI) (7.9)

0.1% (w/v)PBPolymer PL-SAX 8 [48]2.0; 2.00.6 Standards Se(IV) (4.7); Se(VI) THG-AAS
(7.0)(NH4)2CO3+10 mMmm (150×4.6 mm)

NH4OH
0.1 M phosphate 1.1; 1.4; 2.21.5 Spiked tap waters TMSe (1.8); Se(IV) [49]PBHamilton PRP-X100 MR-HG-QFAAS

10 mm (250×4.1 mm) buffer, pH 6.8 (2.5); Se(VI) (4.3)
8.3 mM Na2HPO4, pHDionex AS12A (ns) 1.5 Standards SeMet (3.1); Se(IV) MR-HG-QFAAS 10.3; 1.5; 1.2 [50]
9.2 (4.8); Se(VI) (7.7)

NIST SRM 1643c;0.1 M K2SO4, pH 5Benson BAX-10 ns 2 [51]Se(IV) (2.8); Se(VI) MR-HG-AFS 0.22; 0.31
mm (50×4.6 mm) trace elements in H2O (9.2)
ESA Anion III 10 mm [39]3 mM KHP saturated 1.00; 0.600.4 Standards Se(IV) (10); Se(VI) GFAAS (on-line)

(31)with Ni(OH)2, pH 7.0(250×4 mm)
[45]Gradient: 10 mM am- GFAAS (off- 1.67; 1.27; 0.76SBNucleosil 100-SB 10 0.6 Spiked water; urine TMSe (1.2); Se(IV)

monium citrate, pH 3mm (50×2 mm) (5.2); Se(VI) (8.8) line)
then 7

[44]Gradient: 2 g l−1 0.80; 1.50; 1.70;GFAAS (on-line)0.4 YeastPBHamilton PRP-X100 SeCys (6); SeMet (15);
nickel ethanoate then Se(IV) (20); Se(VI)10 mm (250×4.1 mm) 1.20
nickel sulphite, pH 6.5 (30)

SeMet (1.3); Se(IV) 0.062; 0.047;15 mM (NH4)2CO3, GFAAS (off-Dionex PAX 100 0.08 BCR CRM 402 (white [52]
line)pH 10, +2% MeOHGuard column ns mm clover) (2.5); Se(VI) (4.5); Se- 0.042; 0.048

Cys (5.5)(50×2 mm)
ns; ns25 mM Na2CO3 2HPIC-AS4 ns mm Standards Se(IV) (1.8); Se(VI) [53]DCP-AES

(150×3 mm) (2.9)
Waters IC-PAK 10 80 mM ammonium ci- 14; 14BxB54;1 Standards TMSe (1.4); Se(IV) Thermospray- [54]

tratemm (150×4.0 mm) (3.0); Se(VI) (7.6) 54ICP-AES
SeCys (2.5); Se(IV)PBHamilton PRP-X100 Gradient: 25 mM 380; 700; 760;Standards1 [55]ICP-AES

phosphate buffer then 44010 mm (250×4.1 mm) (4.7); SeMet (7.1);
Se(VI) (15.3)50 mM, pH 6.7

[56]SeMet (1.2); Se(IV)10–20 mM 0.57; 0.35; 0.53;DIN-ICP-AES0.08Dionex PAX 100 BCR CRM 402 (white
(NH4)2CO3, pH 10, +Guard column ns mm clover) (1.9); Se(VI) (3.1); Se- 0.30
2% MeOH(50×2 mm) Cys (4.2)
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Table 2 (Continued)

Column Mobile phase Flow Ref.Matrix Species (Rt (min)) Detection DL (ng Se)
(ml min−1)

0.014; 0.0155 mM (NH4)2CO3/5 [46]0.1CETAC MCANX1710 Standards Se(IV) (3.4); Se(VI) (9.0) DIN-ICP-MS
5 mm (100×1.6 mm) mM NH4HCO3

[36]80 mM (NH4)2CO3/80 0.8 Spiked waters Se(IV) (3.3); Se(VI) (5.9) ICP-MS 0.40; 0.42PBHamilton PRP-X100
10 mm (250×4.6 mm) mM NH4HCO3

[57]5 mM KHP, pH 7.0 0.92ESA Anion III 10 mm Standards Se(IV) (4.1); Se(VI) (9.6) ICP-MS 0.10; 0.10
(250×4 mm)

0.20 [58]5 mM salicylate, pH 8.5 0.75 Cooked cod SeMet (2.8); SeCys (4.1);PBMerck Polyspher IC ICP-MS
Se(IV) (6.7); Se(VI)AN-2 ns mm (120×4.6

mm) (10.9)
ns5 mM ammonium cit- ICP-MS1PBHamilton PRP-X100 Selenium enriched veg- [59]SeCys (2); MetSeCys

rate, pH 4.8PEEK (150×4.6 mm) etables (2.5); Se(IV) (3.2);
SeMet (4.4); SeallylSeC
(9); Se(VI) (11)
SeCys (3); SeMet (4.2);SBSpherisorb 5 ODS- Gradient: 3.5 mM then [60]ICP-MS1 Certified water for 0.20; 0.10; 0.16;

0.127 mM phosphate buffer, Se(IV) (6.3); Se(VI)AMINO 5 mm (250× Se(IV) and Se(VI);
pH 64.6 mm) (12.2)(BCR CRM 603)

[61]5 mM ammonium cit- ICP-MSPBHamilton PRP-X100 1 Garlic SeCys (1.9); MetSeCys ns
rate, pH 4.8, +2% (2.6); Se(IV) (3.3);ns mm (150×4.6 mm)
MeOH SeMet (4.3); AllylSeCys

(9); Se(VI) (11.1)
SeMet (2.0); Se(Cys)2 0.07; 0.11; 0.08;6 mM salicylate ion, pH ICP-MS1PBMerck Polyspher IC BCR CRM 402 (white [47]

clover)8.5, +3% MeOH (2.7); Se(IV) (4.2);AN-2 10 mm (120×4.6 0.11
mm) Se(VI) (7.3)
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Table 3
As species separation by ion-pairing reversed-phase or vesicle-mediated chromatography coupled to detectors other than ICP-MS

Column Mobile phase Flow Ref.Matrix Species (Rt (min)) Detection DL ((ng As))
(ml min−1)

HG-AASC18 ChromSpher 5 mm 10 mM TBA+20 mM [71]1 Urine As(III) (1.0); DMA 0.05; 0.08; 0.06;
(1.5); MMA (2.0);2×(100×3 mm) 0.24NaH2PO4, pH 6
As(V) (2.7)

5 mM TBAP+5% HG-AAS1PBDionex NS-1 (ns) Groundwaters As(III) (2.1); DMA [67]0.07; 0.15; 0.10;
MeOH, pH 7.3 0.10(3.2); MMA (4.0);

As(V) (6.3)
HG-AAS0.15 mM TBAP pH 5.8 1PBDionex NS-1 5 mm Groundwaters NIST [68]As(III) (2.7); DMA 0.07; 0.11; 0.12;

(5.3); MMA (8.4);(250×4.6 mm) 0.30SRM 1643b
As(V) (18.5)

0.15; 0.43; 0.33;10 mM TBAOH/TBAP, [72]1 Tuna powder; EECPBHamilton PRP-1 10 HG-AASAs(III) (2.4); DMA
pH 6.15mm (150×4.1 mm) mussel material (BCR (4.2); MMA (6.0); 0.84

CRM 278); Cod sam- As(V) (13.1)
ple

[62]C18 Phenomenex Bond- ns10 mM hexanesul- MD-HG-AAS1 Standards As(V) (4.0); As(III)
clone 10 mm (300×3.9 (4.9); DMA (6.0);fonate, pH 3.5

MMA (8.7); AsBmm)
(12.6)

ns1Gradient: 10 mM hep- StandardsC18 Phenomenex As(V) (4.0); As(III) MD-HG-AAS [64]
ODS(3) 5 mm (250×4.6 (5.1); MMA (6.8);tanesulfonate, pH 3.5,
mm), 70°C DMA (9.0); AsBthen 10 mM methane-

(11.8); AsC (24);sulfonic acid+4 mM
TMAs (30)malonic acid+2%

MeOH, pH 3.0
nsMD-HG-AASC18 Phenomenex 10 mM TBAH+1 mM [65]1 Standards As(III) (0.3); DMA

ODS(3) 5 mm (30×4.6 malonic acid+5% (0.7); MMA (1.0);
MeOH, pH 6.0mm), 30°C As(V) (1.5)

Supelcosil LC CN 5 mm 0.01% Acetic acid (v/v) 0.6 Dogfish muscle 0.70; 1.00; 1.00;As(V) (2.0); MMA [48]THG-AAS
(DORM-1)(150×4.6 mm) (3.0); DMA (4.0); 0.80

As(III) (6.9)
12 mM phosphatePhenomenex Spherisorb 2 9.70; 10.0; 12.2;Ground water; waste As(III) (2.8); AsB/ [69]MO-HG-AAS
buffer, pH 10.7 12.8; 14.3AsC (3.7); DMAODS 1 5 mm (150×4.6 water; synthetic sedi-

(6.5); MMA (7.2);ment extractmm)
As(V) (8.0)

[40]Gradient: 1 mMC18 Altex Lichrosorb 15; 15; 15; 15GFAAS (on-0.4 Then 0.5 Spiked synthetic river As(III) (3.0); DMA
RP-1 10 mm (250×4.6 water line)(11); MMA (28);HTAB, pH 9.5, then
mm) As(V) (45)H2O/MeOH/ACN

(6:4:1)
[63]10 mM hexanesul-C18 Phenomenex 10 mm HG-AFS1 Urine As(V) (3.8); As(III) ns

fonate+1 mM(300×3.9 mm), 70°C (4.3); AsB (5.0);
MMA (6.0); DMATEAH+0.5% MeOH,

pH 4 (7.0); AsC (10);
TMAs (12)

C18 Phenomenex nsHG-AFS10 mM hexanesul- [64]0.8 Urine (NIST SRM As(V) (3.4); As(III)
2670)ODS(3) 5 mm (250×4.6 (4.3); AsB (5.1);fonate+1 mM

MMA (6.6); DMATEAH+0.5% MeOH,mm), 70°C
pH 4 (7.8); AsC (10.2);

TMAs (11.6)
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Table 3 (Continued)

Column Mobile phase Flow Ref.Matrix Species (Rt (min)) Detection DL ((ng As))
(ml min−1)

HG-AFSAs(III) (1.0); DMAC18 Phenomenex ODS(3) 5 mM TBAH+2 mM [65]a0.010; 0.014;0.9 Urine (NIST SRM
malonic acid+0.5% 0.008; 0.016(1.4); MMA (2.1);5 mm 2×(30×4.6 mm), 2670)

30°C As(V) (3.1)MeOH, pH 5.9
C18 Phenomenex ODS(3) ns [65]5 mM TBAH+4 mM As(III) (2.8); DMA1 Standards HG-AFS
5 mm (250×4.6 mm), (4.2); MMA (5.7);malonic acid+5%
70°C As(V) (8.0)MeOH, pH 6.0

155; 75H2O/MeOH 95:5 (v/v)C2 Lichrosorb 10 mm [76]1 Standards As(III) (2.5); As(V) ICP-OES
(120×4.6 mm) saturated with TBAP, pH (4.2)

7.3
AsC (1.9); AsB (2.5);PBHamilton PRP-1 Gradient: 0.5 then 20 ICP-OES1 Tuna powder; EEC [72]120; 110; 120; 130;
As(III) (3.9); DMAmussel material (BCR 100; 130mM TBAP, pH 9.510 mm (150×4.1 mm)

CRM 278); cod sample (6.7); MMA (10.1);
As(V) (12.3)

[43]6–95 mM TBAP, pH 7.5+ USN-ICP-AESC18 Whatman Partisil 5 1 Undergroundwaters As(III) (4.0); MMA
(5.0); DMA (5.6);ODS-3 10 mm (250×4.6 10% MeOH (v/v)

mm) As(V) (7.7)
10; 21; 105 mM TBAP, pH 7.15 1 Groundwaters As(III) (2.4); DMA [66]C18 Excalibar Spherisorb HG-ICP-AES

ODS 5 mm (150×4.6 mm) (3.0); As(V) (8.0)

Vesicle-mediated chromatography
[77]10 mM NaH2PO4, pH HG-ICP-AESC18

SBLKB Lichrosorb 1 Spiked tap water; spiked 0.5; 1.0; 0.6; 1.2As(III) (2.9); DMA
5.75, +0.01 mMRP 18 10 mm (240×4 human urine (4.5); MMA (5.8);

As(V) (9.4)mm), 30°C DDAB+0.5% MeOH
C18

SBSpherisorb ODS 2 5 mM NaH2PO4, pH 0.5–1.2 [28]1.3 Spiked sea water; spikedAs(III) (2.8); DMA HG-ICP-AES
10 mm (250×4.6 mm) (4.6); MMA (5.9);5.75, +0.01 mM tap water; spiked urine

As(V) (9.8)DDAB+1% MeOH
C18

SBSpherisorb ODS 2 10 mM NaH2PO4, pH HG-MIP-AES 0.10; 0.60; 0.12;1 Spiked tap water; spikedAs(III) (2.3); DMA [75]
5.75, +0.01 mM (4.1); MMA (9.5);10 mm (250×4.6 mm) urine 0.50
DDAB+0.5% MeOH As(V) (12.0)

C18 BST Rutin 10 mm 20 mM phosphate buffer, USN-AFS [73]35; 20; 20; 501 Standards As(III) (3); DMA (3.7);
pH 6, +0.1% (v/v) of 10 MMA (4.8); As(V) (9.3)(25×4.6 mm), 24°C
mM DDAB+0.5% (v/v)
MeOH
Gradient: 10 mM to 50 Six drilled well waters; [70]3.2; 2.9; 4.3; 4.5As(III) (1.4); DMA HG-AFSC18 BST Rutin 10 mm 2
mM phosphate buffer, fresh water (NIST(25×4.6 mm), 24°C (2.2); MMA (5.1);

1643c)then 50 mM phosphate As(V) (6.3)
buffer+0.01 mM
DDAB+0.5% MeOH (v/
v), pH 6

C18 BST Rutin 10 mm 2.5; 3.2; 2.0; 6.0HG-USN-AFS20 mM phosphate buffer, [74]0.8 To 2 Standards As(III) (3.9); DMA
(25×4.6 mm), 24°C (4.9); MMA (6.6);pH 6, +0.1% (v/v) of 10

mM DDAB+0.5% (v/v) As(V) (10.9)
MeOH

a DL data have been evaluated in the actual sample matrix.
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Table 4
Separation of arsenic species by ion-pairing reversed-phase chromatography coupled to ICP-MS detector

Column Mobile phase Flow (ml Ref.Matrix Species (Rt (min)) Detection DL (ng As)
min−1)

AsB (1.9); As(III); ICP-MSPBHamilton PRP-1 5 mM TBAH+4% [82]1 Dogfish muscle 0.15; 0.15; 0.15; 0.15;
MeOH, pH 6 0.15(DORM-1)10 mm (150×4.1 (2.0); DMA (3.5);

mm) MMA (5.5); As(V)
(12.3)

ICP-MSInertsil ODS-2 10 mM TEAH+ [83]0.02–0.050.75 Urine As(III) (3.8); MMA
(250x4.6 mm) (4.4); DMA (4.8);0.05% MeOH (v/v),

As(V) (5.0)+11 AsorgapH 6.8
ICP-MS10 mM hexanesul- ns1 Standards As(V) (3.2); As(III) [62]C18 Phenomenex

(4.0); DMA (5.1);fonate, pH 3.5Bondclone 10 mm
(300×3.9 mm) MMA (7.6); AsB

(11.8)
PBHamilton PRP-1 0.5 mM TBAP+ 0.07; 0.07; 0.05; 0.08;0.9 Three mineral bottle AsC (2.0); AsB (2.3); [84]ICP-MS

0.15; 0.13As(III) (2.5); DMA10 mm (250×4.6 4mM Na2HPO4, pH waters; 12 spring wa-
ters9, +2% MeOHmm) (3.5); MMA (5.6);

As(V) (10.0)
AsC (2.0); AsB (2.4);0.5 mM TBAP+ [85]PBHamilton PRP-1 0.85 Fish muscle; mussel ICP-MS 0.18; 0.12; 0.12; 0.20;
As(III) (2.8); DMA4mM Na2HPO4, pH10 mm (250×4.6 tissue (BCR CRM 0.44; 0.50

9mm) 278) (3.5); MMA (7.0);
As(V) (10.1)

[86]C18 Alltech Nucleo- 5 mM TBAP 0.046; ns ;ns; ns0.9 Urine (NIST SRM As(III) (4.8); DMA HG-ICP-MS
sphere 5 mm 2670) (6.7); MMA (11.2);
(250×ns mm) As(V) (11.2)

Tap water; spring wa-1 mM TBAP+2 mM 1C18 Vydac 201TP 5 0.0022; 0.0036; [81]As(III) (3.2); DMA HG-ICP-MS
AAC+2% MeOH,mm (250×4.6 mm) (5.1); MMA (6.8);ter; underground wa- 0.0056; 0.0102

ter; river waterpH 6 As(V) (9.8)
SLRS-2

[78]0.0006; 0.0006;5 mM HTEAP, pH DIN-ICP-MS0.03 StandardsSGE Inertsil ODS-2 As(III) (2.0); DMA
(5.0); MMA (7.6);6, +5% MeOH5 mm (100×1.0 0.0005; 0.0006

mm) As(V) (29.7)
SGE Inertsil ODS-2 [78]0.0002; 0.0002;Gradient: 5 mM DIN-ICP-MSAs(III) (2.4); DMAStandards0.03

HTEAP, pH 7, +5%5 mm (100×1.0 (4.3); MMA (9.5); 0.0002; 0.0002
MeOH then 5 mMmm) As(V) (14.1)
HTEAP+25%
MeOH, pH 7

HEN-ICP-MS1 mM TEAH, pH 0.0006; 0.0012;C18
SBSpherisorb 3 0.04 Standards As(III) (2.1); DMA [79]

5.28+0.5% MeOH 0.0011; 0.0004;mm (150×1 mm) (3.8); MMA (5.9);
(v/v) As(V) (6.7); p-As (7.4) 0.0009

C18
SBSpherisorb 3 5 mM TEAH, pH HEN-ICP-MS 0.0006; ns; ns;0.04 Water (NIST SRM [80]As(III)/AsB (1.9)’;

5.8, +0.5% MeOHmm (150×1 mm) DMA (3.0); MMA 0.0009; 0.0004;1643a); soil extract
(3.4); p-As (4.5); As(V) 0.0008(v/v) (NIST SRM 2709);

urine (NIST SRM (5.0); 4-OH (8.3)
267(n))
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AAS. Shum et al. [78] using a DIN nebuliser or
Pergantis et al. [79,80] using a HEN nebuliser
claim to reach absolute DL lower than 1 pg, i.e.
for a 100 ml injection a concentration DL lower
than 10 ng l−1 per species. Hwang and Jiang [81]
interfacing hydride generation between HPLC
and ICP-MS proposed a very sensitive method
also (DL in the 20–100 ng l−1 range).

However, Beauchemin et al. [82] or Szpuńar-
Lobinska et al. [23] point out that reversed-phase
chromatography is hardly applicable to real world
samples, as this mode of separation is prone to
severe matrix interferences and pH effects and
suggest that the ion exchange mode, although
producing a poorer selectivity, is much less sensi-
tive to these phenomena because of the higher
buffering capacity of the mobile phase.

3.2. Ion exchange separation of As species

3.2.1. Detectors other than ICP-MS (Table 5)
Many publications appeared especially during

the last 10 years dealing with ion exchange sepa-
ration of As species coupled to various specific
detectors. Many different columns have been
tested, Hamilton PRP-X100 being the most com-
monly used with phosphate eluents in isocratic or
gradient modes, gradients being often associated
with post column hydride generation. Common
analytes are As(III), As(V), MMA and DMA but
other organoarsenical derivatives are sometimes
considered, i.e. AsB, AsC, TMAs or some exotic
compounds.

At pH lower than 10, the order of elution is
usually As(III), DMA, MMA, As(V) and at
higher pH, DMA appears first [62,87] or after
MMA [88–91]. These apparently surprising dif-
ferences of behaviour may probably be explained
by rather strong hydrophobic interactions of
organoarsenical species with some stationary
phases. Some authors indicate however that the
separation performances of silica-based (SB)
columns may degrade quite rapidly. After a few
tens of analysis the efficiency and reproducibility
may be seriously affected [92]. What is more, the
pH range that may be used with SB columns is
more reduced than with polymer-based stationary
phases and cannot exceed pH 8.5 [93]. Using

another type of column Chana and Smith [89] and
Rauret et al. [90] noted similar—although
slower—degradation phenomena.

On the other hand, Heitkemper et al. [94] indi-
cated a fast degradation of performances of their
polymer-based column after only 50 urine analysis
and Zhang et al. [91] preferred an SB phase giving
a higher resolution and found it stable. Too fast a
degradation may be overcome by lowering the
mobile phase concentration, with the following
side effects: longer analysis and some loss of
resolution for the most retained species.

Half of the publications deal with actual envi-
ronmental samples such as water, urine, soil lixivi-
ates, estuarine sediments, fish or mollusc tissues,
i.e. a wide diversity of matrices. The most recent
studies contain applications to reference materials
certified for their total arsenic content such as
DORM-1 (dogfish) This is a very important point
as these certified reference materials are available
to all experimentators and should be analysed by
every new method proposed to allow rational
performance comparisons.

DLs vary widely; it is only when hydride gener-
ation is used in conjunction with ICP-AES or
QFAAS that DL low enough to analyse directly
tap water are obtained.

3.2.2. ICP-MS detection (Table 6)
This set of methods (ion exchange HPLC-ICP-

MS) appears to be spreading quite rapidly. There
are several reasons. On the separation side it
appears possible to separate by ion exchange
HPLC most of the significant As species: As(III),
As(V), MMA, DMA, AsB and AsC. TMAsO is
not considered except by Inoue et al. [124] and
Kawabata et al. [125]. Interfacing ICP-MS to
HPLC is extremely simple and, provided that the
compatibility of the mobile phase with plasma
torch behaviour and mass detection interference
has been carefully established, low DLs may be
obtained. Absolute DL which were in the 0.05–2
ng range 10 years ago have now been divided by
10, i.e. concentration DL close to 0.1 mg l−1

became common thus allowing direct As specia-
tion in drinking water or easy handling of other
more complicated matrices such as fish [126] or
mollusc samples [127], soft drinks or wine [128],
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Table 5 (Continued)

Mobile phase Flow Matrix Species (Rt (min)) Detection DL (ng As)) Ref.Column
(ml min−1)

Lobster hepatopan-BBenson BAX-10 ns Gradient: 0,1 mM at AsB (5.5); DMA (7.1);1 [103]2.5; 5.3; 3.3; 5.9MD-HG-AAS
75 mM K2SO4, pHmm (150×4.6 mm) MMA (13.4); Asinorgcreas (TORT-1);
10.4 (15.1)dogfish muscle60°C

(DORM-1)
PBHamilton PRP- [71]12 mM phosphate MO-HG-AAS2 Ground water; waste 1.54; 1.43; 1.46; 1.60;AsB/AsC (1.6); As(III)

water; synthetic sedi-X100 10 mm (250×buffer, pH 10.7 (2.0); DMA (2.7); MMA 2.10
4.1 mm) ment extract (4.0); As(V) (7.5)

AsC (1.2); As(III)/AsB12 mM phosphate [71]2 Ground water; waste 1.17; 1.21; 1.59; 1.56;MO-HG-AASPBHamilton PRP-
water; synthetic sedi-X100 10 mm (250×buffer, pH 6 1.18(1.6); DMA (2.4); MMA

4.1 mm) ment extract (3.5); As(V) (8.8)
Spherisorb ODS/NH2 MO-HG-AAS5 mM NaH2HPO4/ [104]1.5 Mineral waters AsC (1.6); As(III) (2.5); 2.4; 1.4; 1.7; 1.9; 2.2;

2.1AsB (3.0); DMA (5.0);mixed column 5 Na2HPO4, pH 5.0
MMA (7.1); As(V) (8.6)mm (250×4.6 mm)

25°C
[105]30 mM KH2PO4, pH 2Partisil SAX 10 mm Standards 0.078; 0.050; 0.052;As(III) (2.9); AsC (3.2); Photo-oxidation-HG-

4.6(250×4.6 mm) 0.023; ns; 0.048;DMA (3.3); AsB (3.7); QFAAS (lamp off
0.065; 0.056; 0.027;and lamp on)TMAsH (4.3); MMA

(4.9); p-As (6.0); PhAs 0.061
(7.4); o-As (7.4); As(V)
(9.3)
AsC (1.5); AsB (1.85);17 mM phosphatePBHamilton PRP- [106]Thermo-oxidation-2 Mineral water; waste 0.4; 0.4; 0.5; 0.6; 0.6;

X100 10 mm (250× As(III) (1.85); DMA 0.8water; synthetic fish HG-QFAAS (lampbuffer, pH 6.0
extract off and lamp on)(2.45); MMA (3.7);4.1 mm)

As(V) (7.2)
PBHamilton PRP- [107]0.20a; 0.10; 0.20; 0.15;Gradient: 12 mM then UV photo-oxidation-AsB (4.4); As(III) (4.4);1 Spot urine samples;

HG-QFAAS (lampurine (NIST SRM DMA (5.5); MMA (6.7);X100 10 mm (250× 0.3024 mM phosphate
As(V) (11.7)buffer, pH 6.224.1 mm) 2670); Bio-Rad off and lamp on)

Lyphochek urine
ns20 mM phosphate UV photo-oxidation-1SBSupelcosil SAX1 5 Urine AsC/TMAs (5.0); As(III) [107]

buffer, pH 4.64mm (250×4.6 mm) (6.0); AsB (6.6); DMA HG-QFAAS (lamp
off and lamp on)(7.8); TMAsO (7.8);

MMA (14.5); As(V)
(15.6)

HG-QFAAS 0.2; 0.2; 0.2; 0.230 mM phosphate [89]1.7 Urine As(III) (2.8); MMASBChrompak Iono-
(4.8); DMA (6.9); As(V)spher 10 mm (250×buffer, pH 6.2

4.5 mm) (8.6)
Spiked river water; [108]As(III)+AsB (4); DMA 0.16/0.19; 0.19; 0.16;5 mM NH4H2PO4- HG-ETAAS (off-Elite AS3 ns mm 1

line)NH4OH, pH 5.8 spiked lake water(250×4.6 mm) and (4.6); MMA (6.8); AsC 0.19; 0.16; 0.16
Dionex HPIC- (7.8); As(V) (9.5); p-
CAS1 ns mm APAs (12)
(250×4.6 mm)
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Column Mobile phase Flow Ref.Matrix Species (Rt (min)) Detection DL (ng As))
(ml min−1)

PBHamilton PRP- As(III) (2.3); DMAGradient: 20 mM then [109]1 Spiked mineral water 0.13; 0.48; 0.38; 0.46HG-QFAAS
at 5 and 10 times the100 mM phosphate (3.4); MMA (5.7); As(V)X100 10 mm (250×

buffer, pH 64.1 mm) (9.3)DL
SBSupelcosil LC-SAX 0.075; 0.060; 0.066;As(III) (6.2); DMA30 mM NaH2PO4, pH Urine1 [91]HG-QFAAS

4.5 0.1385 mm (250×4.6 (7.0); As(V) (7.9); MMA
(8.9)mm)

[110]PBHamilton PRP- Gradient: 20 mM then As(III) (2.7); DMA ns; 0.03a; 0.02; ns1 Dogfish muscle HG-QFAAS
(DORM-1); seafood100 mM phosphateX100 10 mm (250× (3.6); MMA (5.8); As(V)
products (8.5)buffer, pH 5.754.1 mm), 28°C

As(III) (4); DMA (13);Gradient: H2O/MeOH GFAASDionex ns mm (250× [111]5–251.2 Soils
3 mm) 80:20 then 20 mM MMA (22); As(V) (31)

(NH4)2CO3/MeOH
85:15 (v/v)

ns; ns; 0.25; nsGFAASPBAminex Biorad A- Gradient: H2O then [112]1.4 Herbicide (MMA) As(III) (10); DMA (19);
0.2 M (NH4)2CO327 ns mm (100×8 MMA (27); As(V) (36)

mm)
5 mM nickel sulphate,PBHamilton PRP- [95]100.15 Standards As(III) (15.6); DMA GFAAS

X100 10 mm (250×pH 6.3 (21.2); MMA (26.3);
4.1 mm) As(V) (37.5)

[102]Gradient: 12.5 mM GFAAS (off-line) ns1 Then 0.5IC-Pak AHR 6 mm Geothermal water As(III) (6); DMA (18);
(75×4.6 mm) NaHCO3, pH 8.0, p-APAs (26); As(V) (37)

then H2O
PBHamilton PRP- [113]Gradient: 10 then 60 HG-AFS 0.034; 0.009; 0.006;1 SeronormTM; urine As(III) (2.3); DMA

mM then 10 mMX100 10 mm (250× 0.008(3.6); MMA (6.4); As(V)
(8.4)4.1 mm) phosphate buffer, pH

5.75
PBHamilton PRP- As(III) (2.8); DMA15 mM KH2PO4, pH [114]ns1 Stability of As com- UV-HG-AFS

6.1X100 10 mm (250× pounds (in aqueous (4.0); MMA (5.3); As(V)
(11.3)media) related to food4.1 mm)

treatment procedures
15 mM KH2PO4, pH [115]PBHamilton PRP- 1 UV-HG-AFSMushroom extract As(III) (3.9); DMA 0.05; 0.05; 0.05; 0.05

(5.1); MMA (6.7); As(V)X100 10 mm (250×6.0
(15.1)4.1 mm)

[53]3 mM NaHCO3+2.4 2 Standards As(III) (2.0); As(V) (6.4) DCP-AES 250HPIC-AS4 ns mm
(150×3 mm) mM Na2CO3

AsC (2.5); As(III) (3.8);SBSupelcosil LC-SAX 20 mM phosphate ICP-OESStandards1 [116]34; 22; 41; 41; 152; 87
buffer, pH 3.755 mm (250×4.6 DMA (4.3); AsB (5.7);

MMA (6.9); As(V) (10)mm)
Marine organisms AsC (2.5); AsB (3.0);Gradient: 10 mM [117]nsICP-OESPBHamilton PRP- 1

X100 10 mm (250×Na2HPO4/NaH2PO4, DMA (4.0); MMA (6.9);
pH 6.5, then 100 mM4.1 mm) As(V) (9.9)
Na2HPO4, pH 7.2
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Table 5 (Continued)

Mobile phase Flow Ref.Column Matrix Species (Rt (min)) Detection DL (ng As))
(ml min−1)

AsC (3.0); AsB (3.3);PBHamilton PRP- Gradient: 5 mM then UV-HG-ICP-OES [118]0.46; 0.56; 0.60; 0.62;1 Dogfish muscle
0.60(DORM-1); mussel tis-35 mM phosphateX100 10 mm (250× DMA (5.2); MMA (9.5);

4.1 mm) buffer, pH 6.0 sue (BCR CRM 278); As(V) (13.5)
cod muscle (BCR
CRM 422)

ICP-AESNucleosil-N(CH3)3-10 50 mM phosphate ns; 30; 19; 41; 301 Hiziki extract AsB (3.8); As(III) (4.9); [88]
MMA (6.2); DMA (7.9);10 mm (305×3.2 buffer

mm) As(V) (11.8)
As(III) (6.3); DMA 390; 60; 57; 126Gradient: H2O then ICP-AESPBAminex A-27 Ra- 1 Spiked cultured cell [119]

0.5 M (NH4)2CO3dial-PAK 15 mm medium (9.4); MMA (13.4);
(100×8 mm) As(V) (16.7)

ns20 mM phosphate ICP-AESSBNucleosil 10SB ns 1 Shellfishes As(III) (4.7); DMA [120]
mm (250×4.6 mm) buffer, pH 7.0 (5.9); MMA (7.1); As(V)

(11.9)
Thermospray-ICP-Gradient: H2O then 50 [121]PBDionex HPIC 1 Standards As(III) (ns); DMA (4.6); 234; 31; 3.4; 2.4

mM (NH4)2CO3+0.2%AS4A ns mm AESAs(V) (11.3); PhAs
(250×4.6 mm) MeOH (12.0)

As(III) (2.7); MMA50 mM phosphate HG-ICP-AESSBNucleosil SB 5 mm 1 Spiked mineral water [90]0.35; 0.38; 2.13; 0.92
buffer, pH 6.75 at 5 and 10 times the(200×4 mm) (3.4); DMA (4.6); As(V)

(6.3)DL
PBHamilton PRP- [122]0.27; 0.94; 0.92; 1.14Gradient: 20 then 100 HG-ICP-AESAs(III) (2.4); DMA1 Synthetic fish extract

mM phosphate buffer,X100 10 mm (250× (3.1); MMA (5.9); As(V)
(8.5)pH 5.754.1 mm)

Standards As(III) (5.25); DMA [123]1; 10; 5; 5; 10; 55 mM NH4H2PO4, pH UV-HG-ICP-AESSBSupelcosil LC-SAX 1
(9.24); MMA (29.8);5 mm (250x4.6 4.5

mm)+(V)iosfer As(V) (37.8); AsC (45.1);
AsB (48.6)NH2-based 5 mm

(100×4.0 mm)

a DL data have been evaluated in the actual sample matrix.
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Table 6
Separation of arsenic species by anion exchange chromatography coupled to ICP-MS detector

Mobile phase Flow Ref.Column Matrix Species (Rt (min)) Detection DL (ng As)
(ml min−1)

25 mM phosphateWaters Radial-Pak [82]ICP-MS1 Dogfish muscle DMA (4.7); MMA 0.3
buffer+5% MeOH, (5.1); AsB (5.5);SAX (ns) (DORM-1)
pH 8 As(III) (6.9); As(V)

(8.5)
AsB (0.5); DMA50 mM K2SO4, pHRBBenson 7–10 mm Standards; fish ICP-MS1.5 [92,126]0.875–1.75

(100×4.0 mm) (0.8); As(III) (2.25);10.5
MMA (3.3); As(V)
(5.4)

1 then 2 (after 6PBAlltech Adsorbo- 15 mM ICP-MS [94]Urine 0.038; 0.020; 0.044;As(III) (3.7); DMA
0.091NH4H2PO4+2 mMsphere-NH2 5 mm (4.7); MMA (6.9);min)

As(V) (8.7)CH3COONH4+30%(250×4.6 mm)
MeOH, pH 5.75

Wescan Anion/R IC [128]0.063a; 0.032; 0.080;Gradient: 2% ICP-MSAs(III) (3.1); DMAUrine (NIST SRM1 Then 2 (after
2670); wine; club (4.0); MMA (5.5);6.5 min)ns mm (250×4.1 0.037propan-1-ol then 50

mm) mM carbonate soda As(V) (10.7)
buffer, pH 7.5

AsB (1.5); DMA 0.2; 0.3; 0.7; 0.3; 0.30.1 M NaHCO3, pH ICP-MS1PBMerck Polyspher IC Aqueous extract of [87]
(1.8); As(III) (2.2);10.25AN 2 10 mm (120× soil samples

4.6 mm), 50°C MMA (2.8); As(V)
(3.3)

ION 120 ns mm 0.1 M NH4HCO3, 0.16a; 0.23; 0.20;1 Urine DMA (2.0); As(III) [129]ICP-MS
(125×4.6 mm) pH 10.3 (2.9); MMA (5.1); 0.26

As(V) (8.0)
Gradient: H2O then [127]2.7a; 1.5; 2.5; 2.4;0.7 Then 1.5 Fish and mussel ex- ICP-MSPBDionex IonPac AS7 AsB (2.1); As(III)
30 mM NaHCO3, 2.7; IS; 1.3tracts(ns) (3.4); DMA (8.8);
pH 9 AsC (10.9); MMA

(16.8); PhAs (23.1);
As(V) (29.5)

1 Synthetic sedimentPBHamilton PRP-X100 Gradient: 10 mM ICP-MS 0.01; 0.01; 0.01; 0.02; [132]AsC (1.8); AsB
0.02; 0.03and synthetic fish10 mm (250×4.1 (2.1); As(III) (2.4);Na2HPO4/NaH2PO4

mm) DMA (3.7); MMA
+2% CH3CN, pH

(4.7); As(V) (6.8)
6.5, then 100 mM,
pH 8, +2% CH3CN

TMAsO (2.7); AsB10 mM tartaric acid,PBExcelpak ICS-A35 Urine ICP-MS1 [124,125]0.0050; 0.0044;
pH 3–3.5 0.0056; 0.0088;2×10 mm (150×4.6 (3.3); DMA (3.8);

0.0078; nsmm), 50°C MMA (5.1); As(III)
(5.8); As(V) (14)

PBAlltech Adsorbo- [133]ns; (B0.1)15 mM ICP-MSAs(III) (5); AsBUrine1
sphere-NH2 5 mm (5.9); MMA (8.8);NH4H2PO4+15 mM

DMA (12.4); As(V)CH3COONH4+10%(250×4.6 mm)
(19.1)MeOH, pH 5.75
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Table 6 (Continued)

Column Mobile phase Flow Ref.Matrix Species (Rt (min)) Detection DL (ng As)
(ml min−1)

2 Spiked river water AsB (1.2); DMA 0.010; 0.010; 0.015;Gradient: 0.3–2.5 mM [134]ICP-MSPBWaters IC-Pak A
NaHCO3/Na2CO3, pHHC 10 mm (150×4.6 0.028; 0.040; 0.028(2.1); As(III) (3.2);

MMA (4.9); As(V)mm)+PBWaters 9.3, +HNO3 4–6 mM
Guard-Pak cation-ex- (6.1); AsC (10)at 40 mM
change CM/D 5 mm
(5×3.9 mm)

ns; ns; 0.125; ns; 0.125 [135]20 mM KNO3, pHPBWaters IC-Pak A 2 Drinking water; waste ICP-MSAsB (1.0); DMA
(1.3); As(III) (1.9);9.8HC 10 mm (150×4.6 waters

mm) MMA (3.1); As(V)
(3.6)

In-house soil; in-houseGradient: 10 mM 0.039; 0.039; 0.039;ICP-MSAs(III) (2.8); DMAPBHamilton PRP-X100 [131]1
(NH4)2HPO4/NH4H2-10 mm (250×4.6 mm) (3.9); MMA (5.7); 0.051sediment; river sedi-

As(V) (13.1)PO4, pH 7.0, +3% ment (BCR CRM
320)MeOH, then 100 mM,

pH 8.5, +3% MeOH
As(III) (2.0); DMAGradient: 5 mM phos- [136]ICP-MS1 Then 2 Certified river sedi- ns; ns; 0.16; nsPBHamilton PRP-X100

phate buffer, pH 6 ment (NIST SRM (2.7); MMA (3.5);10 mm (150×4.1 mm)
As(V) (5.3),then 10 mM citrate 2704)

buffer, pH 6
SBSupelcosil LC SAX1 15 mM NH4H2HPO4, ICP-MSns Estuarine water As(III) (2.8); AsB ns [137]

pH 5.1(ns) (3.5); DMA (4.4);
As(V) (5.1); MMA
(5.8)

[137]Gradient: 0.01 then nsICP-MSCapillary ION 120 IAC ns Estuarine water AsB (1.4); DMA
(ns) 0.1 M NH4HCO3, pH (2.5); As(III) (3.0);

MMA (6.5); As(V)10.3
(8.3)

ICP-MS10 mM NaH2HPO4/ 0.110; 0.097; 0.180;0.5 Mung been seeds AsB (2.0); As(III)ICPAK A HR 6 mm [138]
Na2HPO4, pH 6.0(75×4.6 mm) (2.4); DMA (3.1); 0.170; 0.140

MMA (3.6); As(V)
(11.4)

Dionex AS 4A-SC ns 5 mM Na2CO3+40 0.0065; 0.0073 [139]1 DORM-2; seepage As(III) (1.5); As(V) ICP-MS
mm (ns×4 mm) (4.5)mM NaOH+4% water samples

MeOH (v/v)
[130]Gradient: 5 mM AsB (1.5); DMA 0.03a; 0.04; 0.04; 0.03;ICP-MS1Ion 120 ns mm (125×3 Urine (NIST SRM

NH4HCO3, pH 10.3 0.04mm) 2670) (2.4); As(III) (3.1);
then 0.2 M MMA (6.4); As(V)
NH4HCO3, pH 10.3 (7.1)

0.15; 0.20; 0.28; 0.04;ICP-MSSpherisorb ODS/NH2 5 mM NaH2HPO4/ [104]1.5 Urine; mineral waters AsC (1.3); As(III)
Na2HPO4, pH 5.0mixed column 5 mm (2.1); AsB (2.4); 0.06; 0.08

(250×4.6 mm), 25°C DMA (3.6); MMA
(5.7); As(V) (8.0)
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Table 6 (Continued)

Column Mobile phase Flow Ref.Matrix Species (Rt (min)) Detection DL (ng As)
(ml min−1)

[140]ns20 mM NaH2HPO4/ ICP-MS1.5SBSupelcosil LC SAX 1 Soils; earthworms As(III) (2.4); DMA
(2.8); AsB (3.4);5 mm (250×4.6 mm), Na2HPO4, pH 4.16

30°C As(V) (8.7); MMA
(11.2)

[141]0.012; 0.012; 0.006;20 mM NaH2HPO4, TN-ICP-MS1SBSupelcosil LC SAX 5 Urine; mineral waters AsC (2.6); As(III)
0.006; 0.004; 0.008mm (250×4.6 mm), pH 3.9, +1% MeOH (3.5); DMA (4.2);

25°C AsB (5.2); As(V)
(6.2); MMA (7.3)

a DL data have been evaluated in the actual sample matrix.
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Table 7
Simultaneous separation of arsenic and selenium

Column Mobile phase Flow Ref.Matrix Species (Rt (min)) Detection DL ((ng As/Se))
(ml min−1)

Ion-pairing Re-
versed-phase
chromatography

[145]Gradient: 2 mM ICP-AES 13; 13; 13; 13; 13; ns1.5 Standards As(III) (2.6); DMAPBHamilton PRP-1
(ns) HTAB, pH 9.6, then (6.4); MMA (11.3);

Se(IV) (13.4); As(V)1% (v/v) acetic acid
then 10% (v/v) DMF (14.1); PhAs (22.2)

As(III) (5); MMA [146]C18 Whatman Par- 5 mM TBAP+5% 19.6; 11.2; 11.2BxBDIN-ICP-AES0.7 Coal process stream;
shale oil; solventtisil 5 ODS-3 (7.5); DMA (8.5); 19.6; 4.6; 11.2BxBMeOH (v/v)

(250×4.2 mm) Se(IV) (9); As(V)refined oil; crude oil 19.6; 8.4
(18); Se(VI) (27)

[147]As(III) (2); DMA 2.8; 3.0; 4.0; 4.05 mM TBAP+3 or HG-ACP-AES1C18 Alltech Spiked river water;
spiked tap water (3); Se(IV) (8.6);Spherisorb ODS 10% MeOH (v/v)

5 mm (150×4.6 As(V) (11)
mm)

[148]0.20; 0.08; 0.20; 0.10;5 mM TBAP, pH USN-ICP-MS1C18 Alltech Econo- Standards As(III) (3.5); MMA
0.10; 0.107.1+5% MeOH (v/v)sphere 5 mm (3.7); Se(IV) (3.9);

(250×4.6 mm) DMA (4); As(V)
(5.7); Se(VI) (7.3)
As(III) (2.7); DMAPBHamilton PRP-1 0.5 mM TBAP/4mM 0.030; 0.045; 0.055;ICP-MS0.9 Mineral water (As); [149]
(3.7); MMA (5.6);10 mm (250×4.6 two certified waters 0.050; 0.200; 0.275Na2HPO4, pH 8.5,

(Se(IV)+Se(VI))+2% (v/v) MeOHmm) Se(IV) (8.6); As(V)
(10.6); Se(VI) (14)

Anion exchange chromatography
[150]Gradient: 2 mM ICP-AESBNucleosil- 52; 140; 57; 911.4 Standards As(III) (3.5); Se(IV)

NH(CH3)2 ns mm ADP+5 mM AAC, (6.8); As(V) (9.0);
pH 4.6, then 80 mM Se(VI) (14.5)(250×ns mm)
ADP, pH 6.9

0.10; 0.10; 0.10; 0.04;5 mM carbonate DIN-ICP-AESSarasep ANX 1710 0.08 Standards As(III) (0.8); MMA [151]
buffer, pH 8.6 (1.7); Se(IV) (3.6);(100×1.7 mm) 0.04

As(V) (4.3); Se(VI)
(7.2)

Standards As(III) (3.2); DMA1 mM p-hydroxy- [152]1.70; 1.00; 0.64; 2.30HG-ICP-AESPBHamilton PRP- 2
X100 10 mm benzoate+0.4 mM (4.2); Se(IV) (5.2);
(125m4.0 mm), benzoate+2.5% As(V) (13.8)

MeOH, pH 8.525°C
PBHamilton PRP- [142,143]0.016; 0.011; 0.014;12.5 mM phosphate ICP-MS1.5 Standards As(III) (1.9); DMA

0.200; 0.021; 0.417(2.3); MMA (3.7);buffer, pH 8.5X100 10 mm
Se(IV) (6.3); As(V)(250×4.6 mm)
(7.4); Se(VI) (15.2)

Water (Se); spikedCetac ANX1606As 5 mM malonate MCN-ICP-MS0.1 [144]0.01; 0.01; 0.04; 0.04As(III) (1.0); As(V)
ns mm (100×2 groundwater; soil ex- (1.9); Se(IV) (2.3);acid, pH 8.5

tracts (As) Se(VI) (3.0)mm)



T. Guerin et al. / Talanta 50 (1999) 1–2420

urine [129,130], soil lixiviates [87] and sediments
[131].

It is quite interesting to consider further
Hansen et al.’s [87] results obtained under the
same chromatographic conditions with both
FAAS and ICP-MS detectors: the factor of im-
provement of DLs vary between 150 and 450
depending on species.

4. Simultaneous arsenic and selenium speciation
methods

Quite a few papers appeared dealing with the
simultaneous speciation of As and Se; this is
possible when detectors such as ICP-AES or
ICP-MS are used provided that powerful
enough data treatment hardware and software
are available.

Arsenic and selenium have some common
chemical properties: predominant inorganic
forms appear as oxygenated acids and/or an-
ions, they give birth to organic species. In pH
conditions where As(III), As(V), MMA and
DMA appear as anions, Se(IV) and Se(VI)
are ionised also. It is therefore possible to find
chromatographic conditions such that these six
species may be simultaneously analysed
[142,143].

Reverse phase and ion exchange modes have
been evaluated for this purpose (Table 7). Selen-
ite usually elutes before arsenate (except in
Woller et al. [144]); it appears sometimes be-
tween MMA and DMA, and selenate is always
the most retained species.

DLs are similar to those presented in papers
devoted to the speciation of a single element.

Other As and Se species which are quite sig-
nificant in biological samples (AsB, AsC SeCys
and SeMet) do not form anions in these condi-
tions and have not been considered in these pa-
pers.

Appendix A. Abbreviations used

Techniques
atomic absorption spectrometryAAS

alternating current plasmaACP
AES atomic emission spectrometry

atomic fluorescenceAFS
spectrometry
direct current plasmaDCP

DIN direct injection nebulization
ETAAS electroThermal atomic absorp-

tion spectrometry
flame/graphite furnace/quartzF/GF/QF-
furnace-atomic absorptionAAS
Spectrometry
hydride generationHG

HEN high efficiency nebulizer
HHPN hydraulic high pressure

nebulization
HPLC high performance liquid

chromatography
ICP inductively coupled plasma

micro-concentric nebulizerMCN
MD/MO microwave digestion/microwave

Oxidation
MIP microwave induced plasma

microwave reductionMR
mass spectrometryMS

OES optical emission spectrometry
THG thermochemical hydride

generating
thermospray nebulizerTN
ultraSonic nebulizerUSN
ultravioletUV

Units
Celsius degree°C

mg l−1 micrograms per litre
ml millilitre
mM millimole per litre

minutesmin
nanogramsng

Terms
detection limitsDL
internal standardIS

ns not specified
PB polymer-based

retention timeRt
SB silica-based

Mobile phases
AAC ammonium acetate
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ammonium dihydrogenADP
phosphate

cetyltrimethylammoniumCTAB
bromide

didodecyldimethylammoniumDDAB
bromide

N,N-dimethylformamideDMF
HTAB hexadecyltrimethylammonium

bromide
HTEAP heptyltriethylammonium

phosphate
KHP potassium hydrogen phthalate

tetrabutylammonium ionTBA
tetrabutylammonium acetateTBAA
tetrabutylammonium hydroxideTBAH
tetrabutylammonium hydrogenTBAHS

sulphate
tetrabutylammonium phosphateTBAP

TEAB tetraethylammonium bromide
TEAH tetraethylammonium hydroxide

Standards
arseniteAs(III)
arsenateAs(V)

AsB arsenobetaine
arsenocholineAsC
dimethylarsinic acidDMA

MMA monomethylarsonic acid
o-arsinilic acido-As
p-aminophenylarsenatep-APAs
p-arsinilic acidp-As
phenylarsonic acidPhAs
4-hydroxy-phenylarsonic acid4-OH

Se(IV) selenite
selenateSe(VI)
selenoureaSeC(NH2)2

Se h-Cys selenohomocystine
SeCys selenocystine

selenoamino acid dimerSe(Cys)2

selenocystine
allyl-DL-selenocysteineAllylSeCys

MetSeCys methyl-DL-selenocysteine
selenoethionineSeEth
selenomethionineSeMet

TMAs tetramethylarsonium ion
tetramethylarsonium hydroxideTMAsH

TMAsO trimetylarsine oxide
TMSe trimethylselenonium iodide
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mara, Microchem. J. 59 (1998) 89.

[105] A.G. Howard, L.E. Hunt, Anal. Chem. 65/21 (1993)
2995.
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Fresenius J. Anal. Chem. 346 (1993) 643.

[107] D.L. Tsalev, M. Sperling, B. Welz, Analyst 123 (1998)
1703.

[108] H. Han, Y. Liu, S. Mou, Z. Ni, J. Anal. Atom. Spec-
trom. 8 (1993) 1085.

[109] R. Rubio, A. Padró, G. Rauret, Fresenius J. Anal.
Chem. 351 (1995) 331.
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Abstract

An interlaboratory study describing the assignment of reference values to the extractable concentrations of metals
in industrial sludge using NJDEP and USEPA methods is presented. Industrial waste containing high concentrations
of alkali, alkaline earth, ferrous and transition metals was dried, size-reduced and homogenized. Multiple aliquots of
this material were analyzed in two different government laboratories by several different combinations of extraction
and analysis methodologies. Reference values for the acid-extractable concentrations of more than 15 metals were
determined and will be included in the NIST Certificate of Analysis for SRM 2782, Industrial Sludge. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Sludge; Standard Reference Materials®; Reference materials; Metals determination; Quality assurance; Acid-extractable;
Microwave digestion; Flame atomic absorption spectrometry; Graphite furnace atomic absorption spectrometry; Inductively coupled
plasma atomic emission spectrometry
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1. Introduction

New Jersey Department of Environmental Pro-
tection (NJDEP) regulations limit the levels of
discharged toxic substances in sludge effluents by
sewage treatment plants. Once maximum contam-
inant levels are established, they become part of
the facility’s operating permit. When chemical
analyses indicate that these permit levels are ex-
ceeded, the NJDEP has statutory authority to

assess significant monetary penalties.
Sludge samples vary widely in their physical

and chemical composition, ranging from liquids
with low dissolved solid content and small quanti-
ties of organics and metals, to multi-phase sam-
ples and cakes with solid contents often greater
than 50% and concentrations of metals and other
constituents at percent levels. Since permit limits
for metals are based on the amount leached dur-
ing mineral acid digestion, these acid-extractable
concentrations, rather than total concentrations,
are the values of interest. With several options for
methods of sample preparation and measurement

* Corresponding author. Fax: +1-292-7340.
E-mail address: snagourney@dep.stse.nj.us (S. Nagourney)
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being proposed by State and Federal agencies,
comparability of data and robustness among
methods is a critical issue. Reference materials of
similar matrix and composition to the various
sludge matrices, and having known metal levels
with defined uncertainties, are essential to ensur-
ing comparability of data.

The National Institute of Standards and Tech-
nology (NIST) certifies the chemical composition
of a wide variety of Standard Reference Materi-
als® (SRMs) to ensure the quality of physical and
chemical measurements. SRM certified concentra-
tions are generally provided only for total con-
stituent values. A NIST reference value is the best
estimate of the true value provided by NIST when
all known or suspected sources of bias have not
been fully investigated. The uncertainty associated
with a reference value may not include all sources
of uncertainty and may only represent a measure
of the precision of the measurement method(s).
Environmental professionals, including soil scien-
tists and geochemists, often require information
about labile or extractable concentrations of
metals to address issues such as ionic mobility and
vegetative uptake. To expand the utility of exist-
ing environmental SRMs, NIST has initiated ef-
forts to provide data on the acid-extractable levels
of metals in selected new solid sample environ-
mental SRMs [1].

A recent paper by these authors described a
collaborative project among the NJDEP, USEPA,
Region II Technical Support Branch and NIST to
develop sludge reference materials from domestic
and industrial sources having reference values for
their acid-extractable metals content [2]. The
study was successful for the domestic material,
resulting in the derivation of reference values for
EPA acid-extractable methods as part of SRM
2781, Domestic Sludge. The addendum to SRM
2781 contains leachable mass fractions for 14
metals and compares the leach recoveries to total
metal concentrations obtained separately [3].
However, difficulties cited in the evaluation of the
more complex industrial sludge prohibited the
derivation of leachable mass fraction values for
that material at that time. This paper discusses
subsequent studies on the industrial sludge mate-
rial, resulting in improved quality of the data for

SRM 2782. Information is also provided on the
comparability of various methods for sample
preparation and measurement

2. Experimental

2.1. Reference Samples

The candidate industrial sludge standard refer-
ence material SRM 2782, was prepared from
more than 100 kg of electroplating waste supplied
by AT&T Bell Laboratories (Murray Hill, NJ).
This material was shipped to NIST, wherein it
was freeze-dried, processed, radiation-sterilized
and homogenized by contractors according to
procedures used to prepare United States Geolog-
ical Survey and NIST geological reference materi-
als [4]. Samples were placed in 125 ml glass bottles
and supplied to the NJDEP Bureau of Radiation
and Inorganic Analytical Services (BRIAS) and
USEPA, Region II, Technical Support Branch
laboratories for chemical analysis.

2.2. Experimental reagents

The NJDEP and USEPA laboratories used
Class A glassware and calibrated microliter
pipettes to perform all volumetric dilutions. ACS
reagent grade chemicals, double-distilled water
and re-distilled acids were employed for sample
preparation and digestion. Individual NIST
aqueous SRMs (SRM 3100 series) were used for
spike recovery studies.

2.3. Sample preparation

The NJDEP used open vessel hot plate diges-
tion (NJDEP Method 100) for all of their acid
digestions. The USEPA used open vessel hot plate
digestion (USEPA Method 3050) for the indus-
trial sludge, and Method 3050 and closed vessel
microwave digestion techniques (USEPA Method
3051) to prepare the domestic sludge for measure-
ment. EPA prepared two sets of samples using
microwave digestion, one without and one with
HCl.
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Previous work established the homogeneity of
the various aliquots of the domestic and industrial
sludge reference materials. The USEPA and
NJDEP independently analyzed six aliquots from
separate bottles of the industrial material (SRM
2782); the mean value for each metal is reported
as the grand mean of six determinations. In this
study, two replicates from separate bottles of the
domestic material (SRM 2781) were also analyzed
by these procedures, by each laboratory, for pur-
poses of comparison and quality assurance.

2.4. Instrumentation1

The NJDEP used a Perkin-Elmer (PE) Model
5000 atomic absorption spectrometer (AAS) for
its flame atomic absorption (FAAS) metal mea-
surements. A similar unit, equipped with a PE
Model 500 furnace and a PE AS-50 autosampler,
was used for the graphite furnace atomic absorp-
tion (GFAAS) measurements. The NJDEP also
employed a Thermo-Jarrell Ash Model 25 sequen-
tial inductively coupled plasma emission spec-
trometer (ICPOES) for some of its metal
determinations. The USEPA used a CEM Model
MDS-2000 microwave digestion system for some
sample preparations, and a Thermo Jarrell-Ash
Model 61 Simultaneous ICPOES and a PE 5100
GFAAS, equipped with a model AS-600 furnace
and AS-60 autosampler for its metal determina-
tions. The USEPA performed the metal measure-
ments by either simultaneous ICPOES and
GFAAS, using one technique per metal. The
NJDEP used FAAS, sequential ICPOES and
GFAAS and, where possible, employed more
than one technique to measure most of the metals.

Calibration standards were prepared by serial
dilution from commercial concentrates; the work-
ing level concentrations are prepared daily. A
minimum correlation coefficient value of 0.999 for
the linear calibration curve was required. Contin-

uing calibration check samples were analyzed at a
frequency of one per every 10 determinations.
Aqueous quality assurance samples, with known
values and from sources other than those used for
the calibration solutions, were analyzed at a fre-
quency of one per every 10 determinations. Blank
solutions, consisting of the reagents used in the
sample digestion procedure(s), were prepared and
analyzed at a frequency of one per every 10
samples. All values are corrected for any blank
concentration. Instrumental conditions were iden-
tical to the manufacturer’s nominal values.

2.5. Sample processing

Each laboratory analyzed its own digests by
one or more instrumental methods. Once com-
pleted, the two laboratories exchanged extracts
and conducted another series of measurements
using the same techniques.

3. Results and discussion

Assessment of measurement uncertainty is an
integral part of reference value assignment. Com-
ponents of uncertainty include measurement and
procedure variability as well as sample-to-sample
variability ascribable to heterogeneity of materi-
als. Complex materials can offer analytical chal-
lenges at all concentration levels. While relative
uncertainties of −20% to +20% are expected
when EPA methods such as FAAS, GFAAS and
ICPOES are applied to non-aqueous media, refer-
ence values based upon these methods are still
useful for confirmation of results of environmen-
tal monitoring, such as the analysis of sludge
effluents from treatment plants.

Procedural options in sample preparation and
analysis are now available to those who analyze
environmental samples and report the results to
regulatory agencies. With the emergence of the
concept of performance-based analytical method-
ology as an alternative to the traditional, prescrip-
tive procedurally-based approach, more
responsibility is being placed on the reporting
entity and, ultimately, the analyst, to understand
how the various stages of the analytical process

1 Certain commercial materials and equipment are identified
to specify adequately the experimental procedure. Such iden-
tification does not imply recommendation or endorsement by
the National Institute of Standards and Technology, nor does
it imply that the materials or equipment denoted are the best
availablefor the purpose.
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affect their results. In addition to NISTs historical
emphasis on certifying the total metals content in
non-aqueous environmental samples, the interest
of regulatory agencies such as the USEPA and the
NJDEP in the environmentally available fraction
has led NIST to expand its scope to include
evaluations of the efficacy of analytical methods
that report only the amount of metal leachable by
acid digestion test protocols. The amount of metal
liberated from a non-aqueous environmental sam-
ple can vary widely depending upon the matrix,
metal and extraction procedure. It is important
that reference materials exist to benchmark these
analyses and procedures as needed to assure re-
sults submitted for regulatory purposes, such as
those required by NJDEP and USEPA, and help
to develop environmental policy standards that
protect public health.

3.1. Comparison of results for domestic sludge
and industrial sludge

The data for the analysis of the domestic sludge
material (SRM 2781) were discussed in detail in
an earlier publication by these authors. Issues
such as the intralaboratory differences between
methods of sample preparation and analysis and
comparisons of the overall means between the two
laboratories were evaluated for 17 metals. For
most elements, small methodological biases were
seen; NJDEP means obtained separately by
FAAS and ICPOES agreed to within 10% for 13
of 17 elements and within 5% for nine of 17
elements. The between method means of data
obtained by the NJDEP and the USEPA labora-
tories differed by more than 10% only for Ba, Be,
Ca, K and Pb. Differences of less than 10% were
seen for the means of leach results obtained by
Methods 3050 and 3051 for all but one element.
Mean values of spike recoveries obtained by the
two laboratories were 97.3% for the NJDEP; for
the USEPA hot plate digestion, results showed a
mean recovery of 102.8%; using microwave diges-
tion, the mean value was 105.3%. This demon-
strated minimal bias or matrix interferences in the
measurements of the acid-extractable metals in
the domestic sludge. The relative uncertainty level
compared very favorably with the uncertainties

for total concentrations of inorganic environmen-
tal SRMs whose certifications are based primarily
on NIST laboratory analyses. Overall uncertainty
levels of the interlaboratory means of the leach
data for most elements were in the 6% range at
the 95% confidence interval, which is four to five
times less than typical between-laboratory com-
parisons. Consequently, acceptable levels of rela-
tive uncertainties were determined. This enabled
the derivation of reference values for leach con-
centrations for 14 metals for the NIST SRM
2781.

Our initial attempts at measuring leachable
metal concentrations in the industrial sludge SRM
2782 were not nearly as successful. The complex
composition of this material and \25% iron
mass fraction greatly complicated the reproduci-
bilty of extraction of less abundant elements and
made it difficult to select interference-free analyti-
cal lines for plasma spectrometry for most analy-
ses. For the initial attempt at the analysis of NIST
SRM 2782, 12 of the 18 elements analyzed
showed between-laboratory differences of greater
than 10%, with eight elements exceeding 20%.
3.2. Current results for industrial sludge

Along with the experience gained through our
first attempt, recent efforts to analyze the leach-
able content of this material included several pro-
cedural enhancements:
� use of multiple dilutions for flame AAS

measurements;
� use of yttrium as an internal standard for ICP

measurements;
� use of multiple analytical lines for sequential

ICP measurements;
� close matching of acid content of samples and

standards;
� customized, updated interelement correction

factors for Fe.
This second series of analyses were not without

a unique circumstance that unfortunately limited
the extent of comparative analyses which could be
performed: the DEP closed the BRIAS laboratory
in June 1996. The work shown reflects all efforts
made up to that date, but resulted in the absence
of some information that otherwise would have
been obtained.
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The improvements in the most recent series of
measurements as compared to those conducted
earlier, as well as the impacts of methods of
sample preparation and measurement, can be
demonstrated through several comparisons of in-
dividual data sets presented in this paper. All
standard deviations are 92s in the tables:
� mean NJDEP and USEPA results for individ-

ual metals (Table 1);
� data from concurrent analysis of NIST SRM

2781 (Table 3);
� USEPA analyses by Method 3050 and Method

3051 (Table 5).
Precision of the six aliquots of NIST SRM 2782

ranged from 0.2 to 2.0% for all elements measured
by both participating laboratories. There is no
discernible change in the level of precision of the
replicate measurements obtained in the earlier and
later studies. Table 1 compares the results ob-
tained by both laboratories in the initial (1994)
and most recent (1996) studies. There is no dis-
cernible pattern in the NJDEP data from 1994 to
1996; the more recent series of USEPA results are
generally higher than those obtained previously.
The grand means of all elemental results, obtained
for each element by the two laboratories for the
more recent set of measurements, agreed within

6% for six elements and 10% for 12 of the 17
metals studied; two others were within 12%. Cd,
Cr and K were the only elements outside this
range. This represents a considerable improve-
ment from the earlier study, the agreement now
being comparable to that seen for the analysis of
NIST SRM 2781. Three elements exhibited ratios
of NJDEP/USEPA data that differ significantly
from unity. For Cd, the unavailability of a
graphite furnace caused the NJDEP to use only
FAAS in the more recent work; given the complex
matrix and low concentration, the difference in
results is not unexpected. The USEPA results for
K are quite variable, both between aliquots ex-
posed to the same sample preparation method
and among different sample preparation methods;
this was also seen for the data for the domestic
sludge material. DEP data for K using hot plate
digestion and FAAS as the measurement method
showed a relative standard deviation from the
mean of only 1.7%. Results for Cr continue to
differ between the two laboratories; no assignable
cause is evident for either the K or Cr data.

Analysis of variance (ANOVA) [5] can be uti-
lized to evaluate whether the individual element
means obtained by the two laboratories for each
element, generated by different methods of sample

Table 1
Comparison of NJDEP and USEPA data SRM 2782a

Mean EPA 1996Mean EPA 1994Mean DEP 1996 Ratio DEP/EPA 1996Mean DEP 1994Element

150943 15879107 1380950 1528946 1.038Al
15091Ba 1.118161911 1449413294

1.056Ca 46859151432091414950914446879470
4.090.1 11.493.0Cd 15.490.8 2.390.1 –

0.921Co 70.096 51.697 54.492 56.093
–Cr 79.891 76.794 55.392 58.391
1.01624209422270953Cu 245993724859146

232 00095600 253 000914 000 1.014Fe 256 60092300255 0209170 00
K –78.692158.9961219211691

470915441917 1.059498969508937Mg
Mn 1.109274913 27497 22497 24797

2430918 2431920Na 20009123 25739307 0.945
Ni 12592 95.596 90.892 96.194 0.994
Pb 1.010553922519930581918 55899

23.291 17.592V 20.691 15.991 1.100
1266931 1181959Zn 1170921 1158971 1.019

a Units in mg/kg; uncertainties are 2s.
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Table 2
ANOVA: NIST SRM 2782

P 6alueF 6alueElement

0.380.82Al
Ba 33.9 0.00

1.73Ca 0.22
0.25 0.62Co
3.67 0.00Cr

Cu 0.51 0.49
Fe 4.09 0.06
Mg 2.25 0.14

0.0069.6Mn
Na 0.06 0.81
Ni 4.20 0.09

0.093.52Pb
0.142.32V

0.07 0.79Zn

Table 4
Linear Regression, NIST SRM 2782: NJDEPand USEPA
results

SlopeMethod of comparison R

0.996AAS vs. ICP DEP digestions, hot plate 1.039
digestion, DEP analyses

0.9993050 vs. 3051 EPA analyses, microwave 0.966
digestions

3051 with vs. without HCl EPA analyses, 1.0850.996
microwave digestions

tion to the extent of the agreement between the
results.

Comparisons of recoveries of aliquots of NIST
SRM 2781, Domestic Sludge analyzed concur-
rently with the SRM 2782, Industrial Sludge are
shown in Table 3. The grand mean for the ratio of
each individual NJDEP metal result (N=12) to
its NIST reference value is 0.972; the ratio for
USEPA data (N=13) is 0.989. There are several
interesting sub-sets of the data that address spe-
cific issues related to sample preparation and mea-
surement. One method of comparison is a linear
regression of the NJDEP data (abscissa) against
the USEPA data (ordinate); the regression (R)
and slopes (m) of the line are shown in Table 4;
values of 1.000 represent ideal agreement.
� Comparison of AAS and ICP-OES. Extensive

comparisons of both absorption and emission

preparation and analysis, are statistically signifi-
cant. This is shown in Table 2 for the 14 metals
where agreement between the grand means was
within 12%. ANOVA analyses, as shown by the F
value (ratio of variance between data sets to the
variance within a data set) and P value (measure
of the probability the actual sample set fell within
hypothetical frequencies for infinitely large data
populations) showed that the means obtained by
the two laboratories agreed within specified toler-
ances for 11 of the 14 metals; the exceptions being
Ba, Cr and Mn. This serves as further corrobora-

Table 3
Recoveries for Leach Methods: NIST SRM 2781a

Element NIST Leach values from SRM 2781 DEP mean DEP/NIST EPA mean EPA/NIST

80409980 8844Al 1.100 7920 0.985
Ba 0.9365340.833475570965

1.06938 950 35 05036 44091830Ca 0.962
Cd 1192 - - 12.7 1.155

0.923143914 129 0.900 132Cr
601916 588Cu 0.979 590 0.982

24 30092100 2540Fe 01.045 26867 1.106
48509290 4558Mg 0.940 4588 0.946

722743933 0.978Mn 7270.984
0.88964.30.88463.972.396Ni

183915 180Pb 0.985 194 1.060
81.994 79.5V 0.970 77.6 0.947

1120934 1092Zn 0.975 1100 0.982

a Units in mg/kg; uncertainties are 2s.
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spectroscopic methods of analyses were made
for the domestic material. A limited sub-set
(only seven owing to the closure of the DEP
laboratory) of metals for the industrial material
were analyzed by both procedures. The grand
mean of the ratio of AAS to ICP-OES results
was 1.043; the slope of the regression line is
1.039. This is evidence that good agreement
between detection methods exists for this
SRM.

� Method 3050 6ersus Method 3051. The USEPA
obtained good results for 14 metals where ex-
tractions were obtained by both methods and
analyses performed by ICP-OES. Agreement is
within 96% for all metals studied except for
Na and K; with a range in bias from −4.8%
for Al to +5.2% for Zn. These results are
shown in Table 5. The values for the alkali
metals Na and K are approximately 30–40%
higher for the microwave technique. When the
t-test for means assuming unequal variance is
applied [6], the differences between the calcu-
lated means obtained by each method were
statistically significant for six metals (Ba, Ca,
Cu, Mn, Pb and Zn). However, these detected
differences are relatively small, especially when
compared to the control limits assigned to

acid-extractable analyses measured in non-
aqueous media.

� Method 3051 with and without HCl. The agree-
ment of data from the two sets of USEPA
digestions is good for all metals but K. The
range in bias is −1.7 to +12.1%. The gener-
ally high bias (11 out of 13 metals had higher
values when the extraction was performed with
the addition of HCl) and positive slope for the
regression suggests the addition of acid in-
creases the extraction efficiency for the metals
studied in this matrix. This data suggests that
the USEPA should consider allowing the use of
HCl in the digestion of non-aqueous samples
for the acid-extractable content of metals. The
data are shown in Table 6.

� USEPA analysis of EPA and DEP digests. The
closure of the DEP laboratory limited the com-
parisons of analyses of extracts where analyses
were performed in both laboratories. There are
analyses of extracts done in the DEP facility
(Method 100) and the EPA laboratory
(Method 3050), where both sets were analyzed
by the same laboratory (EPA by ICP-OES);
these data are shown in Table 7. The long time
(approximately 10 months) between extraction
and analysis, combined with low analysing

Table 5
2782, comparison of extraction methods: EPA3050 and 3051a

Method3051Method 3050 Ratio 3050/3051Element

Mean SD Mean SD

0.962591580Al 181520
1.04251422148Ba

4640584870Ca 1.050169
Cdb 2.212.19 0.57 0.9910.40
Co 56.258.5 2.2 1.0410.9

0.9602.460.3Cr 0.657.9
2500 37 2400 87 1.042Cu

Fe 0.9671400269 0004500260 000
17455 1.0335470Mg

256 3 246 9 1.041Mn
99.6 0.8Ni 99.3 3.7 1.003

5136545Pb 1.06222
16.0V 0.9580.1 0.616.7

Zn 151210 1150 45 1.052

a Units in mg/kg; uncertainties are 2s.
b Analyses by GFAAS.
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Table 6
NIST SRM 2782, comparison of Method 3051 with and without HCla

Element Ratio extracted w & w/o HClMethod 3051 without ClMethod 3051 with HCl

Mean SDMean SD

1470 1.0752159Al 1580
1.0003Ba 142 5 142

4510 70Ca 4640 169 1.029
1.051.9 1.0832.2Co 56.2

56.8 2.4Cr 60.3 2.4 1.062
39 1.017Cu 2400 87 2360

248 000 5850Fe 269 000 1400 1.085
463 7 0.98317Mg 455
238 4Mn 246 1.0349

90.2 2.0Ni 99.3 3.7 1.101
8492 1.04322Pb 513

0.6 14.9 0.2V 1.12116.7
22 1.085Zn 1150 45 1060

a Units in mg/kg; uncertainties are 2s.

level, contributed to the poorer agreement for
Cd and V. For 14 metals, the grand mean of
comparisons of DEP to EPA sample prepara-
tion methods was 1.009, showing that again for
the industrial sludge material there is little dif-
ference between values derived from different
sample preparation methods.

3.3. Comparison of leachable concentrations for
domestic sludge and industrial sludge

Addenda to the Certificates of Analysis for
NIST SRM 2781, Domestic Sludge and NIST
SRM 2782, Industrial Sludge [7] compare the
percentage leach recoveries of selected metals with
the values obtained for their total mass fractions.
For elements where leachable metal results were
obtained from both the USEPA and NJDEP lab-
oratories, a ratio of leachable metal concentration
to total metal concentration (obtained by NIST)
was calculated. For the domestic sludge, these
ratios were between 0.82 and 0.96 for nine out of
11 elements; only Al (0.50) and Cr (0.71) were
below this range. Preliminary values supplied by
NIST for the industrial sludge material shows a
different pattern; for the 14 elements for which
such data is available, only six have ratios of
leachable to total that are greater than 0.80. Na,

K, Mg, Al have ratios below 0.20; the ratio for V
is 0.21, Ba and Ni are 0.60 and 0.62, respectively,
while Ca is 0.72. Only certain transition elements
(Cu, Pb, Zn, Mn, Fe and Co) have leachable/total
ratios for the industrial sludge that are greater
than 0.80. The results are summarized in Table 8.
Note that for the industrial sludge, all of the
ratios for the alkali and alkaline earth metals as
well as Al are 0.72 or below. While the reasons for
the specific analyte–matrix interactions are uncer-
tain, it is apparent that the more complex nature
of the industrial sludge plays a key role in how
much metal is leached by the regulatorily-ap-
proved digestion methods, and the amount that
leaches varies significantly by element and group.
This issue must be considered when evaluations of
leachable metal concentrations are made for envi-
ronmental assessment and policy considerations.

4. Conclusions and recommendations

Reference values have been determined for the
leachable concentration of 14 metals in an indus-
trial sludge standard reference material (NIST
SRM 2782). Both open vessel hot-plate acid di-
gestion (NJDEP Method 100 or USEPA Method
3050) or microwave digestion (USEPA Method
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Table 7
2782, comparison of NJDEP and USEPA extracts: analyses by USEPAa

Method 3050 Method 100 Ratio 3050/100Element

SDMean SD Mean

81540 0.98718Al 1520
144 1Ba 148 1.0272

4720 34Ca 4870 58 1.032
0.957.0 1.0260.9Co 58.5

0.6 58.2 2.4 0.994Cr 57.9
45 1.033Cu 2500 37 2420

236 000 1100Fe 260 000 4500 1.102
80.1 1250 0.90411.8K 72.4

490 7Mg 470 5 0.959
1.04132463Mn 256

2470 60Na 2300 39 0.931
524 13Ni 545 6 1.040

1.040136524Pb 545
15 1210 11Zn 1.0001210

a Units in mg/kg; uncertainties are 2s.

3051) are appropriate methods for sample prepara-
tion of these materials and the leachable concentra-
tions may be measured by either FAAS, sequential
or simultaneous ICPOES. This information sup-
ports the application of performance-based met-
hodology since there are several combinations of
sample preparation and measurement systems that
can achieve similar results. Reference materials
from both sludge sources are commercially avail-
able. Reference values for their acid-extractable
metal content and associated uncertainties are
provided and are available to support the quality
assurance of sludge metal measurements. Analyses
of these SRMs should be recommended as part of
a POTW’s compliance data submitted to regulatory
agencies such as the USEPA and NJDEP. It is also
recommended that these materials become part of
any future laboratory certification program for
sludge effluents.

Acknowledgements

The authors wish to thank the NJDEP’s Bureau
of Pretreatment and Residuals for providing the
funding for this study and Mary Jo Aiello and Tony
Pilawski of that Bureau for many helpful discus-

sions. Thomas LaFisca and Gail Suozzo are New
Jersey state chemists who conducted some of the
chemical analyses. Robert Markow of AT&T Bell
Laboratories supplied the industrial sludge. Dr
Gregory Turk of NIST assisted with the data
assessment.
Table 8
Comparison of leachable concentrations: NIST SRM 2781
and 2782a

Domestic sludge ratioElement Industrial sludge ratio
(leachable/total) (leachable/total)

Ag 0.88 –
0.50 0.11Al
– 0.60Ba
0.86Cd –
0.93Ca 0.72

0.82–Co
0.71Cr –
0.96Cu 0.94

0.950.87Fe
–K 0.02

Pb 0.970.91
0.82Mg 0.18

Mn 0.82 0.86
Na – 0.19

0.620.90Ni
–V 0.21

Zn 0.88 0.93

a Units in mg/kg; uncertainties are 2s.



S. Nagourney et al. / Talanta 50 (1999) 25–3434

Stuart J. Nagourney is a Research Scientist
with the NJDEPs Division of Science and Re-
search; he was Chief of the Bureau of Radiation
and Inorganic Analytical Services for the
NJDEP while this study was conducted.
Nicholas Tummillo is a Principal Chemist with
the New Jersey Department of Health and Se-
nior Services. John Birri is Special Projects Co-
ordinator and Kennth Peist a staff scientist with
the USEPA’s Region II Technical Support
Branch laboratory. Bruce MacDonald is the cur-
rent, and Jean S. Kane the former Project Man-
ager with the United States Department of
Commerce, NIST Standard Reference Materials
Program who provided oversight for this pro-
ject.

References

[1] J.S. Kane, Fres. J. Anal. Chem. 352 (1995) 309.
[2] S.J. Nagourney, N.J. Tummillo, J. Birri, K. Peistand, J.S.

Kane, Talanta 44 (1997) 189.
[3] National Institute of Standards and Technology, Office of

Standard Reference Materials, Addendum to Certificate
2781, October 1996.

[4] J.F. Flanagan, United States Geological Survey Bulletin
1582, 1986.

[5] L.L. Havlicek, R.D. Crain, Practical Statistics for the
Physical Sciences, American Chemical Society, Washing-
ton, DC, 1988.

[6] J.K. Taylor, Quality Assurance of Chemical Measure-
ments, Lewis Publishers, Chelsea, Michigan, 1989.

[7] National Institute of Standards and Technology Office of
Standard Reference Materials Addendum to Certificate
2782, December 1998.

.
.



Talanta 50 (1999) 35–39

Determination of the cyclodextrin inclusion constant with
the constant current coulometric titration method

Jun Gu, Jinghao Pan *
Department of Chemistry, Shanxi Uni6ersity, Taiyuan 030006, People’s Republic of China

Received 5 March 1998; received in revised form 12 August 1998; accepted 8 March 1999

Abstract

With fluorometry this paper has proved that a-cyclodextrin (CD) and g-CD do not form inclusion complexes with
procaine, while b-CD and HP-b-CD do. Their molar ratios are demonstrated both 1:1 with the equimolar variation
method. The constant current coulometric titration method (CCCT) is first proposed and applied in the determination
of the CD inclusion constant. To compare with this method, the fluorescence experiment has been done with the
satisfactory results. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction:

Cyclodextrins (CDs) are cyclic oligosaccha-
rides produced by the action of the CD-trans-
glycosidase enzyme on a medium containing
starch. Due to their special molecular cavity
structure, CDs can include other ‘guest’ molecu-
lars as ‘hosts’ to form inclusion complexes. The
formation of CD complexes improves physical,
chemical and biological properties of the guest
molecular. This leads to the wider application of
CD in the fields of medicine, food, organic syn-
thesis, environmental protection and analytical
chemistry etc. [1]. As the quantitative descrip-

tion of the inclusion equilibrium between CD
and guest molecule, the inclusion constant
reflects the strength of the binding force between
them. So, the inclusion constant is an important
and basic parameter to the applications of CD.
In pharmaceuticals, the inclusion constants of
pharmaceuticals–CD complexes are of especial
importance to guide the CD’s application direc-
tions. Until now, the reported determination
methods for the CD inclusion constant are:
spectroscopic method [2]; surface tension method
[2]; nuclear magnetic resonance method [3–5];
phase-solubility technique [7]; high pressure liq-
uid chromatography [6]; fluorometry [8]; electro-
chemistry [9,10] (potentiometry; polarography
and voltammetry). There have been no reports
on the coulometric determination of the CD in-
clusion constant.* Corresponding author.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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2. The basic principles

The structural formula of procaine
hydrochloride:

The quantities of procaine hydrochloride can be
accurately measured with the constant current
coulometric titration method (CCCT) [11]. This
method is based on the bromo reaction. Accord-
ing to the following reaction, under the acidic
condition, H in the benzene ring was exchanged
by the titrant bromine produced by electrolysis.

It will be proven that the benzene ring in pro-
caine hydrochloride would be included into the
cavities of b-CD and HP-b-CD. As a result, the
included benzene ring could not react with
bromine and the quantity of the procaine mea-
sured with CCCT is the one that was not included
by CDs.

For 1:1 complex inclusion: (procaine hy-
drochloride is denoted as ‘P’ and procaine–CD
complex as ‘P–CD’).

P
CP

CP−C P−CD

+ CD
CCD

CCD−CP−CD

� P−CD

CP−CD

where CP, CCD are procaine’s and CD’s known
starting concentration respectively, CP–CP–CD,
CCD−CP–CD and CP–CD are procaine’s, CD’s and
procaine–CD complex’s equilibrium concentra-
tions respectively.

The inclusion constant is calculated from Eq.
(1):

K=
[P−CD]
[P][CD]

=
CP−CD

(CP−CP−CD)(CCDCP−CD)
(l mol−1) (1)

CP=
iT

96487nV
(mol l−1)

CP−CP−CD=
it

96487nV
(mol l−1)

CP−CD=
i(T− t)
96487nV

(mol l−1)

so

K=

(T− t)
i

t
!

CCD−
i

96487nV
(T− t)

" (l mol−1) (2)

where T and t are the titration end point time in
the absence and presence of CD (second). i is the
constant current (0.96 mA). n is the transferred
electron number of the substances in the electrode
reaction (here, n=4). V is the total volume of the
electrolyte (100 ml).

Thus, after we determine T and t, we can
calculate K from Eq. (2).

3. Experimental

3.1. Reagents

a-CD and g-CD were from Casei, Tokyo
(Japan); HP-b-CD (MS 0.6) was from Aldrich
(USA); b-CD from Yunan (China) was recrystal-
lized three times in the laboratory. Procaine hy-
drochloride that was kindly provided by Shanxi
Pharmaceutical Testing Institute was of pharma-
ceutical purity grade. Other reagents used were of
analytical purity grade, and redistilled deionized
water was used throughout.
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3.2. Apparatus

The coulometric titration was carried out on the
self-assembling coulometer, which consist of the
SKD-A coulometer (Wuhan, China), the double
platinum electrode, the magnetic stirrer and the
current detector (Shanghai, China). The fluores-
cence spectrum and the fluorescence intensity were
measured on a RF-540 spectrofluorometer (Shi-
madzu, Japan). The molar ratios were measured
on a UV-265 recording spectrophotometer (Shi-
madzu).

3.3. Procedures

(1) 10 ml 1mol l−1 KBr, 0.5 ml 10% H2SO4, 0.5
ml 1×10−3 mol l−1 procaine solution and certain
amounts of a, b, g, HP-b-CD (1×10−2 mol l−1)
were added and diluted to 100 ml. After stirring
for 5 min, the titration end point time was mea-
sured.

(2) 1 ml 1 mol l−1 KBr, 0.05 ml 10% H2SO4, 0.5
ml 1×10−3 mol l−1 procaine solution and 0.5, 1,
2, 3, 4, 5 ml a, b, g, HP-b-CD (1×10−2 mol l−1)
were added into a 10 ml volumetric flask, respec-
tively. The fluorescence spectrum and the fluores-
cence intensity were obtained after diluting to final
volume.

(3) The equimolar variation experiment (the
continuous method): The total concentration of
CD and procaine will be kept constant ([CD]+
[procaine]=5 mM), and the ratio r= [CD]/[P]+
[CD] varied from 0 to 1. This is accomplished by
preparing equimolar solutions of CD and procaine
and mixing them to constant volume to the desired
ratio r. The absorbances at 290 nm were measured.

4. Results and discussions

4.1. The proof of formation of inclusion complex
with the fluorescence spectrum of procaine
hydrochloride in the different CD (a, b, g,
HP-b-CD) media

In the presence of a-, b-, g-, HP-b-CD, the
fluorescence spectra of procaine hydrochloride
were measured. The results show that in the pres-

ence of a-CD or g-CD, the fluorescence intensities
of procaine increase little or do not increase; while
in the presence of b-CD or HP-b-CD, the fluores-
cence intensities of procaine increase greatly (Fig.
1). This shows that a-CD and g-CD do not form
an inclusion complex with procaine, while b-CD
and HP-b-CD do. It is because that CD’s cavity
offers a protective microenvironment that can
shield the excited singlet species from quenching
and nonradiative decay process occurred in bulk
aqueous solution [12].

4.2. The constant current coulometric titration of
procaine hydrochloride in the presence of a, b, g,
HP-b-CD

In the absence and presence of a, b, g, HP-b-
CD, the titration end point time of procaine
hydrochloride was measured on the self-assem-
bling coulometer. The results show that in the
presence of a-CD or g-CD the titration end point
time of procaine has no change, while in the
presence of b-CD or HP-b-CD the titration end
point time shifts earlier. The earlier shift of the
titration end point time shows that the quantity of
benzene ring in procaine reacted with bromine was
less. Thus the conclusion can be drawn that the
benzene ring was included into the cavity of b-CD
and HP-b-CD.

4.3. The determination of the molar ratios of the
inclusion complexes (the equimolar 6ariation
experiment)

The determination of the stoichiometry of the
complex was performed using the equimolar varia-
tion experiment as described in the Section 3. Plots
of the DA as a function of r leads to the Job Plots
presented in Fig. 2. They show a maximum at
r=0.5, indicating that both complexes have 1:1
stoichiometry and that no other complex is
present.

4.4. The determination of cyclodextrin inclusion
constants by constant current coulometric titration
method

According to the method in basic principle, the
titration end time (t) was measured and K was
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calculated according to Eq. (2). In order to
confirm and compare the experimental and theo-
retical methodology described above, the fluoro-
metric determination of CD inclusion constants
has been done [8](Benesi–Hildebrand method)

CG

DF
=

1
aK

×
1

CCD

+
1
a

(3)

where CG and CCD are the concentrations of guest
and CD, respectively. DF is the fluorescence inten-

Fig. 1. The fluorescence spectrum of 0.05 mmol procaine hydrochloride in the presence of b-cyclodextrin (CD) and HP-b-CD. (A)
[b-CD]=0 M(1), 0.0005 M (2), 0.001 M (3), 0.002 M (4), 0.003 M (5), 0.004 M (6); (B) [HP-b-CD]=0 M(1), 0.001 M (2), 0.002
M (3), 0.003 M (4), 0.004 M (5), 0.005 M (6); (C) [a-CD]=0 M(1), 0.001 M (2), 0.002 M (3), 0.003 M (4), 0.004 M (5), 0.005 M
(6); (D) [g-CD]=0 M(1), 0.001 M (1), 0.002 M (3), 0.003 M (2), 0.004 M (4), 0.005 M (3).

Fig. 2. Continuous variation plot (Job Plot).
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Table 1
The inclusion constants of procaine–b-cyclodextrin (CD) complex and procaine–HP-b-CD complex

K (l mol−1) b-CD HP-b-CD

32Exp. no. 1 2 3 4 1

2.862.85 2.26CCCT (×102) 1.511.47 1.06 1.43
2.66Average (×102) 1.37
2.32Fluorescence (×102) 1.00

sity difference, a is the coefficient; and K is the
inclusion constant. Following procedure 2, the
relative fluorescence intensities were measured.
The curve of 1/DF�1/CCD was drawn, and K was
the ratio of the intercept to the slope.

Table 1 shows that the results of coulometric
titration method and the fluorometry are basically
the same.

5. Conclusions

Till now, there has been no report on determin-
ing the CD inclusion constant with the constant
current coulometric titration method. This
method expands the electrochemical ways with
which the CD inclusion constants can be
measured.

Moreover, more accurate, more sensitive, sim-
pler, quicker and easier to operate automatically
are advantages of coulometry. It has wide appli-
cations in the fields of medicine, food and envi-
ronment monitoring, etc.

The coulometric titration method has some re-
strictions. The guest molecular must have the
group that can be included into the cavity of CD
and that can react with the titrant produced by
electrolysis.
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Abstract

A redox reaction of cysteine with iron(III) proceeds slowly in the presence of 1,10-phenanthroline (phen). However,
this reaction is accelerated in the presence of copper(II) as a catalyst, producing an iron(II)–phen complex (lmax=510
nm). A sensitive spectrophotometric flow-injection method is proposed for the determination of copper(II) based on
its catalytic action on this redox reaction. The dynamic range was 0.1–10 ng ml–1 of copper(II) with a relative
standard deviation of 1.0% (n=10) for 1.0 ng ml−1 of copper(II) at a sampling rate of 30 h–1. The detection limit
(S/N=3) is 0.04 ng ml–1. The proposed method was successfully applied to the determination of copper in river
water as a certified reference material. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Catalytic reaction; Copper determination; Cysteine; Flow-injection spectrophotometric method; Iron(III); 1,10-Phenan-
throline
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1. Introduction

Much attention has been focused on kinetic–
catalytic methods of analysis based on catalytic
reactions because these methods have been ap-
plied to trace and/or ultratrace analyses for vari-

ous elements [1–3]. Recent developments in
kinetic–catalytic methods have been reviewed by
Mottola and Perez-Bendito [4] and Crouch et al.
[5]. Numerous catalytic methods have still been
proposed for the determination of copper(II)
with various monitoring systems such as fluori-
metric [6], amperometric [7] and photometric
[8–14] detections. For example, an oxidative
coupling of 3-methyl-2-benzothiazolinone hydra-
zone with N-ethyl-N-(2-hydroxy-3-sulfopropyl)-
3,5-dimethoxyaniline has been used as an indica-
tor reaction for the catalytic determination

* Corresponding author. Present address: Department of
Applied Chemistry, Aichi Institute of Technology, Toyota
470-0392, Japan. Fax: +81-565-48-0076.

E-mail address: teshima@ac.aitech.ac.jp (N. Teshima)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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of copper(II) at the 0.002–0.1 ng ml–1 levels [14].
The method is very sensitive, but its analytical
conditions in the batchwise procedure should be
strictly controlled.

It is well known that copper ion catalyzes the
oxidation of cysteine to cystine with oxygen in
aqueous medium [15,16]. Watanabe and co-work-
ers [17,18] first adapted the redox reaction to a
catalytic method for the determination of cop-
per(II) in a mixed solution of water and N,N-
dimethylformamide. In the method the decrease
in the concentration of cysteine was measured
spectrophotometrically by adding 2,2%-dithiobis(5-
nitropyridine) for the determination of copper(II).
However, the batchwise method is laborious and
the sensitivity of the method is not enough to
determine copper in natural water: the detection
limit is 2.5 ng ml–1 for copper(II).

On the other hand, flow-injection analysis has
been recognized as a suitable device for improving
the kinetic–catalytic methods of analysis [2,19].
On-line monitoring of trace amounts of copper(II)
in steam condensate and boiler feed-water was
carried out by flow-injection catalytic method at a
rate of 30 h–1 [11]. By using flow-injection cata-
lytic method, applications to the determination of
copper(II) in blood plasma [7] and natural water
[13] were also reported.

The redox potential of a system involving metal
ions is modified by complexation of metal ions
with a suitable ligand [20]. By using this phe-
nomenon, we have recently proposed novel redox
systems, which are applicable to potentiometric
titrimetries for the determination of metal ions
[21–25]. We also developed a new flow-injection
spectrophotometric method for the simultaneous
determination of vanadium(IV) and vanadium(V),
based on the effect of 1,10-phenanthroline (phen)
and diphosphate on the redox potential of the
Fe(III)/Fe(II) system [26]. Thus, it is worthwhile
to propose novel redox systems based on the
ligand effect from the viewpoint of analytical
chemistry.

In this paper, the effect of phen on the redox
reaction of cysteine with iron(III) is potentiomet-
rically studied. The presence of phen causes an
increase in the oxidizing power of iron(III) as a
result of the formation of the iron(II)–phen com-

plex (lmax=510 nm). Furthermore, we propose
the redox reaction as a new indicator reaction in
the catalytic spectrophotometric flow-injection
method for the determination of trace amounts of
copper(II). The present method can determine
copper(II) in the range 0.1–10 ng ml–1 at a sam-
pling rate of 30 h–1 and was successfully applied
to the determination of copper in river water as a
certified reference material.

2. Experimental

2.1. Reagents

A commercially available copper standard solu-
tion for atomic absorption spectrometry (1.0 mg
ml–1) (Wako Junyaku, Japan) was used and
working standard solutions were prepared daily
by diluting the standard solution with 0.01 mol l–1

nitric acid. A stock solution of iron(III) (0.1 mol
l–1) was prepared by dissolving 4.82 g of iron(III)
ammonium sulfate dodecahydrate in 100 ml of 0.5
mol l–1 sulfuric acid and was standardized with
EDTA. Working solutions of iron(III) were pre-
pared by suitable dilution with 5×10–3 mol l–1

sulfuric acid. A solution of cysteine (1×10–2 mol
l–1) was prepared by dissolving 0.43 g of L-cys-
teine hydrochloride monohydrate in 250 ml of
water. A phen solution (0.2 mol l–1) was prepared
by dissolving an appropriate amount of the
reagent in 0.1 mol l–1 sulfuric acid. Working
solutions of cysteine and phen were prepared by
suitable dilution with water.

All reagents were of analytical-reagent grade
and were used without further purification. All
solutions were prepared with deionized water
purified with a Millipore Milli-Q PLUS system.

2.2. Apparatus

Fig. 1 shows a schematic FIA diagram for the
determination of copper(II). Two double-plunger
micropumps (Sanuki Kogyo, DMX-2000, Tokyo)
and a six-way injection valve (Sanuki Kogyo,
SVM-6M2) were used to assemble the system. The
flow lines were made from Teflon tubing (0.5 mm
i.d.). The absorbance was monitored at 510 nm
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with a spectrophotometer (Soma Optics, S-3250,
Tokyo) equipped with a 10-mm micro flow cell (8
ml) and recorded on a recorder (Chino, EB 22005,
Tokyo). The pH of the waste solution was contin-
uously monitored with a pH/mV meter (Horiba,
Model F-8 AT, Kyoto).

Potentiometric titrations of cysteine with
iron(III) were performed using a Mitsubishi
Chemical Model GT-05 automatic titrator in-
stalled with a Mitsubishi Chemical Model
GTPR10 combination platinum electrode (the ref-
erence electrode, a silver–silver chloride electrode)
and a Model GT5TSN thermometer. A Taiyo
Kagaku Kogyo (Tokyo) C-630 thermostat was
used to maintain the temperature (50°C).

2.3. Procedure

In the flow system as shown in Fig. 1, 1×10–2

mol l–1 nitric acid as a carrier solution in reservoir
C, a mixed solution of cysteine (1×10–3 mol l–1)
and acetate buffer (0.1 mol l–1, pH 4.8) in R1, a
solution of iron(III) (2×10–3 mol l–1) in R2 and a
solution of phen (4×10–3 mol l–1) in R3 were
pumped at a flow rate of 1.0 ml min–1, respec-
tively. An aliquot (200 ml) of copper(II) solution
was injected into the carrier stream (C). The
copper(II)-catalyzed reaction of cysteine with
iron(III) in the presence of phen took place in the
reaction coils at room temperature. The ab-
sorbance of the iron(II)–phen complex produced
was continuously monitored at 510 nm.

3. Results and discussion

3.1. Redox reaction of cysteine with iron(III) in
the presence of phen

The conditional redox potential of the Fe(III)/
Fe(II) system in the presence of phen, E %Fe, can be
written as

E %Fe=EFe
$ +0.059 log

aFe(II)(phen)

aFe(III)(phen)

+0.059 log
CFe(III)

CFe(II)

(1)

where CFe(III) and CFe(II) refer to the total con-
centrations of iron(III) and iron(II), respectively,
and a refers to the side reaction coefficient taking
into account the complex formation of the rele-
vant metals with phen: aFe(II)(phen)=1+
Sbn(Fe(II)(phen))[phen]n with bn(Fe(II)(phen))= [Fe(II)-
(phen)n ][Fe]–1[phen]–n (n=1, 2, 3) and aFe(III)(phen)

are defined similarly. It is obvious from Eq. (1)
that E %Fe is higher than the standard redox poten-
tial of the Fe(III)/Fe(II) system, EFe

$ , in the pres-
ence of phen, that is, the oxidizing power of
iron(III) increases because the formation con-
stant, log b3, of the Fe(II)–phen complex (log b3,
21.3) is higher than that of the Fe(III)–phen
(log b3, 14.1) [27]. Thus, the oxidation reaction of
cysteine with iron(III) should be favored in the
presence of phen. The oxidation reaction of cys-
teine with iron(III) in the presence of phen was
studied potentiometrically prior to utilization of
the reaction as an indicator reaction for the de-
velopment of catalytic method of copper(II)
determination. To a 50-ml volumetric flask, 25 ml
of acetate buffer (1 mol l–1, pH 5), 5 ml of phen
(0.1 or 0.2 mol l–1) and 5 ml of cysteine (1×10–2

mol l–1) solutions were added and the solution
was then diluted to the mark with water. A 20
ml aliquot of the solution was taken into the
titration vessel. The solution was then titrated
with a standard iron(III) solution (1×10–2 mol
l–1) by an automatic titrator under a nitrogen
atmosphere. All titrations were performed at
50°C to promote the reaction. The potential
data were recorded in 91 mV min–1 at each
addition of iron(III) solution. A clear poten-

Fig. 1. Flow system for the catalytic determination of cop-
per(II). C, carrier solution (HNO3, 1.0×10–2 mol l–1); R1,
cysteine (1×10–3 mol l–1)+acetate buffer (0.1 mol l–1, pH
4.8); R2, iron(III) (2×10–3 mol l–1); R3, phen (4×10–3 mol
l–1); P1 and P2, pump; V, six-way valve (200 ml); RC1, RC2

and RC3, reaction coil; D, detector; Rec, recorder; W, waste.
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tial break was not obtained in the absence of
phen, while remarkable potential break was ob-
tained in the presence of phen; the potential
change in the vicinity of the equivalence point
was ca 63 mV per 0.01 ml of iron(III) solution in
the presence of 2×10–2 mol l–1 phen. This result
indicates that the oxidation reaction of cysteine
with iron(III) quantitatively takes place due to
the presence of phen because the redox potential
of the Fe(III)/Fe(II) system increases by forming
an iron(II)–phen complex which is a very stable
complex. This redox reaction has been utilized as
the indicator reaction for the catalytic determina-
tion of copper(II).

3.2. Effect of 6ariables on the flow-injection
determination of copper(II)

As described above, the redox reaction of cys-
teine with iron(III) proceeds completely in the
presence of phen, but the reaction at room tem-
perature is slow. We predicted that copper(II)
would catalyze the redox reaction of cysteine
with iron(III) in the presence of phen. Although
there are several possible mechanisms, the follow-
ing pathway which mainly permits the experi-
mental observations is thought to proceed in the
copper(II)-catalyzed reaction:

2cysteine+2Cu(II)�cystine+2Cu(I) (2)

Cu(I)+Fe(III)�Cu(II)+Fe(II) (3)

Fe(II)+phen�Fe(II)–phen. (4)

Copper(I) produced by reaction (2) should re-
duce iron(III) to iron(II) because the equilibrium
constant of the redox reaction of copper(I) with
iron(III) calculate to be 1010.5 from both standard
redox potentials of the Cu(II)/Cu(I) (0.15 V vs.
NHE) and Fe(III)/Fe(II) (0.77 V vs. NHE) sys-
tems [20]. In other words, copper(I) is oxidized
again by iron(III) to copper(II) which partici-
pates in reaction (2). Iron(II) produced by reac-

Fig. 2. Effect of cysteine concentration on the peak height for
copper(II). Ccopper(II), 2 ng ml–1. Other conditions as in Fig. 1.

tion (3) reacts with phen to form an
iron(II)–phen complex (lmax=510 nm) in pro-
portion to the concentration of copper(II) in-
jected into the carrier stream. Thus, trace
amounts of copper(II) can be determined by
measuring the absorbance of the iron(II)–phen
complex produced.

The optimum conditions were studied by in-
jecting an aliquot of 2 ng ml–1 copper(II) solu-
tion into the FIA system shown in Fig. 1.

The effect of pH on the peak height was exam-
ined over the range 2.6–5.1. The peak height
rapidly increased with increasing pH up to 4.8,
decreasing at pH above 4.8. Therefore, the cop-
per(II)-catalyzed reaction was carried out at pH
around 4.8. The effect of cysteine concentration
was examined over the range 1×10–5–5×10–3

mol l–1. As shown in Fig. 2, the peak height for
copper(II) increased with increasing cysteine con-
centration up to the range 1×10–3–2×10–3 mol
l–1, and then rapidly decreased at a concentration
higher than this range. The decrease in the peak
height at higher cysteine concentration might be
attributable to the formation of a stable
iron(III)–cysteine complex (log b3, 32.1) [28]
which can not participate in the regeneration of
copper(II). A 1×10–3 mol l–1 cysteine concentra-
tion was used for the procedure.
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Fig. 3. Effects of lengths of reaction coils on the peak height for copper(II). Ccopper(II), 2 ng ml–1. Other conditions as in Fig. 1.

The effects of reaction coil lengths of RC1, RC2

and RC3 were examined. The results are shown in
Fig. 3. The peak height rapidly decreased with
increasing the length of RC1 up to 5 m, although
the reason is not fully understood. When the
length of RC2 was varied, the peak height in-
creases with increasing the length up to 5 m;
iron(II) was produced as a result of the regenera-
tion of copper(II) based on reactions (2) and (3)
in the RC2. While, the peak height was maximum
and almost constant over the length of RC3 exam-
ined. Reaction coil lengths of RC1, RC2 and RC3

were selected as 0.1, 3 and 0.2 m, respectively, for
the sake of sensitivity and sampling rate.

The effect of iron(III) concentration was exam-
ined in the range 2×10–5– 2×10–3 mol l–1. The
peak height for copper(II) increased with increas-
ing iron(III) concentration up to 1×10–3 mol l–1,
above which it changed little (Fig. 4). As de-
scribed later in Section 3.4, when a sample solu-
tion containing iron(III) was injected into the
system, iron(III) causes a positive interference
for the determination of copper(II). The inter-
ference from iron(III) was minimized when pump-
ing the 2×10–3 mol l–1 iron(III) from R2. Fig.
5 shows the effect of phen concentration on
the peak height for copper(II). Maximum and
almost constant peak height was obtained over
the phen concentration range 1×10–3–1×10–2

mol l–1. A 4×10–3 mol l–1 phen concentration
was chosen.

3.3. Analytical characteristics

Calibration graphs were prepared by using the
flow system shown in Fig. 1. The dynamic range
for the copper(II) determination was from 0.1 to
10 ng ml–1 at a sampling rate of 30 h–1. Though
the calibration graph in the concentration range
2–10 ng ml–1 displayed downward curvature, the
linear graph was obtained over the range 0.1–2
ng ml–1 copper(II): A=0.0501C with a correla-
tion coefficient of 0.999 where A is the absorbance
and C is the concentration of copper(II) in ng

Fig. 4. Effect of iron(III) concentration on the peak height for
copper(II). Ccopper(II), 2 ng ml–1. Other conditions as in Fig. 1.
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Fig. 5. Effect of phen concentration on the peak height for
copper(II). Ccopper(II), 2 ng ml–1. Other conditions as in Fig. 1.

Table 2
Determination of copper in river watera

Certified value (ng ml–1)Copper foundb(ng ml–1)

10.490.3d10.690.1c 10.590.2

a Issued by the Japan Society of Analytical Chemistry.
b Average value for three determinations.
c Calibration method.
d Standard addition method.

phen. Without any treatments such as the use of a
suitable masking agent for iron(III), most cata-
lytic methods for copper determination are sub-
ject to interference from a few hundred-fold
excess of iron(III) [6,8,11,13,15]. In the proposed
method, however, iron(III) did not interfere even
when present in 250-fold excess (500 ng ml–1).
This advantage can be attributable to the use of
iron(III) at high concentration as a reagent for
copper determination. Vanadium(IV) and chromi-
um(III,VI) at the amounts of 500 ng ml–1 caused
positive and negative interferences, respectively;
they did not interfere at amounts below 200 ng
ml–1. In general, the concentration levels of these
ions are tolerable in the case of application to
natural waters.

3.5. Application

The method was applied to the determination
of copper in river water as certified reference
material (spiked) issued by the Japan Society for
Analytical Chemistry. The water sample was di-
luted 40 times with 0.01 mol l–1 nitric acid as a
carrier solution. Analytical results were obtained
by both calibration and standard addition meth-
ods (Table 2). The results were in good agreement
with the certified value.

4. Conclusions

A sensitive, selective and rapid flow-injection
spectrophotometric method is proposed for the
determination of copper(II) in the range 0.1–10
ng ml–1 by using copper(II)-catalyzed reaction of
cysteine with iron(III) in the presence of phen.

ml–1. The relative standard deviation was 1.0%
for ten determinations (1 ng ml–1 copper(II)). The
detection limit (S/N=3) was 0.04 ng ml–1.

3.4. Interferences

Table 1 summarizes the tolerance limits for
foreign ions on the determination of 2 ng ml–1

copper(II); an error of 95% is considered to be
tolerable. Most ions examined did not interfere in
concentrations up to at least 500-fold excess (1000
ng ml–1). Iron(III) at the amounts of 1000 ng ml–1

showed a positive interference because of the oxi-
dation of cysteine with iron(III) in the presence of

Table 1
Effect of foreign ions on the determination of 2 ng ml–1

copper(II)

Ion or compound addedTolerance limit
(ng ml–1)

10 000 Na(I), K(I), Mg(II), Ca(II), Al(III),
Co(II), Ni(II), Pb(II), NH4

+, Cl–, Br–,
NO3

–, SO4
2–

5000 Zn(II), ClO3
–, BrO3

–

Mn(II)2000
1000 V(V), IO3

–

500 Fe(III), PO4
3–, citrate

200 V(IV), Cr(III), Cr(VI)
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The proposed method was subject to few interfer-
ences from coexisting foreign ions. The accurate
result of application to river water confirms that
the method is suitable for the determination of
sub-nanogram levels of copper in natural waters.
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Abstract

The sensitizing effect of vitamin K1 on the photo-oxidation of glucose has been used for the determination of the
vitamin. The hydrogen peroxide formed in the photochemical reaction reacts with Fe(II) to yield hydroxylradical and
this radical is scavenged by benzoic acid to form the fluorescent hydroxybenzoic acids, which are analysed by
fluorescence detection. This analytical scheme was adapted to a flow-injection system, which permits the determina-
tion of vitamin K1 between 1×10−6 and 1×10−4 M with a throughput of 20 samples h−1 and relative standard
deviation between 0.2 and 1%. The applicability of the method was demonstrated by determining vitamin K1 in
pharmaceutical preparations and vegetables. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Flow-injection; Photochemical reaction; Vitamin K1
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1. Introduction

Vitamin K1 (phylloquinone; 2-methyl-3-phytyl-
1,4-naphtoquinone) is known to be involved in
the production of certain blood clothing factors
[1] and a protein called osteocalcin, which is
found in bone [2]. It is ubiquitous within the
chloroplast of green plants, which constitute the
major dietary source of this vitamin.

Several methods have been proposed for the
determination of phylloquinone: spectrophotome-
try [3], polarography [4], adsorptive stripping

voltammetry [5], fluorometry [6] and gas–liquid
chromatography [7]; however, high-performance
liquid chromatography (HPLC) appears to be a
more appropriate approach. The detection sys-
tems used with this technique in order of their
increasing sensitivity are: UV spectrophotometry,
amperometry and fluorometry. Since vitamin K1

does not possess native fluorescence, it has to be
reduced to the highly fluorescent hydroquinone
form. Methods based on post-column chemical
[8,9], electrochemical [10] and photochemical [11]
reduction have been described.

There is growing interest in a combination of
photochemical reactions and automated systems
that permit continuous determinations of the ana-
lytes, e.g. in flow-injection or continuous-flow
analysis [12–15], because photochemical reactions

* Corresponding author. Tel.: +34-968-367407; fax +34-
968-364148.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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have characteristics that are well suited to reactor
technology. First, such reactions only require the
addition of photons and so there is no need for
reagent-addition pumps and mixing cells, which
cause additional band broadening. Second, many
photochemical reactions are rapid because they
proceed via free radical intermediates, and so
lengthy reaction times can be avoided.

The objective of the present work was to de-
velop a simple, sensitive and rapid assay for vita-
min K1 using a flow-injection (FI) system coupled
to photochemically induced fluorescence. The
method uses the photo-oxidation of glucose sensi-
tized by vitamin K1. The hydrogen peroxide gen-
erated in the photochemical reaction is
determined through the Fe(II)-catalyzed oxidation
of benzoic acid to form hydroxybenzoic acid iso-
mers, which fluoresce strongly [16,17]. This
method is shown to be a good alternative to
routine vitamin K1 analysis in pharmaceutical
preparations and vegetables.

2. Experimental

2.1. Reagents

All chemicals were of analytical reagent grade
and demineralized water from a Milli-Q system
was used in all experiments.

Aqueous standard solutions of vitamin K1 were
prepared in 5% (w/v) triton X-100 and diluted
with 5% (w/v) triton X-100 as required. All glass-
ware containing vitamin K1 solutions was pro-
tected from light. Vitamin K1 solutions were also
prepared in ethanol.

2.2. Apparatus

A Hitachi F-3010 spectrofluorimeter was used
to record spectra and carry out fluorescence mea-
surements. Adsorption spectra and absorbance
measurements were made with a Unicam UV2
UV/visible spectrophotometer. A Gilson Mini-
plus-3 peristaltic pump was used to introduce the
reagents into the system. An Omnifit rotary valve
and a Hellma (176.052 QS, inner volume 25 ml)
flow cell were also used. A rod-shaped low-pres-

sure mercury discharge lamp from Spectronic was
employed to irradiate the reactor. A timer syn-
chronized to the injection system allowed the flow
to be stopped at any delay time and for any
length of time.

2.3. Manifold and procedure

The schematic diagram of the instrumental
setup is shown in Fig. 1 with optimum conditions
as stated. The sample was injected into the carrier
(0.03 M phosphate buffer of pH 7.5) stream with
the aid of a rotary valve with a loop of 115 ml.
This stream joined the glucose stream at a mixing
point prior to the photo-reactor. The photo-reac-
tor (L1) consisted of a PTFE tubing (i.d. 0.5 mm,
length 100 cm) helically coiled around the lamp
and wrapped with aluminium foil to enhance the
photon flux. The irradiated solution (containing
the H2O2 generated in the photochemical reac-
tion) merged with a stream carrying Fe2+(4.5×
10−4 M), benzoic acid (9×10−4 M), sulphuric
acid (0.2 M) and Triton X-100 (5%, w/v). After
passing through the coil, L2, in which the hydrox-
ybenzoic acids are formed, the solution was

Fig. 1. Flow-injection manifold for the determination of vita-
min K1. PP, peristaltic pump (with flow rates given in ml
min−1); R1, sample; R2, 0.03 M phosphate buffer; R3, 1.25 M
glucose; R4, 4.5×10−4 M Fe(II), 9×10−4 M benzoic acid,
0.2 M sulphuric acid and 5% (w/v) Triton X-100; R5, 0.5 M
sodium hydroxide; SV, selection valve; EC, exchange column;
L1, photo-reactor, length, 100 cm, i.d., 0.5 mm; L2=L3=50
cm; D, spectrofluorimeter (lex=305 nm, lem=412 nm); W,
waste.
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merged with a 0.5 M sodium hydroxide stream.
Thus, the sample plug becomes strongly fluores-
cent prior to passing through the flow cell.

To enhance the sensitivity of the method by
increasing the residence time, an intermittent
pumping was used. The stop–go periods were set
by means of a timer synchronized to the injection
valve. At a delay time of 25 s after the injection,
coinciding with the time when the sample plug
reached the photo-reactor (L1), the flow was
stopped for 60 s in order to increase the develop-
ment of the photochemical reaction. After this
time, the pump was switched on again for 15 s to
enable the photolyzed sample plug and the
reagents to flow through the system and be mixed
in the reactor L2. Then the flow was stopped in
order to increase the yield in the monitored spe-
cies. After 60 s, the pump was started and a
transient FI peak was obtained due to the passage
of the fluorescent hydroxybenzoic acids through
the detector (measured at 412 nm with excitation
at 305 nm).

3. Results and discussion

3.1. Photochemical reaction sensitized by 6itamin
K1

Hydrogen atom donor (HAD) substrates,
which typically have an electron-withdrawing ele-
ment (O or N) bound to a carbon with a-hydro-
gens, can be easily photo-oxidized using vitamin
K1 as a sensitizer. The first step is the absorption
of a photon by phylloquinone. After excitation,
phylloquinone rapidly decays to the excited sin-
glet state (S1) by internal conversion. The vast
majority of S1 vitamin K1 molecules undergo in-
tersystem crossing to the triplet state and subse-
quent internal conversion to the lowest excited
triplet state (T1). Once formed, the T1 state of
phylloquinone rapidly extracts a hydrogen atom
from the HAD substrate to produce a
semiquinone radical and an a-hydroxyl alkyl radi-
cal. Under aerobic conditions, both intermediates
will react with molecular oxygen to produce hy-
drogen peroxide, vitamin K1 and the oxidized
substrate. Vitamin K1 can therefore be determined

by analysing the hydrogen peroxide produced in
the photochemical reaction.

3.2. Detection of hydrogen peroxide

The most sensitive and widely used methods for
monitoring hydrogen peroxide were coupled to
the photochemical reaction in order to check their
suitability for determining vitamin K1. The chemi-
luminescence (CL) oxidation of luminol by H2O2

catalyzed by Co(II), Cu(II), hexacyanoferrate(II)
or hemin [18,19] led to absorption of the CL by
phylloquinone and interference from transition
metals. The peroxyoxalate CL technique [20]
could not be used because CL is also emitted
when peroxyoxalate is irradiated in the presence
of an HAD species [21]. The method based on the
reaction between hydrogen peroxide and (p-hy-
droxyphenyl) acetic acid, catalyzed by horseradish
peroxidase, to generate a fluorescent dimer [22],
was highly sensitive and relatively free from inter-
ference; however, it suffers the disadvantage of
reagent instability and high cost. The detection
system based on the reaction of hydrogen perox-
ide with Fe(II) and benzoic acid to form the
fluorescent hydroxybenzoic acids [23] was selected
based on criteria of sensitivity, selectivity and low
cost. This analytical scheme is summarized in the
following steps:

Fe(II)+H2O2�Fe(III)+OH− +OH (1)

OH+BA�OHBA (2)

(o-, m- and p-isomers)

OH+Fe(II)�Fe(III)+OH− (3)

Where BA and OHBA represent benzoic acid
and hydroxybenzoic acid, respectively. The BA
concentration was always kept higher than the
Fe(II) concentration in order to minimize scav-
enging of OH radical by reaction (3).

3.3. Selection of the HAD substrate

Organic compounds such as alcohols, ethers,
aldehydes, and saccharides with weak carbon–hy-
drogen bonds were used to produce hydrogen
peroxide through their vitamin K1-sensitized
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photo-oxidation. Ethanol and glucose were the
two substrates that gave the highest photochemi-
cal yield of hydrogen peroxide.

The effect of the presence of ethanol and glu-
cose on the H2O2�Fe(II)–BA fluorescent system
was studied. Glucose did not affect the sensitivity
of this system, but ethanol strongly decreased the
fluorescence. Glucose was selected as the HAD
substrate in subsequent experiments.

As phylloquinone is poorly water soluble, the
presence of surfactants was tested in order to
work in aqueous medium. In addition to over-
coming the solubility problem, surfactants also
alter the pathway of the photochemical and
fluorescent processes and can be effective means
of enhancing the sensitivity [24]. Thus, the effect
of aqueous micellar systems of each charge type
(i.e. cationic, anionic, zwitterionic or nonionic)
were studied. The surfactants employed were hex-
adecyltrimethylammonium chloride and bromide,
sodium dodecylsulphate, Triton X-100, 3-(N-do-
decyl - N,N - dimethylammonium) - propane - 1 - sul-
phonate, poly(vinyl alcohol) and Span-20. Triton
X-100 gave the best results as regards sensitivity
and reproducibility, and was chosen for further
studies.

3.4. Optimization of the flow-injection manifold

The FI manifold (Fig. 1) was optimized by
using the univariate method. Chemical variables
affecting both photochemical and indicator reac-
tions were optimized before the FI variables.

3.5. Chemical 6ariables

The effect of pH on the photo-oxidation of
glucose sensitized by vitamin K1 is shown in Fig.
2. The rate of the photochemical reaction in-
creased with increasing pH values, although alka-
line media must be avoided since vitamin K1

undergoes a photo-degradation reaction. A pH
value of 7.5 was chosen for further experiments.
The concentration of the phosphate buffer used as
carrier must be such that the solution in the
photo-reactor is buffered at pH 7.5; however, its
concentration should be as low as possible so that

Fig. 2. Effect of pH on the photochemical reaction.

the pH in the reactor L2 remains close to the
optimum value. A 0.03 M phosphate buffer of pH
7.5 was used as carrier.

The rate of the photochemical reaction in-
creased with increasing glucose concentration up
to about 1 M, above which it remained virtually
constant (Fig. 3). A 1.25 M glucose solution was
pumped in subsequent studies.

Special attention was paid to the influence of
the irradiation on the peak height. Different irra-
diation times were achieved by halting the flow

Fig. 3. Influence of glucose concentration on the photochemi-
cal reaction.
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Fig. 4. Influence of Fe(II) (A) and benzoic acid (B) concentra-
tions on the fluorescence intensity.

sample plug becomes strongly fluorescent prior to
passing through the flow cell. In basic medium,
the ferrous ion is rapidly oxidized to ferric ion.
This is unstable and precipitates slowly, pre-
sumably in the form of hydroxide or oxide, thus
causing instability of the signal and blocking of
the tubes. The precipitate is colloidal and can be
stabilized by addition of surfactants. The presence
of 5% (w/v) Triton X-100 was sufficient to avoid
these deleterious effects.

A solution containing Fe(II) (4.5×10−4 M),
BA (9×10−4 M), sulphuric acid (0.2 M) and
Triton X-100 (5%, w/v) was pumped to merge
with the stream emerging from the photo-reactor.

3.6. FI 6ariables

The effects of FI variables were investigated by
performing four injections of 1×10−5 M vitamin
K1 solution per value of the variable studied. The
values adopted as optimum were those resulting
in the best possible compromise between peak
height, reproducibility and throughput.

The volume of sample injected was varied be-
tween 35 and 150 ml. The peak fluorescence ob-
tained increased with increasing volume up to 115
ml, above which it remained virtually constant. A
sample volume of 115 ml was selected.

The flow rates of the different reagent streams
were varied over the range 0.5–1.5 ml min−1. The
maximum peak height was observed at a flow rate
of 1.1 ml min−1 for each channel.

A study of the influence of photo-reactor length
showed the need for a long reactor because the
sample was not totally irradiated in small volume
reactors and hence the sensitivity was low. A
photo-reactor of 100 cm length and 0.5 mm i.d.
was used.

3.7. Analytical features

Under optimum conditions, the effect of the
concentration of vitamin K1 on fluorescence in-
tensity was studied by measuring the peak height
when 125 ml of vitamin K1 solution of different
concentrations were injected. The calibration
graph gave a straight line from 1×10−6 to 1×
10−4 M with a correlation coefficient of 0.999.

when the samples were located in the photo-reac-
tor and then irradiating them for different times.
As expected, the longer the time the higher the
development of the photochemical reaction; how-
ever, the analysis time was also longer. An irradi-
ation time of 60 s was taken as a compromise
between sensitivity and analysis time.

The optimum conditions for production of the
fluorescent products were determined by varying
Fe(II) and BA concentrations and pH.

The concentrations of Fe(II) and BA were stud-
ied using separate channels for each reagent. The
Fe(II) and BA concentrations, which give the
maximal signal, can be deduced from Fig. 4. A
solution containing 4.5×10−4 M Fe(II) and 9×
10−4 M BA was selected for further experiments.
This solution is stable to air oxidation for several
days, as long as the pH is kept below 2.5.

The fluorescence signal was virtually insensitive
to changes in pH when the reaction between
Fe(II) and H2O2 (reaction 1) was carried out
below pH 2.5. In these experiments, the HOBA
isomers were produced in the reaction coil L2 at
pH 2. As HOBA exhibits very much stronger
fluorescence in a basic medium [16], two sequen-
tial reactions were thus required. The solution
emerging from the reactor L2 was mixed with a
0.5 M sodium hydroxide stream, ensuring that the
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The relative standard deviations of ten injec-
tions of each solution containing 1×10−5 and
8×10−5 M of vitamin K1 were 0.4 and 0.2%,
respectively. The detection limit calculated ac-
cording to IUPAC recommendations [25] was 4×
10−7 M. The sample throughput was 20 samples
h−1.

The reproducibility of the method was studied
by analysing, on five consecutive days, ten identi-
cal solutions of phylloquinone (1×10−5 M). Ev-
ery day three injections of each solution were
made; the relative standard deviation was 1%.

3.8. Interferences

The influence of foreign species was studied by
preparing solutions containing 5×10−6 M vita-
min K1 and increasing concentrations of the po-
tential interferent up to 2.5×10−3 M. The
tolerance of each foreign specie was taken as the
largest amount yielding an error of less than 3%
in the analytical signal of vitamin K1. Sodium,
potassium, calcium, magnesium, chloride, sul-
phate, phosphate and nitrate were tolerated in
large amount (500-fold excess was the maximum
tested); a 200-fold excess of lactose, fructose, sor-
bitol and benzyl alcohol, 100-fold excess of rutin,
hesperidin, starch and cyanocobalamin, and 20-
fold excess of ascorbic acid, thiamine and saccha-
rin were also tolerated. Citrate, oxalate and
menadione interfere seriously (0.8-fold excess was
the maximum ratio tolerated) because the two
anions for complexing Fe(III) altered the reac-
tions concerning the fluorescent signal and be-
cause menadione acted as a sensitizer on the
photo-oxidation of glucose. The interference of

citrate and oxalate was avoided by incorporating
an anion exchanger minicolumn before the injec-
tion valve. Oxalate was also removed by precipita-
tion with calcium chloride before injecting the
sample.

3.9. Analysis of real samples

To investigate the applicability of the proposed
method to real samples, vitamin K1 was deter-
mined in pharmaceutical preparations and plants.

3.9.1. Pharmaceutical preparations
For the determination of vitamin K1 in Kon-

akion (from Roche, Madrid, Spain), 23 ml of the
ampoules or 28 ml in drop form were diluted with
5% (w/v) Triton X-100 to 25 ml in a calibrated
flask. The data in Table 1 show that the vitamin
K1 contents measured by the proposed method
were in good agreement with the values supplied
by the manufacture and with those obtained by a
manual spectrophotometric method. The recover-
ies obtained by adding phylloquinone to each
pharmaceutical formulation are shown in Table 2.

3.9.2. Vegetable samples
The extraction of vitamin K1 from alfalfa or

spinach was performed using the following proce-
dure. An amount of alfalfa or spinach equivalent
to 1 mg of vitamin K1 was shaken with a mixture
of 100 ml dichloromethane and 50 ml of isooc-
tane. The extract was evaporated to dryness in a
rotary evaporator. The residue was dried by
adding acetone, rinsing the flask and drying in an
evaporator. The residue was dissolved in 5% (w/v)
Triton X-100 and diluted to 25 ml in a calibrated

Table 1
Determination of vitamin K1 in pharmaceutical preparations

Foundb (mg ml−1)Producta Content (mg ml−1)

Proposed method Reference method

10.0Konakion (ampoules) 9.890.19.990.1
20.190.3Konakion (drops) 20.290.220.0

a Composition of samples: Konakion ampoules (amount per ml), vitamin K1, 10 mg; excipients, glycocholic acid, lecithin, sodium
hydroxide, hydrochloric acid, water. Konakion drops (amount per ml), vitamin K1 20 mg; excipient, polyethoxylated castor oil.

b Means9SD of three determinations.
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Table 2
Recoveries of vitamin K1 added to real pharmaceutical formulations

Recoverya (%)Concentration found (mg ml−1)Product Concentration added (mg ml−1)

0.31 10390.8Konakion (ampoules) 0.30
0.50 0.49 9890.6

0.690.70 9991.5
10090.91.10Konakion (drops) 0.10

0.30 10090.80.30
0.60 0.62 10391.7

a Average values of three determinations9SD.

Table 3
Determination of vitamin K1 in vegetal samples

Founda (mg g−1)Sample

ReferenceProposed
methodmethod

Sample 1 20.390.317.790.6Alfalfa
19.990.320.490.3Sample 2

Sample 3 19.690.3 20.090.2
24.390.3 23.890.3Sample 1Spinach
24.490.8 24.690.2Sample 2

23.490.223.390.5Sample 3

a Means9SD of three determinations.

flask. The solution was passed through an Ione-
naustauscher III (Merck) anion exchanger column
(length, 10 cm, i.d. 0.5 cm) before filling the
sample-loop in order to ensure the absence of
oxalate and/or citrate.

The determinations of vitamin K1 in alfalfa and
spinach are summarized in Table 3. The results
show that the phylloquinone content, as measured
by the proposed FI method, was in excellent
agreement with that obtained by a manual spec-
trophotometric method.

4. Conclusions

The method proposed for determining vitamin
K1 combines the advantages of photochemical
reactions (e.g. selectivity, sensitivity, cleanliness
and easy manipulation) with those associated with
the use of flow-injection systems (e.g. simplicity,
rapidity and low cost).

Compared to the other fluorescent methods,
which are based on the reduction of phyllo-
quinone to its fluorescent dihydroquinone form
by means of chemical, electrochemical or photo-
chemical reactions, the approach presented here is
much simpler because deoxygenation of the sam-
ples and reagents is unnecessary. In addition, the
photo-oxidation pathway is easier to adapt to FI
methodology than the photo-reduction pathway
because the tube materials used in FI systems
have permeability for oxygen. The applicability of
the method to real samples has been demon-
strated by analysing pharmaceutical preparations
and alfalfa and spinach samples.
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Abstract

A new method for the determination of the hydroxymetabolites of vitamin D3 (24,25-(OH)2-D3, 1,25-(OH)2-D3 and
25-OH-D3) in plasma is reported. The method is based on the integration of three subsystems: continuous
cleanup/preconcentration, HPL separation and post-column fluorimetric derivatisation. The derivatising subsystem is
based on the dehydration reaction undergone by the secosteriod molecules in a strong-acid medium. The calibration
graphs were run between 0.1 pg ml−1 and 100 ng ml−1 for each analyte with excellent regression coefficients
(]0.9933) in all cases. The precision at two concentration levels was established with acceptable RSDs (%) in all
instances (values between 2.1 and 5.2%). The method was also checked by applying it to human plasma samples
spiked with the target analytes and the recoveries ranged between 86 and 106%. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Continuous cleanup/preconcentration; HPLC/post-column fluorimetric derivatisation; Plasma samples; Vitamin D3

hydroxymetabolites
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1. Introduction

Vitamin D3 has scarce biological activity, but it
is converted into biologically active metabolites

(25-hydroxyvitamin D3, 1,25-dihydroxyvitamin
D3 and 24,25-dihydroxyvitamin D3) by oxidation.
Measurements of circulating levels of 25-OH-D3

are presently useful both in the diagnosis of vita-
min D3 deficiency (a determinant factor of hip
fracture in elderly people) and intoxication. The
most biologically active metabolite, 1,25-dihy-
droxyvitamin D3, is the major hormonal regulator
of calcium metabolism and its quantification is
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widely used as a means of assessing the vitamin
D3 level in humans. Circulating 1,25-(OH)2-D3 is
altered in several pathophysiological states (e.g.
parathyroid gland disorders, renal failures, vita-
min D-dependent rickets, types I and II, and
sarcoidosis [1,2]).

Simultaneous determination of these metabo-
lites in different samples have been reported and
reviewed in the literature [3,4]. This determination
in clinical samples has been considered to be a
difficult goal owing to: low concentration of circu-
lating hydroxymetabolites in human fluids; pres-
ence of several metabolites which exhibit similar
chemical behaviour; large amounts of other re-
lated compounds; instability of their chemical
structures in presence of UV light and heat; and
low reactivity of these secosteroids. Vitamin D3

and its metabolites are currently determined by
radioimmunoassay (RIA) [5,6] and competitive
protein binding assay (CPBA) [7,8] after tedious
and time-consuming pretreatment which involves
liquid–liquid [9–11], solid–liquid extractions
[12–15] for both and different separation proce-
dures (LC [16–21] or GC [13,14,22–27]) coupled
with photometric [17,18,28,29], and fluorimetric
detection [30–33] and, more recently, with mass
spectrometry [13,14,24,34,35] in the case of GC.
These methodologies are commonly used in clini-
cal analysis in order to evaluate the vitamin D3

hydroxymetabolites status in human fluids with
severe limitations in quality assurance of the re-
sults obtained by RIA owing to cross-reactions.

The poor chemical reactivity of these com-
pounds was one of the most important restrictive
aspects in the development of new analytical
methods for their determination. However, sev-
eral methods based on derivatisation (dehydration
[3,35,36,40], cycloaddition [12,30,34,37,38],
silanization [13,14,22,23,32] and charge-transfer
complex formation[39]) have been implemented.

Derivatisation based on dehydration reactions
occurs by exposure of the secosteroids to high
temperatures. Non-specific dehydration takes
place under these conditions, producing B-ring
cyclation to yield pyro and isopyro isomers [3].
Some other methods for the derivatisation of
vitamin D3 hydroxymetabolites have been aimed
at obtaining more thermostable products by for-

mation of the corresponding isotachysterol
[25,41,42]. Dehydration based on the use of a
strong acid has been reported by Li et al. [42].
Fig. 1 depicts the reaction undergone by vitamin
D3 or its hydroxymetabolites in strong acid solu-
tion. The isotachysterol formed exhibits both an
absorption displacement to longer wavelengths
and fluorescence emission. An enhanced sensitiv-
ity is foreseeable by implementing this derivatisa-
tion in a continuous system.

The aim of this paper has been the development
of a new post-column derivatisation procedure
based on dehydration of the vitamin D3 hydrox-
ymetabolites in strong acid solution and fluores-
cence monitoring of the common isotachysterols
formed at their maximum wavelengths (lex=
366–389 nm and lem=472–482 nm). This
derivatisation reaction has been used as a final
step of the development of a method for the
determination of 24,25-(OH)2-D3, 1,25-(OH)2-D3

and 25-OH-D3 in human plasma using the contin-
uous cleanup/preconcentration procedure and
HPLC separation approach previously proposed
by the authors [43].

2. Experimental

2.1. Reagents

All solutions were prepared using bidistilled
water (Millipore Milli-Q System). Bond-Elut car-
tridges of (NH2) 500 mg, 2.8 ml (no. 01210-2037)
from Varian SPP was used. All organic solvents
used were of HPLC grade. A 20:80 acetoni-
trile:phosphate buffer (50 mmol l−1, pH 6.5) (v/v)
mixture was used as initial mobile phase. A linear
gradient was programmed in order to obtain a
10:90 isopropanol–methanol (v/v) mobile phase
in 1.7 min then stabilised for 20 min. Standard
solutions of 24,25-(OH)2-D3, 1,25-(OH)2-D3 and
25-(OH)-D3 were prepared by dissolving sepa-
rately the content of a vial of each (Solvay
Duphar, The Netherlands) in methanol. Less con-
centrated solutions were prepared daily by dilu-
tion in 50 mmol l−1 phosphate buffer adjusted to
pH 6.5. No appreciable analyte degradation was
detected during the overall analytical process.
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Plasma samples from hospitalized patients and
from healthy volunteers were stored at −45°C
for a maximum of 10 days, then centrifuged at
65 000×g for 5 min before analysis.

2.2. Apparatus and instruments

A Vac elut sps24 vacuum station incorporated
to an Eyel4 A-3S evaporator was used. A modu-
lar Hitachi liquid chromatograph consisting of an
L-6200A high-pressure ternary gradient pump, a
Rheodyne 7125 high-pressure manual injection
valve (whose loop was exchanged by a 100-cm
stainless-steal tubing of 0.25 mm I.D.), an F-1050
spectrofluorimeter and a D2500 integrator was
used. An Altech high-pressure pump, a Gilson
Minipuls-2 low-pressure peristaltic pump, a Rheo-
dyne 5041 low-pressure injection valve, a Rheo-
dyne 5010 low-pressure selecting valve, an Omnifit
50-mm length glass minicolumn, and Teflon tub-
ing of 0.5 mm inner diameter and different
lengths, were also used for construction of the
flow manifold. A Selecta thermostat containing
vaseline oil was used as calefactor and an ice bath

was also used as a cooler. An Ultrabase C18

column (25×4.6; 5.0 mm, Scharlau Science) was
used as analytical column.

2.3. Sample pre-treatment

The effect of related neutral lipids and other
macromolecules present in the samples was re-
duced using a previous liquid–liquid extraction
procedure, which, in summary, is as follows: 2 ml
of plasma were first extracted by vortexing four
times with 1 ml isopropanol, centrifuged for 5
min, collected and evaporated under N2 flow at
room temperature in order to reduce the volume
to 1 ml. This solution was mixed four times with
2 ml hexane, vortexed and centrifuged for 2 min.
The four hexane aliquots were mixed and evapo-
rated to dryness under N2 flow at room tempera-
ture. After this treatment, the residue was kept
refrigerated at 4°C for 2 weeks without apprecia-
ble degradation. The residue was dissolved in 7 ml
of 10 mmol l−1 phosphate buffer, pH 6.5, then
being ready for aspiration into the continuous
cleanup/preconcentration and separation system.

Fig. 1. Dehydration reaction of vitamin D3 and its hydroxymetabolites based on the use of a strong acid solution.
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Fig. 2. Integrated continuous assembly for monitoring hydroxyvitamin D3 metabolites in human plasma. (A) Continuous
cleanup/preconcentration subsystem; (B) modular chromatograph subsystem; and (C) post-column derivatisation and fluorimetric
detection subsystem. P, peristaltic pump; SV, selecting valve; BS, buffer solution; S, sample; WS, washing solution; ES, eluting
solution; IV1, low-pressure injection valve; SPMC, solid-phase minicolumn; HPP1 and HPP2, high-pressure pumps; A, B, C, solvent
reservoirs; PGP, programmable gradient unit; IV2, high-pressure injection valve; IL, injection loop; CC, chromatographic column;
a6 , mixing point; DR, derivatising reagent; L1 and L2, open reactors, T, thermostat; IB, ice-bath; D, fluorimetric detector; and W,
waste.

Under these conditions the time required for the
development of the manual sample pre-treatment
was less than half of that necessary for previous
liquid–liquid extraction procedures [12,14,15].

2.4. Manifold and procedure

Fig. 2 shows the integrated continuous cleanup-
preconcentration/HPLC/post-column derivatisa-
tion/fluorescence detection assembly in which
parts A and B have been previously used by the
authors [43]. The overall setup works as follows:
the pre-treated sample is passed through the pre-
concentration aminopropyl minicolumn (inserted
in the sample loop of a low-pressure injection
valve in the position for sample aspiration), and
both the target analytes and interferents with
similar features are retained. After a 20-min pre-

concentration time, the minicolumn is washed in
2-min cycles with 50 mmol l−1 phosphate buffer,
pH 6.5, and 70:30 methanol:water (v/v) solution
in order to remove the interferents and, finally,
the analytes are eluted by methanol solution (by
manually switching the low-pressure injection
valve) and driven to the injection valve of the
chromatograph. The volume of methanol contain-
ing the eluted analytes is trapped by switching the
HPLC injection valve 95 s after switching the
low-pressure injection valve, and the analytes are
thus introduced into the column. The gradient
starts simultaneously with injection. The analytes
are removed from the column as a function of
their relative polarity. The eluate containing the
separate analytes merges at point a6 with a strong
acid stream, and the mixed solution passes
through to reactor L1 placed in the high tempera-
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ture bath where the dehydration reaction takes
place, then through reactor L2 cooled at 4°C
before reaching the detector. The fluorescence in-
tensity is monitored on passage of the fluid
through the flow-cell as a compromise wavelength
of 482 and a (lex=389 nm.

3. Results and discussion

3.1. Preliminary studies of the dehydration
reaction

A preliminary study consisted of selecting the
best dehydration reagent in order to obtain the
reaction product that exhibited the highest
fluorescence emission. With this aim HCl, H2SO4,
Lewis’ acids (such as SnCl2, AlCl3, SbCl3 and
BF3) and trifluoroacetic anhydride were used. In-
dividual solutions of 24,25-(OH)2-D3, 1,25-(OH)2-
D3 and 25-OH-D3 at the same concentration were
mixed with the reagents at several concentrations
and, after heating, the excitation and emission
spectra of each mixture were recorded. Only two
of the reagents (namely, H2SO4 and AlCl3)
formed the fluorescent product. Table 1 shows the
excitation and emission wavelength and the
highest relative fluorescence intensity achieved
with these two reagents and the concentration at
which the maximum fluorescence was obtained.
As can be seen, the derivatised products achieved
using 60% sulphuric acid (v/v) exhibit the highest
relative fluorescence intensity (lex=389 nm and
lem=482 nm).

3.2. Continuous cleanup/preconcentration and
analyte separation

The continuous cleanup/preconcentration and
separation subsystems of the experimental setup
were similar to those previously reported by the
authors [43]. Table 2 shows the optimum values
of the variables affecting these steps, which were
used as such.

3.3. Continuous post-column deri6atisation

The hydrodynamic and chemical variables that
affected the post-column subsystems were studied
using the univariate method. Table 3 shows the
variables, the range studied and the optimum
value found in each case. The derivatising subsys-
tem consisted of a continuous manifold in which
the chromatographic eluate was mixed at point a6
with a stream containing a concentrated acid solu-
tion for development of the derivatisation
reaction.

3.3.1. Effect of temperature
The derivatising reaction occurred at tempera-

tures over 70°C. Temperatures higher than 110°C
caused the formation of bubbles in the system as
a consequence of the evaporation of the organic
solvent present in the mobile phase. The location
of an ice-bath between the thermostat and the
detector, circumvented this drawback. A tempera-
ture of 150°C provided the optimal conditions for
the dehydration reactions.

Table 1
Fluorimetric features of the isotachysterol derivative

AnalyteReagent lex (nm) lem (nm) Relative fluorescence intensity (A.U.)

H2SO4
a 24,25-(OH)2-D3 389 482 1700.2

1,25-(OH)2-D3 387 482 1004.4
1350.047638725-(OH)-D3

AlCl3
b 24,25-(OH)2-D3 485 114.1370

1,25-(OH)2-D3 369 482 187.7
25-(OH)-D3 366 472 108.8

a Concentration 60%.
b Concentration 70%.
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Table 2
Optimum values of the variables of the cleanup/preconcentra-
tion and HPLC separation steps

Optimum valueVariableType

Temperature (°C) 25Physical

Mode SingleCleanup/pre-
concentration

NH2Sorbent
Particle size (mm) 63
pH 6.5
Washing solution

Methanol:water 70:30
(%, v/v)
Elution solution

Methanol (%) 100
Flow-rate (ml min−1) 100
Minicolumn length (cm) 0.32
Stainless-steel tubing 100
(cm, 0.25 mm ID)

Chromatographic Type of chromatography Reverse-phase
gradient
C18 (5 mm,Column
250×4.6 mm)
1.2Flow-rate (ml min−1)

Injection volume (ml) 100
Initial mobile phase

20:80Acetonitrile:phosphate
buffer (v/v)
Final mobile phase

Isopropanol:methanol 10:90
Gradient time (min) 1.7
Stabilised time (min) 20

Flow-rates higher than 1.2 ml min−1 caused high
pressure at the mixing point and produced back-
flowing through the separation system. A flow-rate
of 0.8 ml min−1 of the acid stream provided the
optimum acid solution–column effluent ratio.

3.3.3. Length of the reactors
After fixing the flow-rate, the length of reactors

L1 and L2 was optimised in order to obtain an
appropriate residence time for both development of
the derivatisation reaction and cooling of the
solution prior to passage through to detector. A
length of 150 cm for L1 provided enough residence
time for formation of the isotachysterol products.
A length of 200 cm for L2 provided enough
residence time for cooling the fluid. Higher lengths
increased considerably the analytes dispersion thus
decreasing the separation efficiency.

3.3.3.1. Concentration of sulfuric acid. Under the
above optimised conditions, an aqueous solution
containing a 70% sulfuric acid (v/v) provided the
most appropriate medium for development of the
derivatisation reaction. Solutions with concentra-
tions higher than 70% caused damage to the
high-pressure pump and connections in stainless-
steel.

A chromatogram of a mixture of the target
analytes obtained under the optimal working con-
ditions is shown in Fig. 3A.

3.4. Features of the method

Calibrations graphs were run using the opti-
mum values of the variables listed in Tables 2 and

3.3.2. Flow-rate of the deri6atisation reagent
The flow-rate of the acid solution was changed

by keeping constant the flow-rate of the chromato-
graphic effluent at the optimum value (see Table 2).

Table 3
Study of variables of the derivatisation subsystem

Range studiedVariable Optimum valueType of Variable

30 – 200 150Temperature (°C)Physical

70[H2SO4] (%) 25–80%Chemical

Flow rate (ml min−1) 0.8Hydrodynamic 0.5–1.5
15050 – 500Length of reactor L1 (cm)

50 – 500 200Length of reactor L2 (cm)

8025 – 80H2SO4 concentration (%, v/v)Chemical
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Fig. 3. Chromatograms of three solutions processed under the optimal working conditions listed in Tables 2 and 3. (A)
Chromatogram of the derivatised analytes from a standard solution 10 ng ml−1 for 24,25-(OH)2-D3 (1 in the figure), and 25-OH-D3

(3), and 10 pg ml−1 for 1,25-(OH)2-D3 (2); (B) chromatogram of other standard solution containing 0.5 ng ml−1 of 24,25-(OH)2-D3

and 25-OH-D3, and 0.5 pg ml−1 of 1,25-(OH)2-D3; and (C) chromatogram of the derivatised target analytes from a human plasma
(for concentration values see No. 6 in Table 5) (A.U., arbitrary units).

3. Standard solutions of 24,25-(OH)2-D3, 1,25-
(OH)2-D3 and 25-OH-D3 were mixed at concen-
trations between 0.01 pg ml−1 and 500 ng ml−1

of each analyte. Both standards and plasmas
were subjected to the same procedure and in-
jected in triplicate into the system. Table 4
summarises the features of the method (equa-
tions, regression coefficients, linear ranges and
RSD% values). As can be seen, two linear
ranges for each analyte were obtained at the
sub-part per trillion and sub-part per billion

levels. The former ranged between 0.1 and 1000
pg ml−1, with a LOD and LOQ of 0.06 and
0.1 pg ml−1, respectively (estimated as 3s

and 10s, respectively), which provides enough
sensitivity for quantification of 1,25-(OH)2-D3

at the normal level in human plasma. The lat-
ter linear range (between 0.1 and 100 ng ml−1)
was the most appropriate for determining
the other two analytes. In comparison with
the UV-detection used in the previous method
[43], the sensitivity was increased 50 times using
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post-column derivatisation and fluorescence de-
tection method [43], the sensitivity was increased
50 times using post-column derivatisation and
fluorescence detection.

In order to establish the precision of the
method, two series of seven solutions containing
5 pg ml−1 and 10 ng ml−1 of each analyte were
assayed in triplicate. The repeatability of the
method yielded acceptable RSD% values in all
instances, with values between 2.1 and 5.2. Simi-
lar RSD% values were achieved using plasma
samples (see Table 5).

3.5. Application of the method to clinical samples

Due to the lack of certified reference materials
for the target analytes, the proposed method
was validate by applying it to the determination
of 24,25-(OH)2-D3, 1,25-(OH)2-D3 and 25-OH-
D3 in plasma in two ways, namely: (a) determi-
nation of the analytes in six plasma samples
from individuals from hospitals who had re-
ceived or not vitamin D3 treatment; and (b)
study of the recovery afforded after addition of
two standard solutions containing 5 pg ml−1

and 10 ng ml−1 of each analyte to the five pre-
vious plasma samples. Fig. 3 depicts three chro-
matograms, which correspond to two derivatised
standard solution of the analytes (at a normal

concentration level Fig. 3A), and at concentra-
tion close to the LOQ of the method, Fig. 3B);
and a chromatogram of the derivatised target
analytes from human plasma (for concentration
values see Table 5, sample No. 6). Table 5 also
summarises the concentration found and the re-
coveries achieved by the standard addition
method. As can be seen, acceptable recoveries
were obtained in all instances (between 86 and
106%).

4. Conclusions

In comparison with the methods published so
far, that proposed here presents the following
advantages:
1. The method incorporates a shorter manual

sample treatment and conditioning than previ-
ous methods [12,14,15].

2. The continuous cleanup step provides an effec-
tive removal of interferents.

3. The preconcentration of the target analytes
makes possible the determination of vitamin
D3 hydroxymetabolites at the concentrations
occurring in human fluids.

4. The minituarisation of the continuous cleanup
step based on the use of continuous solid-
phase extraction reduces sorbent consumption

Table 4
Features of the method

Equationa RSD%bAnalyte Linear rangear2

High levelLow level

First linear range (n=7)
24,25-(OH)2-vitamin D3 y=3.96+0.25x 0.1c–10000.9994 2.4 –

0.1c–1000 4.9 –1,25-(OH)2-vitamin D3 y=2.36+0.27x 0.9986
25-(OH)-vitamin D3 0.1c–1000y=4.82+0.33x 5.2 –0.9984

Second linear range (n=5)
2.1–0.1–10024,25-(OH)2-vitamin D3 0.9966y=7615.8+2.57x

y=8072+2.73x 0.9933 0.1–100 – 3.61,25-(OH)2-vitamin D3

y=10087+3.4x 0.1–10025-(OH)-vitamin D3 0.9966 2.6–

a y denotes area in arbitrary units, x concentration in pg ml−1 and ng ml−1 for the first and second linear ranges, respectively
(n=number of standards).

b For 5 pg ml−1and 10 ng ml−1 low and high level, respectively.
c Quantification limit (calculated as 10s of the blank signal).
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Table 5
Application of the method

Sample no. Concentration and recoveries% a Analyte

1,25-(OH)2-D3
c 25-(OH)-D3

b24,25-(OH)2-D3
b

16.292.6 6.593.81 38.493.4Concentration
86 9896First addition

91 92Second addition 96

8.893.1 4.992.22 15.694.9Concentration
103 89101First addition

102 91Second addition 101

12.592.89.892.0Concentration 22.492.33
101 96First addition 95
106 89Second addition 99

60.394.210.191.8Concentration 14.293.14
9199First addition 98

87 92Second addition 99

12.290.39 22.191.76Concentration 48.591.25
99 101First addition 101

103 102Second addition 98

13.490.28 26.290.986 15.294.8Concentration
98 10099First addition

97 98Second addition 102

a Recoveries after addition of 5 pg ml−1and 10 ng ml−1, first and second additions, respectively.
b Concentration (9S.D.) in ng ml−1.
c Concentration (9S.D.) in pg ml−1.

due to the minicolumn reusability (for at least
200 times without loss of capacity or deteriora-
tion).

5. The sensitivity is increased due to the use of
on-line derivatisation and fluorescence detec-
tion (estimated as 50 times in comparison with
the previous method [43] based on UV-detec-
tion). It is remarkable that, for the first time, a
method makes possible the quantification of
1,25-(OH)2-D3 at concentrations lower than
part-per trillion (that is, lower than its usual
concentration in human plasma).

6. Easy adaptation to commercial devices and
reduction of the derivatisation cost as compared
with methods either based on GC-MS or RIA.

For these reasons, the proposed method consti-
tutes the basis for both implementation of low-cost
routine analyses of vitamin D3 hydro-
xymetabolites in hospital and easy, cheap automa-
tion of the overall process.
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Abstract

The use of high temperature molecular absorption spectrometry for the determination of chloride in drinking and
ground water samples is described. The chloride is measured by monitoring the absorbance of vaporised aluminium
chloride molecule. The effect of various components commonly present in natural waters were studied and any serious
interference was found. The accuracy was assessed by comparing the results obtained using the proposed method with
those got by conventional titrimetric method. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

In lake and ground waters, chloride is a com-
mon anion because the chlorides in soil are rela-
tively easily dissolved in water. Waste waters
contain often great amounts of chloride, and that
may increase the amount of chloride in some
natural waters.

Chloride is usually determined by titrimetric
methods, like iodometric titration, Hg(NO3)2 ti-
tration, ion chromatography or various spec-
trophotometric methods. However, these methods

are seriously interfered with by many cations and
anions and, hence, sample pre-treatment may be
difficult. Atomic spectroscopy has commonly used
simple methods for the determination of a wide
range of elements. However non-metallic elements
are difficult to determine because their resonance
lines lie in the vacuum ultraviolet region [1]. That
is the reason why molecular spectroscopic meth-
ods have been developed for the determination of
those elements. When we compare molecules to
atoms, we find that the energy terms are compli-
cated by additional possibilities that the molecule
may posses energy of both rotation and vibration.
Each atomic spectrum line is then replaced by a
system of bands [2]. The electronic transition de-
termines the region of the spectrum in which a
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band system occurs, while the distribution of indi-
vidual bands depends on the changes in the rota-
tional energy. The intensity of any line of a band
system depends on the probability of the electronic
transition, on the vibrational intensity distribution,
on the population of the molecules in the initial
energy level, and on the branch type of the rota-
tional fine structure of a band and J value [2].

The strong and single band-heads in the molec-
ular spectra may behave like atomic lines when
measuring the absorption caused by this band using
a hollow cathode lamp emitting suitable radiation.
When measuring this kind of narrow band, deu-
terium lamp background correction can also be
used in the determinations. The determination of
fluorine in different types of samples has been for
some time performed by AlF molecular absorption
using a deuterium lamp background correction
system [3,4].

Molecular absorption spectrometry was devel-
oped for the ultra-trace determination of chloride
by Dittrich and Vorberg [5] and Fuwa et al. [6].
These methods are based on the formation of
aluminium monochloride in a graphite furnace at
high temperatures. We introduced the use of a lead
hollow cathode lamp as a light source [7]. By this
method it is possible to perform background cor-
rection at the same wavelength with a deuterium
lamp background correction system. Aluminium
monochloride has a strong absorption spectrum at
259–264 nm, and measurements have been done
near the sharp molecular band at 261.4 nm.

In this study we have examined the matrix effects
which may have an influence on the accuracy and
precision of AlCl molecular absorption measure-
ments, with ions commonly present in drinking and
ground waters that have an influence on the forma-
tion of the diatomic AlCl molecule, and the sample
pre-treatment needed in order to avoid these inter-
ferences.

2. Experimental

2.1. Apparatus

The molecular absorption of AlCl was mea-
sured using Pye Unicam SP 9 and PU 9200

atomic absorption spectrometers equipped with
a deuterium lamp background correction system
for simultaneous background correction. The
measurements have been done in ordinary, un-
coated graphite furnaces. Nitrogen gas (4 l/min)
was used to purge air from the furnace. A lead
hollow-cathode lamp was used as an irradiation
source for AlCl molecular absorption measure-
ments (Cathodeon). The measurements were per-
formed using the Pb line at 261.4 nm [5,6] with
the spectral band pass of 0.2 nm, and deuterium
lamp background correction.

2.2. Chemicals

All the reagents were pro analysis grade from
Merck. A chlorine standard solution was
prepared from NaCl. All the metal ions used
were in the form of nitrates. Other halogens
tested were added as NaX. The concentration of
the aluminium solution (as [Al (NO3)3]) was
0.01 M.

2.3. Procedure

The experimental procedure for the determina-
tion of chloride is summarised in Table 1. Drink-
ing water and other chloride-containing solutions
were added to the furnace after ashing of the
aluminium solution. In the most cases, a dilution
with distilled water was necessary in order to be
able to do the measurements.

Table 1
Experimental procedure for the determination of chloride as
AlCl with a graphite furnacea

10 ml(1) Injection of Al solution
120°CDrying 20 s

20 sAshing 700°C
Cooling 5 s

(2) Injection of Cl solution 5 ml
20 s120°CDrying

700°CAshing 20 s

(3) Evaporation and measurement 1900°C 5 s

a The aluminium solution contain 0.01 M of Al, Sr and Co
as nitrates.
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Table 2
Determination of chloride (1 mg/l) in solutions containing
increasing amounts of nitric acid using different aluminium
solutions

AAl solution
0.5 M 1.0 M HNO30.1 M0.0 M

0.850.850.770.74Al–Ag–Sr so-
lution

0.81 0.81Al–Co–Sr so- 0.40
lution

0.33 0.16Al–Sr solution 0.82
0.27 0.230.33Al solution

The increase of aluminium concentration in the
matrix modifier will cause an increase in back-
ground absorption. An increase in the injection
volume of the aluminium solution also increases
the background absorption. For different alu-
minium solutions, the strongest background ab-
sorption was caused by solutions containing
silver.

3.2. Interferences

The most common cations and anions present
in drinking and raw water were tested in order to
determine their effect on the evaporation and
formation of AlCl molecule. The interference of
cations is mainly caused by the formation of other
metal chloride molecules that are volatile at lower
temperatures or significantly stable at the AlCl
formation and evaporation temperature. In the
drying and ashing step the main problem is the
thermal hydrolysis which causes the evaporation
of HCl. This can be avoided by the addition of
metals that have high pKa values like Sr2+. The
effects of these cations, when using an aluminium
solution containing strontium and cobalt as ma-
trix modifiers, are presented in Table 3. The
metals studied have little effect up to concentra-
tions of 100 mg/l, except for Ba. The concentra-
tions of these cations are generally so small in
water samples, especially after dilution, that they
do not have to be taken into account when deter-
mining chlorine. However, if the amount of some

3. Results and discussion

3.1. Matrix modifier

A matrix modification is necessary for the for-
mation of the AlCl molecule, to increase the
sensitivity and to improve the precision of the
analysis, as reported earlier [5–7]. Usually Sr, Co,
Ni and Ba are used to reduce the volatilisation of
chlorine during the drying and ashing steps by
binding it in the graphite furnace until the AlCl
formation temperature is reached. Ag was also
tested for the binding of chlorine. The results
obtained by these matrix modifiers are compared
in the form of calibration curves. These show that
an aluminium solution with strontium and cobalt
gives the best results, providing an absorption of
0.82 from solution containing 1 mg/l of chloride.
The corresponding absorption by solution where
cobalt was replaced by silver gave an absorption
of 0.76, aluminium solution containing strontium
in addition to aluminium gave an absorption of
0.63, and an aluminium solution gave an absorp-
tion of 0.33. However, if the sample solution is
very acidic (pH 2), the results are slightly better
when using aluminium solution containing stron-
tium and silver (Table 2). Silver seems to form a
AgCl molecule with chloride during the drying
step and so the easy escape of chloride as HCl in
acidic conditions is prevented. Almost as
good results were obtained using an aluminium
solution containing barium, when the measure-
ments were performed from slightly acidic chlo-
ride solutions.

Table 3
The interference caused by some metals in the determination
of Cl by molecular absorption when measured solutions con-
taining 1 mg/l of chlorinea

Chloride found (%)Element
1.0 g/l0.1 g/lConcentration:

97Cu 96
Sr 8098

98 71Na
74Ba 82

Mg 100 74
Ca 7398
K 100 61

a The interfering elements were added, 0.1 and 1.0 g/l, in
chlorine solutions.
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Fig. 1. Chloride found in solutions containing different concentrations of some acids and bases.

metals is too high in the sample, the interference
can be avoided by ion exchange, after which the
sample should only be neutralised by NH3. The
effects of some acids and bases on the evaporation
and formation of AlCl molecules was studied by
measuring chloride in these solutions (Fig. 1). In
Fig. 1 it can be seen that the effects of acids and
bases studied are not serious in the concentration
range in which they may generally exist in natural
waters.

Other halogenides interfere because they form
stable AlX molecules in the same conditions as
chloride. The most severe interference is caused by
fluoride, because it forms the most stable molecule
with aluminium. The effect of bromide is not
serious because the dissociation energy of AlBr is
lower than that of AlCl, and iodide has no effect
at all [7]. As the aim of this work was to determine
the chloride in different types of water samples,
the effects of the other halogenides do not have to
be taken into account, because their concentra-
tions lie much below the interfering levels.

3.3. Determination of chloride in real and
artificial water samples

The present method was applied to natural and
artificial drinking and raw water samples taken
from different sources and with different metal
concentrations. The experimental conditions are
described in Section 2.3. The working range was

estimated to be from 0.03 mg/l (1% A) to 3 mg/l.
The precision (RSD) of the analysis at 1.0 mg/l
level was about 3%. In order to test the accuracy
of the method, artificial water samples containing
(1) 0.1 mg/l of Cl as NaCl, 100 mg/l Na2SO4, 10
mg/l Fe (NO3) 2 and 10 mg/l NH4NO3 and (2) 10
mg/l of Cl as NaCl, 10 mg/l NaBr, 100 mg/l
Na2SO4 and 0.01 mg/l of NaF were prepared. The
results obtained by measuring those artificial wa-
ter samples were in good agreement with the
known amounts of chloride added. Generally, the
chloride content in the drinking and ground water
was so high that 2–20-fold dilution with distilled
water was required in order to get the chloride
concentrations low enough for the measurements.
After the dilution, the other substances present in
the samples did not show any interference. In
ordinary drinking water samples, no matrix effect
was found and it was possible to perform the
analysis using a conventional calibration graph.
The method was used for the determination of
chloride in ground water wells for the water sup-
ply in the region of Raahe on the west coast of
Finland. Table 4 lists the results obtained by
present MAS method and conventional titrimetric
method. The titration procedure was chosen be-
cause it is a standard method SFS-3006 (others:
DS/R 239, NS 4756 and SS 028136), which is the
basic one used in water and environmental labora-
tories in Finland. The precision of the method on
the basis of the comparison as P0.95 was 3.9%.
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Table 4
Determination of chloride in water samples by coulometric
titration and molecular absorption (MAS) in ground water
wells for the water supply in the region of town of Raahe in
the middle of Finland

Titration (Cl MAS (RSD)Sample MAS (Cl mg/
l)mg/l)

6.0Ra I 1 6.0
9.9 9.2Ra I 2

11.2 10.9Ra II 1a

6.16.3Ra II a

4.3 4.2Ra II 3 1.8%
2.5 2.6%Ra II 4 2.4

1.8 1.8Ra II 5 2.4%
5.9 5.6Ra II 6 1.5%

32.7 34Ra III 1a

6.0Ra III 2 6.3
6.6 6.2Ra III 3a

6.8 6.7Ra III 4
Ra III 5 5.45.7

a Special pre-treatment was needed in measurement of chlo-
ride by titration because of high iron content of these samples.

automate. The measurement is easy to realise from
the same samples in the autosampler, either after
or before the analysis of metals has been per-
formed. For example, in our case it was easy to
perform the chlorine determinations from the
same dilutions that had been done for determina-
tion of iron by the graphite furnace. The sensitiv-
ity and precision of the present system are good,
and the method can be applied to a great variety
of water samples. Also, in determinations using
the described method no interference caused by
the matrix was found. These experimental results
suggest that the method proposed is useful for the
practical analysis of chloride in different kinds of
water samples.
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Abstract

9,10-Bis[bis(b-hydroxyethyl)aminomethyl]anthracene (1) showed weak emission, suggesting that photoinduced
electron transfer (PET) from amine group to excited anthracene occur. The PET fluoroionophore (1) was found to
display unique photophysical properties in the presence of the guest metal cations in H2O�CH3OH (1:1, v/v).
Complexation of 1 with guest metal cations increased the fluorescence intensity. © 1999 Elsevier Science B.V. All
rights reserved.
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1. Introduction

Photoresponsive supramolecular systems are of
great significance particularly for their potential
application to nanoscale devices for cation sensor
and switch [1]. There are extensive investigations
toward the characterization of fluoroionophores
including crown ether, calixarene, and cyclodex-
trin derivatives with naphthalene, umbelliferone,
anthracene, or pyrene fluorophore [2–13].

Recently, a number of fluoroionophores has
been designed for metal ions [3–13]. Most of
them operate by a photoinduced electron transfer

(PET) mechanism. In a classic example from the
de Silva group [5–8], the binding component of
the sensor is N-(9-anthrylmethyl)-18-azacrown-6.
The uncomplexed fluoroionophore is weak
fluorescent, as the photoexcited fluorophore is
quenched by the electron transfer from amine
group. Following metal incorporation (Na+ and
K+), the metal–ligand interaction decreases the
amine oxidation potential drastically and prevents
the electron transfer. As a consequence, the in-
tense and characteristic anthracene emission is
largely restored. We were interested in developing
PET fluoroionophore for metal ion using the
same supramolecular approach [9–13]. However,
the complexation behaviors were investigated in
the organic solvents, which were of no practical
use. As an approach to the manipulation of PET
fluoroionophores, we now report the complexa-
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tion and fluorescence behavior of 9,10-bis[bis(b-
hydroxyethyl)aminomethyl]anthracene (1) [6,14]
with metal salts in H2O�CH3OH (1:1, v/v).

2. Experimental

Elemental analyses were performed by Perkin-
Elmer PE2400 series II CHNS/O analyzer. Melt-
ing points were obtained with a Yanagimoto
Micro Melting Point Apparatus and are uncor-
rected. NMR spectra were measured on a JEOL
JNM-500 Model spectrometer in CDCl3; the
chemical shifts are expressed by a d unit using
tetramethylsilane as an internal standard. IR spec-
tra were recorded on a Hitachi Model 270-30
infrared spectrophotometer. Fluorescence spectra
were measured with a Hitachi Model F-4500
spectrofluorimeter.

2.1. Preparation of 9,10-bis[bis(b-hydroxyethyl)-
aminomethyl]anthracene (1)

Recrystallization from ethanol gave analytically
pure samples with the following physical and
spectroscopic properties. pale yellow crystals, mp
172–173°C, 1H NMR (500 MHz, CDCl3): d=
2.67 (8H, t, J=6.7 Hz), 3.45 (8H, q, J=6.7 Hz),
4.29 (4H, t, J=6.7 Hz), 4.62 (4H, s), 7.53 (4H,
dd, J=6.7, 3.1 Hz), and 8.63 (4H, dd, J=6.7, 3.1
Hz); 13C NMR (125.7 MHz, CDCl3)=51.4 (2C),
56.0 (4C), 59.3 (4C), 125.1 (4C), 125.6 (4C), 130.6
(4C), and 130.9 (2C). IR (KBr): 732, 1035, 1236,
1440, 1611, 2806, 2878, and 3274 cm–1. FABMS
found: m/z 413.2. Calcd for C24H33N2O4: 413.2.
Anal. calcd for C24H32N2O4: C, 69.88; H, 7.82; N,
6.79. Found: C, 69.58; H, 8.10; N, 6.79.

2.2. Fluorescence measurement of 1 and its
complexes

Fluorescence intensities of 1 (4.00×10−6 M, 1
M=1 mol l−1) and 9,10-dimethylanthracene
(4.00×10−6 M) excited at 378 nm, measured in
H2O�CH3OH (1:1, v/v) under nitrogen at room
temperature, as shown in Fig. 1.

The titrations were conducted by adding a solu-
tion (2.0 cm3) containing metal salts (0–4.00×
10−2 M NaCl, KCl, CaCl2, BaCl2, PbCl2, NiCl2,
CuCl2, ZnCl2, CdCl2, and HgCl2 in H2O), to a
cuvette containing 2.0 cm3 of the fluoroionophore
solution (8.00×10−6 M for 1 in methanol). The
solutions were homogenized by ultrasonic waves
for 10 min. The spectrum was recorded after each
addition. The added equivalents of the cation
were then plotted against the emission-intensity
change at 429 nm (excited at 378 nm). The associ-
ation constants (K) were determined by curve-
fitting method in the previous study [12,15].

3. Result and discussion

The anthracene-functionalized ionophore (1)
was prepared by the N-alkylation of 9,10-bis(-
chloromethyl)anthracene with diethanolamine
[6,14]. The purity of 1 was ascertained by 1H, 13C
NMR spectroscopic data, and elemental analysis.

Fluorescence spectral behavior of 1 (4.00×
10−6 M), (when excited at 378 nm), gave weak
emission bands at 406, 428 and 452 nm. The
emission-band intensities of 1 was reduced to
approximately one-98th that of standard sub-
stance (9,10-dimethylanthracene, 4.00×10−6 M,
9,10-DMA). This indicates that the quenching of
the excited-state anthracene chromophore by the
diethanolamine unit proceeds in a mechanism
similar to that for the classical fluorescent–
aliphatic amine system [16–18]. The emission in-
tensity (I1/I9,10-DMA, 1.0×10−2) of 1 for
9,10-DMA is lower than that (I/I9-MA, 2.5×
10−2) of N-(9-anthrylmethyl)-18-azacrown-6 for
9-methylanthracene (9-MA) [5,19]. This means the
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Fig. 1. Fluorescence spectra of 1 (4.00×10−6 M) and 9,10-
dimethylanthracene (4.00×10−6 M) in H2O�CH3OH (1:1,
v/v), as excited at 378 nm.

Fig. 2 illustrates the fluorescence spectral be-
havior of 1 (4.00×10−6 M) in H2O�CH3OH (1:1,
v/v) at room temperature. A dramatic change in
the emission intensity of 1 (I1) was observed upon
the addition of various amounts of metal cations
(Na+, K+, Ca2+, Ba2+, Pb2+, Ni2+, Cu2+,
Zn2+, Cd2+, and Hg2+). When the metal salts
were added (5×103 molar equivalent), the rela-
tive emission intensity (Icomplex/I1), being used as a
measure of the molecular recognition sensing,
changed from 0.9 to 46 depending on the nature
of metal cations as shown in Fig. 2. Interestingly,
the complexation of 1 with quenching metal
cation [4,20] such as Ni2+, Cu2+, and Hg2+

enhanced the emission intensity (Fig. 3). This
means that the complexation inhibit the PET
from nitrogen atom to anthracene.

Fig. 4 illustrates the relative emission intensity
of 1 against the metal salt concentration. Clearly,

PET from the nitrogen atoms in the di-
ethanolamine to excited fluorescent moieties occur
efficiently.

Fig. 2. Fluorescence spectra of 1 (4.00×10−6 M) with and without various metal salts (2.00×10−2 M) in H2O�CH3OH (1:1, v/v),
as excited at 378 nm.

Fig. 3. Fluorescence spectra of 1 (4.00×10−6 M) with (a) PbCl2 (0–5.00×10−3 M), (b) CuCl2 (0–2.00×10−2 M), and (c) HgCl2
(0–2.00×10−2 M) in H2O�CH3OH (1:1, v/v), as excited at 378 nm.
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Fig. 4. Dependence of fluorescence intensities of 1 (4.00×10−6 M) at 429 nm on the concentration of various metal salts in
H2O�CH3OH (1:1, v/v), as excited at 378 nm.

the emission intensity increases with an increase in
the metal salt concentration. The intensity ratio
(Icomplex/I1) was different among bound metal ions
and decreased in the following order: Pb2+ (48,
with 0.005 M Pb2+)\Cu2+ (41)\Hg2+ (30)\
Ni2+ (4.4)\Cd2+ (4.2)\Zn2+ (3.63, with 0.005
M Zn2+)\Ba2+ (3.59)\Na+ (2.8)\K+ (1.9)\
Ca2+ (0.9).

Instead of emission quantum yield, a measure
of the guest cation-induced fluorescence recovery
would express as a emission intensity ratio
(Icomplex/Istandard substance) of guest cation complexes
for the corresponding standard substance (9,10-
DMA). The guest cation-induced fluorescence re-
covery (I1-guest cation complexes/I9,10-DMA) of 1 were
0.03 for Na+, 0.02 for K+, 0.01 for Ca2+, 0.04
for Ba2+, 0.49 for Pb2+, 0.04 for Ni2+, 0.42 for
Cu2+, 0.04 for Zn2+, 0.04 for Cd2+ and 0.31 for
Hg2+. The fluorescence intensity of 1–PbCl2 and
1–CuCl2 complexes were approximately one-half
that of 9,10-DMA. This means that 1 has a high
fluorescence switch-on ability as PET fluoro-
ionophore.

Metal–ion concentration dependence of the
emission intensity (Fig. 4) allowed us to determine
the association constants (K, M−1) by the non-
linear curve-fitting method [12,15]. The sensor (1)
showed the following cation selectivity: Na+

(B1)BBa2+ (4794)BCd2+ (167934)BNi2+

(290910)BZn2+ (523990)BPb2+ (5439
79)BCu2+ (1430950)BHg2+ (2680980). In
spite of the small association constant for 1 in
H2O�CH3OH (1:1, v/v), the emission intensity of
this host was greatly enhanced in the presence of
Pb2+, Cu2+, and Hg2+, establishing that 1 has a
high fluorescence switch-on ability for complexa-
tion within wide concentration range.

In conclusion, the PET fluoroionophore (1)
could be utilized as a fluorescent sensing
ionophore for Pb2+, Cu2+, and Hg2+.
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Abstract

Synergistic extraction of trivalent rare earths from nitrate solutions using mixtures of bis(2,4,4-
trimethylpentyl)dithiophosphinic acid (Cyanex 301=HX) and trialkyl phosphine oxide (Cyanex 923=TRPO) in
xylene has been investigated. The results demonstrate that these trivalent metal ions are extracted into xylene as
MX3.3HX with Cyanex 301 alone. In the presence of Cyanex 923, La(III) and Nd(III) are found to be extracted as
MX2.NO3.TRPO. On the other hand, Eu(III), Y(III) and heavier rare earths are found to be extracted as
MX3.HX.2TRPO. The addition of a trialkylphosphine oxide to the metal extraction system not only enhances the
extraction efficiency of these metal ions but also improves the selectivities significantly, especially between yttrium and
heavier lanthanides. The separation factors between these metal ions were calculated and compared with that of
commercially important extraction systems like di-2-ethylhexyl phosphoric acid. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Synergistic extraction; Rare earths; Cyanex 301; Cyanex 923; Separation factors
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1. Introduction

With increasing demand for rare earth elements
and their compounds individually and collec-
tively, the separation and purification of these
elements has gained considerable importance in
recent years. Various kinds of acidic organophos-
phorus extractants such as di-2-ethylhexyl phos-
phoric acid (DEHPA), 2-ethylhexyl phosphoric
acid mono-2-ethylhexyl ester (EHEHPA) and

bis(2,4,4-trimethylpentyl) phosphinic acid (Cya-
nex 272) have been widely used in the Rare Earth
Industry for the separation and purification of
these metal ions [1,2]. However, even with the
above extractants, a large number of separation
steps are necessary to obtain highly purified rare
earth elements. Thus, there is a growing interest in
the development of new extraction systems for the
separation of rare earths as a group or from one
another.

Synergistic extraction systems have been ap-
plied to rare earths, numerous times, with a large
increase in the extraction efficiency being ob-
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served [3,4]. Moreover, a few synergistic systems
have also shown improved separation among
trivalent rare earths [5,6]. Recently, from our lab-
oratory we have reported enhanced extraction
and separation for trivalent lanthanides and yt-
trium using mixtures of bis(2,4,4-trimethylpentyl)
phosphinic acid and trialkyl phosphine oxide [7].
The separation factors observed between yttrium
and heavier lanthanides (Lu/Y=37; Tm/Y=9;
Ho/Y=1.6) were found to be significantly higher
than the separation factors reported with
DEHPA, which is a commonly used extractant in
rare earth separations. This prompted us to inves-
tigate new synergistic extraction systems involving
Cyanex 923 as a synergist in the extraction of rare
earths using bis(2,4,4-trimethylpentyl)dithiophos-
phinic acid in xylene as an extractant, with a view
to elucidate the nature of the complexes extracted
into the organic phase and also to investigate the
selectivity among these trivalent metal ions.

2. Experimental

2.1. Reagents

Bis(2,4,4-trimethylpentyl)dithiophosphinic acid
(Cyanex 301) and Cyanex 923 (a mixture of four
trialkylphosphine oxides), supplied by Cytec
Canada Inc., were used as such without further
purification. Their composition and properties
have been described elsewhere [8,9]. Xylene of
analytical reagent quality obtained from Fischer,
India, was used as a diluent in the present work.

Stock solutions of rare earths were prepared
from their oxides (Rare Earth Products, Chesire,
UK, 99.99%) by dissolving in concentrated hy-
drochloric acid and diluting to 100 cm3 with
distilled water. These solutions were then stan-
dardised by titration with a standard solution of
EDTA at pH 5.0 using an acetate buffer with
xylenol orange as the indicator. Initial metal ion
concentration was maintained at 1×104 mol
dm−3 for all the studies. All extraction experi-
ments were performed at constant ionic strength
(1 mol dm−3).

Arsenazo 1 (Fluke, Switzerland) solution was
prepared by dissolving 25 mg of this reagent in

250 cm3 of distilled water. Ammonium acetate
buffer (pH 7.5) was prepared by dissolving 19.25
g in 250 cm3 of distilled water and adjusting the
pH with HCl/NaOH. All the other chemicals used
were of analytical grade.

2.2. Apparatus

A Hitachi 220 double beam microprocessor
based spectrophotometer was used for measuring
absorbances. An ECIL, India digital pH meter
was used for pH value measurements. All the
computer programs were written in FORTRAN
77 and executed on a Pentium PC.

2.3. Sol6ent extraction procedure

Distribution ratios were determined by shaking
equal volumes of aqueous and organic phases for
60 min in a glass stoppered vial with the help of a
mechanical shaker at 30391 K. Preliminary ex-
periments showed that the extraction equilibrium
was attained within 10 min. After allowing the
phases to settle, 5 cm3 aliquots of aqueous phase
were pipetted in to a 25 cm3 beaker and 1 cm3 of
ammonium acetate buffer and 5 cm3 of Arsenazo
I solution were added. After adjusting the pH to
7.5, the solution was transferred into a 25 cm3

volumetric flask and made up to the mark. The
absorbances of the solutions were measured at
575 nm and the metal ion concentrations were
computed from the respective calibration graphs.
The concentration of the metal ion in the organic
phase was obtained by material balance. These
concentrations were used to obtain the distribu-
tion ratio, D.

3. Results and discussion

3.1. Extraction of rare earths with Cyanex 301

The trivalent rare earth ion in the aqueous
phase forms a variety of complexes in the pres-
ence of nitrate ions. However, under the experi-
mental conditions, it is sufficient to consider only
the first complex as defined by
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M3+ +NO3
−U

b1
M(NO3)2+

Then the total metal in the aqueous phase (Mt)
is given by

Mt=M3+ +M(NO3)2+ =M3+{1+b1[NO3
−]}

(1)

The values of the stabilrty constant (b1) for dif-
ferent rare earths were taken from the literature
[10].

The extraction equilibria of trivalent rare
earths from nitrate solutions with an acidic
organophosphorus extradant, Cyanex 301 (HX)
may be expressed as,

Maq
3+ +3(HX)2orgU

Kex
MX3.3HXorg+3Haq

+

where Kex is the equilibrium constant. It is as-
sumed that the extractant exists predominantly
as dimeric species, (HX)2 in the range of con-
centrations used [8,11].

Kex=
[MX3.3HX]org[H+]aq

3

[M3+]aq[(HX)2]org
3 (2)

Then the distribution ratio, D, of the metal can
be written from Eq. (1) and Eq. (2) as

D=
[MX3.3HX]org

[M3+]t
=

Kex [(HX)2]3

[H+]3(1+b1[NO3
−])

For confirming the above mechanism, the ex-
traction of trivalent La, Nd, Eu, Tb, Ho, Tm,
Lu and Y from 1.0 mol dm−3 sodium nitrate
solutions with Cyanex 301 alone in xylene as a
function of extractant concentration (0.008–0.6
mol dm−3) and pH (at constant Cyanex 301=
0.03 mol dm−3 for Y and heavier rare earths;
0.5 mol dm−3 for La(III), Nd(III) and Eu(III)
respectively has been studied. The relevant log–
log plots (Figs. 1 and 2) were linear with a
slope of 3.0, indicating the extraction of com-
plexes, MX3.3HX.

The equilibrium constants (Kex) for the above
species were determined by non-linear regression
analysis as described in our earlier publications
[6,12] and the values are shown in Table 1. It is
clear from Table 1 that the equilibrium constant
values of these trivalent lanthanides increase
with atomic number, presumably as a result of
the increase in strength of the electrostatic inter-

action between the extractant anion and the lan-
thanide cation as the size of the latter decreases.
The extraction of yttrium lies between that of
Ho and Tm, as would be expected on the basis
of its cationic radii. A similar trend has been
observed by Reddy et al. [7] in the equilibrium
constants of rare earths from nitrate media with
bis(2,4,4-trimethylpentyl)phosphinic acid in
xylene as an extractant. Further, the equilibrium
constants of Cyanex 301 (Kex of Ho=2.97×
10−3; Y=5.43×10−3) are found to be much
smaller than that of the DEHPA [13] (Kex of
Y=35; Kex of Ho=24) system. The present re-
sults clearly suggest that the lower the pKa of
the extractant, the higher its extractability (pKa

of DEHPA=0.98; Cyanex 301=2.61).

3.2. Extraction of tri6alent rare earths with
Cyanex 301 in the presence of Cyanex 923

The extraction of rare earths from 1.0 mol
dm−3 sodium nitrate solution of pH=3.0 with
mixtures of Cyanex 301 (0.005–0.5 mol dm−3)
and Cyanex 923 (0.006–0.04 mol m−3) in
xyiene has been studied. About a twofold syner-
gistic enhancement in the extraction of heavier
rare earths (synergistic enhancement factor=
DMixture/(Dcyanax 301+Dcyanax 923) for Lu=2;
Tm=2; Ho=1; Y=2; has been observed with
mixtures of 0.01 mol dm−3 Cyanex 301 and

Fig. 1. Effect of Cyanex 301 concentration on the extraction of
rare earths. Aqueous phase, 1.0 mol dm−3 sodium nitrate at
pH 3.0+M(III)=1×10−4 mol dm−3.
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Fig. 2. Effect of pH on the extraction of rare earths. Aqueous
phase, 1.0 mol dm−3 sodium nitrate+M(III)=1×10−4 mol
dm−3.

mol dm−3 that at constant Cyanex 923 concen-
tration (0.01 mol dm−3 for Lu, Tm, Ho and Y;
0.02 mol dm−3 for Eu) two molecules of the
cyanex 301 are involved in the extracted com-
plexes of Eu(III), Ho(III) Tm(III), Lu(III) and
Y(III). On the other hand, in the case of La(III)
and Nd(III), it is clear from the plot (log
(D [H+]2(1+0b1[NO3

−]) versus log [(HX)2]org

mol dm−3) that only one molecule of Cyanex
301 is involved in the extractable complexes.

The plots (Fig. 4) of log {D [H+]3(1+
b1[NO3

−])} versus log [TRPO]org mol dm−3 at
constant Cyanex 301 concentration (0.01 mol
dm−3 for Ho, Tm, Lu and Y; 0.02 mol dm−3

for Eu), give slopes of 2 for Eu(III), Ho(III),
Tm(III), Lu(III) and Y(III), indicating the par-
ticipation of two TRPO molecules in these syn-
ergistic extraction systems.

On the other hand, in the case of La(III) and
Nd(III), it is clear from the plot (log
{D [H+]2(1+b1[NO3

−]}) versus log [TRPO]org

mol dm−3) that only one molecule of TRPO is
involved in the extracted complexes. These in
conjuction with the slope value of 2 and 3 ob-
served in the extraction of lighter and heavier
rare earths, respectively, with the pH variation
experiments (pH 2.0–3.0) at constant Cyanex
301+Cyanex 923 (for the sake of conciseness,
the data not included) indicates the synergistic
extraction equilibria as follows:

Maq
3+ + (HX)2org+TRPOorg

+NO3 aq
- U

KSyn, 1
MX2.NO3.TRPOorg+2Haq

+ (4)

where M3+ =La(III) and Nd(III).
Then from Eq. (1) and Eq. (4), the distribu-

tion ratio, D, can be written as

D=
Ksyn, 1[(HX)2][NO3

−][TRPO]
[H+]2(1+b1[NO3

−])
(5)

Maq
3+ +2(HX)2org

+2TRPOorg U
Ksyn, 1

MX3.HX.2TRPOorg+3Haq
+

(6)

0.01 mol dm−3 Cyanex 923. In the case of
Eu(III) about threefold enhancement and one to
twofold enhancement in the extraction of lighter
lanthanides has been observed with mixtures of
0.2 mol dm−3 Cyanex 301 and 0.01 mol dm−3

Cyanex 923. Further, the results dearly demon-
strate that at constant concentration of Cyanex
923, the synergistic enhancement factor for these
metal ions marginally increases with the increase
of Cyanex 301 concentration. On the other
hand, at a given concentration of Cyanex 301,
the synergistic enhancement factor decreases
with the increase of Cyanex 923 concentration.

It is clear from the plots (Fig. 3) of log
(D [H+]3{1+bl[NO3

−]}) versus log [(HX)2]org
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where M3+ =Eu(III), Ho(III), Tm(III), Lu(III)
and Y(III).

D=
Ksyn, 1[(HX)2]2[TRPO]2

[H+]3(1+b1[NO3
- ])

(7)

The above synergistic extraction mechanisms
were further confirmed by analysing the equi-
librium data using Eq. (5) for La(III) and
Nd(III), and Eq. (7) for Eu(III), Ho(III),
Tm(III), Lu(III) and Y(III), as described in our
earlier publications [6,12]. The equilibrium con-
stants of the extracted complexes for these triva-
lent rare earths were determined by non-linear
regression analysis and the values are given in
Table 1.

The present study clearly shows that the com-
plex MX2.NO3.TRPO seems to be involved in
the extraction of La(III) and Nd(III) from ni-
trate solutions with Cyanex 301 in the presence
of Cyanex 923 as a synergist. On the other
hand, Eu(III), and heavier rare earths are ex-
tracted as MX3.HX.2TRPO. This difference pos-
sibly arises due to the presence of nitrate ions in
the aqueous phase which compete with Cyanex
301 during the metal chelate formation in the
case of lighter rare earths. This competition may
be less pronounced in the extraction of heavier
rare earths and yttrium, resulting in the extrac-
tion of the above complexes. The authors have
also observed the formation of mixed-ligand
complexes M(NO3).(BTMPP)2.(TRPO)2 in the
extraction of lighter lanthanides with mixtures
of Cyanex 272 (HBTMPP) and Cyanex 923
from nitrate solutions [7]. The ability of a neu-

tral donor, TBP to replace a chelated molecule
of thenoyltrifluoroacetone (HTTA) has been re-
ported by Davies et al. [14,15] in the extraction
of rare earths from nitrate solutions. The above
authors have postulated that this replacement
was due to steric factors.

Table 2 gives the separation factors (SF) be-
tween these trivalent rare earths defined as the
ratio of the respective equilibrium constants
with Cyanex 301 and Cyanex 301+Cyanex 923
systems. It is interesting to note that the selec-
tivities observed between yttrium and heavier
lanthanides with mixtures of Cyanex 301 and
Cyanex 923 are higher than that of the Cyanex
301 system alone. Further, the SF values be-
tween Tm/Y are found to be much higher than
that of the DEHPA system, which is widely
used in the Rare Earth Industry. The SF values
of the Lu/Y and Ho/Y pairs are also found to
be comparable with that of the DEHPA system.
On the other hand, the addition of trialkylphos-
phine oxide to the Cyanex 301 system, decreases
the SF values between lighter rare earths. The
improvement in separation factors observed in
this study clearly indicates that yttrium can be
separated from heavier lanthanides in a fewer
number of stages as compared to Cyanex 301
and DEHPA alone.

4. Conclusion

The extraction equilibria of trivalent rare
earths with Cyanex 301 and also with mixtures

Table 1
Two phase equilibrium constants of trivalent rare earths with Cyanex 301 and Cyanex 301+Cyanex 923 systems

Extractant Log equilibrium constant

Tb(III) Y(III)Lu(III)Tm (III)Nd(III)La(III) Eu(III) Ho(III)

−6.0590.04 −5.4690.02 −4.7090.02Cyanex 301 −3.1790.04 −1.8490.04−2.5390.03 −2.2790.04−1.4490.02
−2.1690.02−2.5790.03 −0.2890.020.8790.02Cyanex 301+ 0.5890.02−0.3890.02–−1.7590.03

Cyanex 923
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Fig. 3. Effect of Cyanex 301 concentration on the extraction of rare earths at constant Cyanex 923 concentration. Aqueous phase,
1.0 mol dm−3 sodium nitrate at pH, 3.0+M(III)=1×10−4 mol dm−3.

of Cyanex 301 and Cyanex 923 have been inves-
tigated. It was found that La(III) and Nd(III)
are extracted into xylene as MX2.NO3.TRPO.
On the other hand, Eu(111), Y(111) and heavier
rare earths are found to be extracted as
MX3.HX.2TRPO. The addition of a tri-
alkylphosphine oxide to the metal-Cyanex 301
system not only improves the extraction effi-
ciency of these metal ions but also improves the
selectivities significantly among yttrium and
heavier lanthanides, as compared to the Cyanex
301 system alone. Hence such a mixed-ligand
system would be of practical value in the extrac-
tion and separation of these trivalent lan-
thanides and yttrium.
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phase, 1.0 mol dm−3 sodium nitrate at pH, 3.0+M(III)=
1×10−4 mol dm−3.
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Table 2
Separation factors for trivalent rare earths with Cyanex 301 and Cyanex 301+Cyanex 923 systems

Separation factorsExtraction system

Eu/Nd Ho/Y Tm/Y Lu/YNd/La

0.55 2.68Cyanex 301 3.87 6.685.86
7.16 14.060.792.56Cyanex301+Cyanex 923 2.60

12.50 0.60 3.40 19.60DEHPA [16] 8.40
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Abstract

A biosensor for the specific determination of L-ascorbic acid in fruit juices and vitamin C tablets was developed
using ascorbate oxidase (EC 1.10.3.3) from cucumber (Cucumis sati6us L.) in combination with a dissolved oxygen
probe. Ascorbate oxidase immobilized with gelatin using glutaraldehyde and fixed on pretreated teflon membrane
served as an enzyme electrode. The phosphate buffer (50 mM, pH 7.5) and 35°C were established as providing the
optimum conditions. The biosensor response depends linearly on L-ascorbic acid concentration between 5.0×10−5

and 1.2×10−3 M with a response time 45 s. The biosensor is stable for more than 2 months, while more than 200
assays were performed. The results obtained for fruit juices and tablets were compared with DCIP (2,6 dichlorophe-
nolindophenol) method. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The importance of vitamin C arises from its
being essential for humans. Beyond its function in
collagen formation, ascorbic acid is known to
increase absorption of inorganic iron, to have
essential roles in the metabolism of folic acid,
some amino acid and hormones, and to act as an
antioxidant [1,2]. Consequently, the determination
of L-ascorbic acid in various natural and prepared
foods, drugs and physiological fluids is very im-

portant [3–5]. Many methods have been devel-
oped for the determination of L-ascorbic acid,
however, most of them have been based on its
reducing properties. These methods lack specific-
ity and are prone to interferences by other reduc-
ing agents in the sample [6,7]. The alternative
method for measurement in complex materials
such as physiological fluids or foodstuffs is to use
high-performance liquid chromatography; how-
ever, this is a time-consuming technique [8–10].
Recently, enzymatic methods that are more prac-
tical, accurate and faster than chemical methods
have been developed. Since soluble enzymes are
uneconomically for routine measurements, some
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immobilization methods have also been developed
[11–13]. For the preparation of ascorbate oxidase
electrodes, the enzyme has been combined with an
appropriate sensor [14–16]. The aim of the
present study is to develop a inexpensive, specific
and simple procedure for L-ascorbic acid determi-
nation with ascorbate oxidase enzyme electrode.

Ascorbate oxidase catalyzes the oxidation of
L-ascorbic acid as follows:

2 L-Ascorbate+O2

+2H+ �
Ascorbate oxidase

2 Dehydro-L-ascorbate

+2H2O

In this study, the consumption of O2 was de-
tected by YSI 5739 model dissolved oxygen probe.
The enzyme was immobilized directly on probe by
copolymerization with gelatin, using the bifunc-
tional agent glutaraldehyde.

2. Experimental

2.1. Chemicals

Ascorbate oxidase (EC 1.10.3.3) was isolated
from cucumber (Cucumis sati6us L.) and partially
purified [17]. The enzyme activity was measured
according to modified DCIP (2,6 dichloropheno-
lindophenol) method [17]. The 225 bloom calf
skin gelatin and glutaraldehyde were obtained
from Sigma (St. Louis, USA). All other chemicals
were purchased from Merck (Darmstadt,
Germany).

2.2. Apparatus

YSI 5739 model dissolved oxygen (DO) probes
based on amperometric mode consists of Au
(cathode), Ag–AgCl (anode), half-saturated KCl
(electrolyte) and a teflon membrane (0.0005¦ thick
FEP teflon membrane) which is selective for oxy-
gen. DO probes were connected to a YSI 54A
model oxygenmeter (YSI, Yellow Springs, OH,
USA). For this system, polarizing voltage is 0.8 V.
Ultra-thermostat (Colora, Germany) were also
used.

2.3. Preparation of bioacti6e layer

In this study, the teflon membrane of dissolved
oxygen probe was pretreated with a 0.5% sodium
dodesylsulphate (SDS) solution in 50 mM phos-
phate buffer (pH 7.5). Ascorbate oxidase (140 IU
ml−1) and 225 bloom gelatin (33.5 mg ml−1)
were mixed at 38°C in phosphate buffer (pH 7.5,
50 mM). The mixed solution (200 ml) was spread
over the DO probe membrane and allowed to dry
at 4°C overnight. Finally, it was immersed in 2.5%
glutaraldehyde in 50 mM phosphate buffer (pH
7.5) for 3 min. The enzyme electrode contained
24.8 IU cm−2 enzymatic activity.

2.4. Measurements of the oxygen consumption by
the enzyme electrode

The concentrations of L-ascorbic acid were ob-
tained by measuring the reduction current of oxy-
gen. The steady-state current depends on the
amount of oxygen that is consumed by the enzy-
matic reaction at the immobilized enzyme mem-
brane which is placed on top of the dissolved
oxygen probe. Measurements were carried out by
standard curves which were obtained by the deter-
mination of consumed oxygen level, related to
L-ascorbic acid concentration in the enzymatic
reaction. In the steady-state method, addition of
L-ascorbic acid caused a rapid current decrease,
due to oxygen consumption in the enzyme layer,
which reached a steady-state within 45 s and
dissolved oxygen concentrations were recorded
using an oxygenmeter. All measurements were
carried out using a specifically developed thermo-
static cell at 35°C. An oxygen-saturated working
buffer (50 mM, phosphate buffer, pH 7.5) was
also used.

2.5. Sample preparation

For the determination of L-ascorbic acid in
vitamin C tablets Ca-Sandoz (1000 mg L-ascorbic
acid/tablet) and Redoxan (500 mg L-ascorbic
acid/tablet) tablets were used. The solution of
each tablet was prepared in the phosphate buffer
(pH 7.5, 50 mM) containing 0.6 mM L-ascorbic
acid after they were powdered. The L-ascorbic
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acid content of vitamin C tablet solution was
determined both by using the ascorbate oxidase
and modified DCIP methods.

For the determination of L-ascorbic acid in
some fruit juices, oranges and lemons were used.
After the fruits (100 g) were peeled, they were
homogenized with Braun blender. The ho-
mogenate was filtered through cheese-cloth to re-
move the cellulose residue and then the filtrate
was centrifuged at 10 000 rpm for 5 min at 4°C.
The supernatant obtained was kept at 4°C in dark
and measurements were carried out on the same
day.

The amounts of L-ascorbic acid in each vitamin
C tablet solution and fruit juices prepared were
determined using the ascorbate oxidase and DCIP
methods. The two methods were compared.

3. Results and discussion

3.1. Enzyme electrode optimization

3.1.1. Effect of pH
According to optimization of the biosensor the

optimum pH was found to be 7.5. Fig. 1 shows
the results obtained for the determination of the
optimum pH value for the enzyme electrode.

3.1.2. Effect of buffer concentration
Phosphate buffer at varying concentrations (25,

50 and 100 mM) was tested for maximum elec-
trode response. When the buffer concentration
was increased the electrode response was de-
creased. This can be explained in terms of the
increasing effects of the ionic strength on enzy-
matic activity as negative. As the buffer capacity
of the 50 mM buffer concentration was higher
than the 25 mM one, it was preferred for the
determination of L-ascorbic acid in natural sam-
ples. Moreover, it was observed that the increase
in buffer concentration from 25 to 50 mM de-
creased the electrode response only by 5.0%, and
this decrease was thought not to be important for
getting sensitive results. Therefore, 50 mM phos-
phate buffer was used in all measurements
throughout this work.

3.1.3. Effect of temperature
The effect of assay temperature (15–45°C) was

examined. The highest electrode response was ob-
served at 35°C. Below and above 35°C, decrease
in electrode response was recorded. Deviation
from linearity at high concentrations occurred at
temperatures such as 35 and 40°C. Since higher
enzyme activity observed at these temperatures,
the deviation from linearity was due to the insuffi-
cient amount of dissolved oxygen which was a
co-substrate of the enzyme. On the other hand at
lower temperatures, the standard curve at high
concentration of L-ascorbic acid showed no devia-
tion from linearity as the concentration of the
dissolved oxygen was higher.

3.1.4. Effect of the amount of the enzyme
The effect of enzyme amount on the electrode

response is shown in Fig. 2. The enzymatic activ-
ity of the bioactive membrane layer depended
upon the amount of enzyme. When the amount of
the enzyme on the bioactive layer increased, by
2.95, 5.9 and 8.85 mg enzyme cm−2 (12.4, 24.8
and 37.2 IU cm−2, respectively) an increase was

Fig. 1. Optimum pH for selected response. (	) Citrate buffer,
50 mM; (�) phosphate buffer, 50 mM; (�) glycine buffer, 50
mM. The amount of ascorbate oxidase, gelatin and the per-
centage of glutaraldehyde were kept constant as 5.9 mg en-
zyme cm−2 (24.8 IU cm−2), 5.9 mg gelatin cm−2 and 2.5%,
respectively.
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Fig. 2. Effect of enzyme amount on the electrode response.
Bioactive membrane layers containing fixed concentration of
gelatin (5.9 mg cm−2) and varying levels of activity of ascor-
bate oxidase were assayed at 35°C in phosphate buffer. The
amount of ascorbate oxidase; (�) 2.95 mg enzyme cm−2 (12.4
IU cm−2); (�) 5.9 mg enzyme cm−2 (24.8 IU cm−2); ()
8.85 mg enzyme cm−2 (37.2 IU cm−2) .

was due to insufficient amounts of dissolved oxy-
gen which is a co-substrate of the enzyme.

3.2.2. Specificity
L-Ascorbic acid, oxalic acid, L-aspartic acid,

L-glutamic acid, succinic acid, citric acid, glycolic
acid, D(+ )-glucose, D(− )-fructose, hy-
droquinone, 8-hydroxyquinoline and catechol
were examined for the substrate specificity of the
enzyme electrode. For the determination of sub-
strate specificity of ascorbate oxidase enzyme elec-
trode, 0.4 and 1.0 mM of standard of various
compounds and L-ascorbic acid solutions were
used. The electrode response obtained for L-ascor-
bic acid was accepted as 100% and compared with
the electrode responses of other substances. The
substrate specificity of the enzyme electrode is
given in Table 1. Ascorbate oxidase oxidizes
ascorbic acid by introducing two hydroxyl groups
at the double bound. Hydroquinone (0.4 and 1.0
mM)and catechol (1.0 mM), which contain simi-
lar hydroxyl groups, were also oxidized by the
ascorbate oxidase. However, electrode response

Table 1
The substrate specificity of ascorbate oxidase enzyme
electrodea

Relative activity (%)Substrate

Substrate concen-Substrate concen-
trations (0.4 mM) trations (1.0 mM)

L-Ascorbic acid 100.0100.0
Oxalic acid 0.00.0

0.0L-Aspartic acid 0.0
L-Glutamic acid 0.0 0.0

0.00.0Succinic acid
0.0Citric acid 0.0

Glycolic acid 0.00.0
Glucose 0.0 0.0
Fructose 0.0 0.0

2.2 7.5Hydroquinone
0.08-Hydrox- 0.0

yquinoline
Catechol 0.0 1.9

a Working conditions: phosphate buffer, pH 7.5, 50 mM,
T=35°C. The amount of ascorbate oxidase, gelatine and the
percentage of glutaraldehyde were kept constant as 5.9 mg
enzyme cm−2 (24.8 IU cm−2), 5.9 mg gelatin cm−2 and 2.5%,
respectively.

observed for the electrode response. Although the
best electrode response is obtained by 8.85 mg
enzyme cm−2 (37.2 IU cm−2), this amount causes
some disadvantages in membrane preparation and
membrane stability. Under these conditions, a
homogeneous membrane could not be prepared
due to its high viscosity, and it decomposed after
ten measurements. As a result, 5.9 mg enzyme
cm−2 (24.8 IU cm−2) was found to be the most
suitable amount of the enzyme. In this case, the
bioactive layer could easily be formed and was
stable.

3.2. Analytical characteristics

3.2.1. Linear range
Ascorbate oxidase enzyme electrode response

depends linearly on L-ascorbic acid concentration
between 5.0×10−5 and 1.2×10−3 M at a re-
sponse time of 45 s. At higher concentrations than
1.2×10−3 M, the standard curve showed a devia-
tion from linearity. The deviation from linearity
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Fig. 3. Stability of ascorbate oxidase enzyme electrode. The
amount of ascorbate oxidase, gelatin and the percentage of
glutaraldehyde were kept constant as 5.9 mg enzyme cm−2

(24.8 IU cm−2), 5.9 mg gelatin cm−2 and 2.5%, respectively .

3.2.4. Storage and operational stability
The stability of the enzyme electrode was as-

sessed by its storage and operational efficiency. In
order to determine the biosensor storage stability,
measurements were carried out periodically every
20 days for 2 months. The biosensor was used for
only this purpose and it was stored at 4°C. In the
experiments, 0.05 mM L-ascorbic acid concentra-
tion was used. After the storage period (2
months), it was determined that the retained ac-
tivity of enzyme electrode is more than 85% of its
initial activity (Fig. 3).

On the other hand, another ascorbate oxidase
electrode which has same properties was used for
the determination of operational stability of the
electrode. Two or three measurements were done
in every day during a 2-month period. In this
study, 0.05 mM L-ascorbic acid concentration was
used. During that period more than 200 assays
were carried out with the same electrode.

3.3. Applications

3.3.1. L-Ascorbic acid determination in 6itamin C
tablets

The analytical results for vitamin C tablets are
given in Table 2 and suggest that the results
obtained with ascorbate oxidase enzyme electrode
are in fairly good agreement with those obtained
by DCIP method.

As can be seen in Table 2, the L-ascorbic acid
amounts determined using the enzyme electrode
were 0.3–0.7% smaller than the tablet’s original
content. Whereas, in the case of the DCIP

levels for hydroquinone and catechol were not
important for the substrate specificity of the en-
zyme electrode.

3.2.3. Reproducibility
The reproducibility of responses of the enzyme

electrode was tested by 11 average standard solu-
tions containing equal amounts of L-ascorbic acid
(0.4 mM). The average value (x̄), standard devia-
tion (SD) and variation coefficient (CV) were
calculated as 0.399 mM, 90.001, 0.251%, respec-
tively. In this study a phosphate buffer (pH 7.5,
50 mM) was used and the experiments were car-
ried out at 35°C.

Table 2
Comparison between the ascorbate oxidase enzyme electrode and the DCIP methods for determination of L-ascorbic acid in vitamin
C tablets

Recovery (%)Sample Found L- ascorbic acid contentaMethod L-Ascorbic acid contents of tablets
(mg/tablet) (mg/tablet)

Ca-Sandoz 1000Ascorbate Oxidase 992.5 99.3
Redoxan 500 497.8 99.6Enzyme Electrode

DCIP 1000Ca-Sandoz 1015.0 101.5
Method 500Redoxan 510.0 102.0

a The average of five analyses.
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Table 3
Determination of L-ascorbic acid in fruit juices using the two different methods

Ascorbate oxidase electrode method DCIP methodSample

n=5 n=5Average (mg/100 g)Average (mg/100 g)

CV (%)SDCV (%)SD

31.15 0.0153Orange 39.19 0.00204 2.35 2.42
25.50 0.0158Lemon 26.42 0.00167 2.76 3.04

method, the amount of L-ascorbic acid was found
to be 1.5–2.0% larger. As a result, it can be
suggested that the obtained data, using both
methods, are very sensitive. It was understood
that better results were obtained by the ascorbate
oxidase electrode in comparison to the DCIP
method. In addition, that method is more practi-
cal, specific, and useful than the DCIP method
and not time-consuming.

3.3.2. L-Ascorbic acid determination in fruit juices
The contents of L-ascorbic acid in fruit juices

were determined by ascorbate oxidase electrode
and compared with the DCIP method. The results
are given in Table 3.

As a result of this work, the method developed
by the ascorbate oxidase enzyme electrode was
found to be more advantageous in comparison to
other methods reported in the literature so far; it
was determined that the method is sensitive, eco-
nomic, practical and less time-consuming. L-
Ascorbic acid determination at low con-
centrations is possible by HPLC methods, al-
though very expensive equipment and chemicals
are necessary [10,18,19]. Ion chromatographic and
gas chromatographic methods are time-consum-
ing and also very expensive for the determination
of L-ascorbic acid [20,21]. The enzymatic methods
are known to be very sensitive, specific, simple
and useful methods, in which the immobilized
forms of the enzymes are generally used [12].
Since biosensor technology provides economical,
practical, specific and sensitive results for the de-
termination of L-ascorbic acid, it was improved
very efficiently [15,22].

The ascorbate oxidase electrode developed in
this study has major advantages, such as long-

term stability, sensitivity and linear range. The
major advantage as compared with the original
electrode described by Uchiyama and Umetsu
[15], lies in lowering of the linear range from
2.5×10−4 to 1.6×10−3 M L-ascorbic acid to
5.0×10−5–1.2×10−3 M. For the L-ascorbic
acid sensor described by Uchiyama and Umetsu
[15], response time and life time have been re-
ported to be 3–6 min and 11 days, respectively.
On the other hand, the response time and life time
of our biosensor are 45 s and at least 2 months,
respectively. In addition, after carrying out 200
measurements for 2 months, the biosensor is still
found to be active. The reproducibility of the
analysis results is very high and there are no
important interference effects from diverse sub-
stances. Consequently, it can be suggested that the
method developed would be an original and use-
ful procedure for L-ascorbic acid determination.
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Abstract

A voltammetric enzyme-linked immunoassay based on new system of m-aminophenol (MAP)–H2O2–horseradish
peroxidase (HRP) has firstly been developed and used for the detection of HRP, labelled HRP and ferritin in human
serum. HRP or labelled HRP catalyzes the oxidation reaction of MAP with H2O2, the product of which produces a
sensitive voltammetric peak at potential of −0.46 V (vs. SCE) in Britton–Robinson (BR) buffer solution. By using
this voltammetric peak, HRP can be measured with a detection limit of 9.5×10−1 mU/l and a linear range of
2.5–2.5×102 mU/l. The detection limit to ferritin is 0.25 ng/ml and the linear range 0.25–320 ng/ml. The processes
of the electro-reduction of the product of the enzyme-catalyzed reaction have been investigated in detail. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Electrochemical immunoassay; Ferritin; Horseradish peroxidase (HRP); m-Aminophenol; Voltammetry
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1. Introduction

Immunoassay with electrochemical detection is
an attractive method in bioanalytical chemistry
due to its high sensitivity and low detection limit.
Technique with enzyme labels is by far mostly
used in electrochemical immunoassay. Heineman
and co-workers, and others, have applied alkaline

phosphatase to the detection of some antigens
and drugs [1–8], most of which are involved in
amperometric enzyme-linked immunoassay. There
are only a few documents on voltammetric en-
zyme-linked immunoassay [9,10].

The sensitive detection of ferritin in human
serum is very important. Agar double diffusion,
immunoelectrophoresis, immuno-osmophoresis,
reverse indirect hemagglutination and the enzyme-
linked immunosorbent spectrophotometric assay
(ELISA) are now employed for the detection of
ferritin, but the sensitivity of these techniques is
somewhat low [11,12].

* Corresponding author. Tel.: +86-532-4022750; fax: +86-
532-4879146.
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In this paper, a new system of MAP–H2O2–
HRP voltammetric enzyme-linked immunoassay
was advanced for the first time, which also had
not been investigated in spectrophotometric
ELISA method. The oxidation of MAP by H2O2

catalyzed by HRP yields a stable product 2-
amino-5-[(3-hydroxyphenyl)amino]-2,5-cyclohexa-
diene-1,4-dione. The product has two unsaturated
bonds, which are subject to electro-reduction, and
can be detected by voltammetry. So, MAP was
chosen as the substrate. The method has been
successfully applied to the detection of ferritin in
human serum.

2. Experimental

2.1. Apparatus

MP-1 voltammetric analyser, produced by
Shandong No. 7 Electric Communication Fac-
tory, with a three-electrode system, composed of a
dropping mercury electrode or a hanging mercury
drop electrode as working electrode, a platinum
wire electrode as auxiliary electrode and a satu-
rated calomel electrode (SCE) as reference elec-
trode; JM-01 hanging mercury drop electrode was
made by Jiangsu Electric Analysis Apparatus Fac-
tory. Incubation for the immune reaction is car-
ried out in a Model HH.W21.Cr420 incubator,
produced by Guangdong Shantou Instrument
Factory.

2.2. Reagents

m-Aminophenol (MAP): Fluka, 2.5×10−2

mol/l MAP solution was prepared by dissolving
0.2730 g MAP in water and diluted to 100 ml.
HRP solution: Dongfeng Biochemical Technique,
Shanghai Institute of Biochemistry, 250 units per
mg enzyme (RZ\3.0), 2.5×108 mU/l stock solu-
tion of HRP was prepared by dissolving 0.0500 g
HRP in 50 ml water, which was stored in a
refrigerator at 4°C. H2O2 solution: 4.0×10−4

mol/l, prepared before using. Britton–Robinson
buffer solution: 0.2 mol/l, pH 7.25 and 0.2 mol/l,
pH 10.5. Carbonate buffer (0.1 mol/l, pH 9.6):

1.60 g Na2CO3+2.90 g NaHCO3, diluted to 1 l.
PBS–Tween 20 buffer solution: 8.00 g NaCl+
2.90 g Na2HPO4·12H2O+0.20 g KH2PO4+0.20
g KCl+0.5 ml 1% Tween 20, diluted to 1 l, pH
7.4. Substrate solution: to a colorimetric tube of
10 ml the following solutions were added in se-
quence: 1.0 ml of 2.5×10−2 mol/l MAP solution,
2.0 ml of 4.0×10−4 mol/l H2O2 solution and 4.0
ml of pH 7.25 BR buffer solution, then diluted to
the desired scale and shaken to uniform. The
Ferritin EIA Kit was purchased from Beijing
Biotinge Biomedicine. The kit included: a 96-well
immunoplate precoated by anti-ferritin serum,
horseradish peroxidase (HRP)-conjugated anti-
ferritin (FtAb-HRP), 0 ng/ml of ferritin negative
control serum, 320 ng/ml of ferritin quality con-
trol serum. The other reagents were all analytical
reagents prepared with doubly deionized water.

2.3. Procedures

2.3.1. Measurement of HRP acti6ity
A total of 1.0 ml (2.5×10−2 mol/l) MAP+2.0

ml (4.0×10−4 mol/l) H2O2+4.0 ml, pH 7.25 (0.2
mol/l), BR buffer+1.0 ml (2.5×102 mU/l) HRP,
diluted to 10 ml with dideionized water. Then it
sat for 30 min at room temperature. A total of 5.0
ml of the above solution was transferred into a
colorimetric tube of 10 ml, and 2.5 ml of pH 10.5
BR buffer solution were subsequently added, then
diluted to the scale and shaken to uniform solu-
tion. The solution was transferred into a 10-ml
electrolyte cell. The second-order derivative lin-
ear-sweep voltammogram was recorded with an
MP-1 voltammetric analyser. The instrumental
conditions were as follows: initial potential, −
0.20 V; potential scanning rate, 535 mV/s; mer-
cury drop standing time, 12.8 s.

2.3.2. Determination of ferritin
The wells of the polystyrene immunoplate pre-

coated by anti-ferritin serum were rinsed with
PBS–Tween 20 buffer (300 ml) three times for 3
min each. After removing the rinsing solution, 100
ml of the ferritin quality control serum diluted
with PBS buffer or the serum sample were added
to each well and incubated at 37°C for 30 min.
The wells were then rinsed as above, and 100 ml of
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FtAb-HRP were added to each well and incu-
bated at 37°C for 30 min. The wells were then
rinsed as above and once more with dideionized
water. Following this step, 400 ml of the sub-
strate solutions were added to each well and
incubated at room temperature for 30 min. The
reaction solution was transferred into a cell of 2
ml. A total of 200 ml of 0.2 mol/l BR buffer
(pH 10.5) and 200 ml dideionized water were
added into the cell. The second-order derivative
linear-sweep voltammogram was recorded. The
ELISA detection of the immuno-reaction solu-
tions prepared as above was conducted with a
Minireader II (Dynatech).

3. Results and discussion

3.1. The second-order deri6ati6e linear-sweep
6oltammograms

Differential pulse voltammetry, mordern
square wave voltammetry and linear sweep sec-
ond-order derivative polarography all have ex-
cellent voltammetric peaks or polarographic
waves in the detection of the product formed by
H2O2 oxidizing MAP, which is catalyzed by
HRP in pH 10.5 BR buffer solution. Among
these methods, linear sweep second-order deriva-
tive polarography has advantages, such as the
highest sensitivity, the lowest detection limit, the
short experimental time or fastest electrochemi-
cal procedure, and simple manipulation. The
product of the enzyme-catalyzed reaction has a
well-defined voltammetric peak. Fig. 1 shows the
results of the second-order derivative linear-
sweep voltammograms. Curve 1 is the voltam-
mogram of BR buffer solution, which has no
voltammetric peak. Curve 2 is that of BR+
MAP+H2O2, which has a small voltammetric
peak at −0.46 V. The small peak is due to the
product of slow oxidation of MAP by H2O2.
Curve 3 is that of the enzyme-catalyzed reaction
solution. Owing to the addition of HRP, which
quickens greatly the oxidation of MAP with
H2O2, the reaction product produces a large and
well-defined voltammetric peak at −0.46 V. Al-

though the HRP content is as low as 2.5 mU/l,
a distinctive increase of this voltammetric peak
can still be observed. In this concentration of
HRP, the response current is 0.8 mA. On the
basis of analytical data [13], the oxidation of
MAP by H2O2 yields a stable product, 2-amino-
5- [(3 -hydroxyphenyl)amino] -2,5 -cyclohexadiene-
1,4-dione, if the enzyme-catalyzed reaction hap-
pens in BR buffer solution of pH 7.25. In BR
buffer solution of pH 10.5, the product of the
enzyme-catalyzed reaction can be reduced
through two-electron transfer. With the electro-
reduction peak, free HRP and different labelled
HRPs can be determined. By means of im-
munoassay, different antibodies and antigens
can also be identified.

3.2. Conditions for enzyme-catalyzed reaction

HRP intensely catalyzes the oxidation reaction
of MAP by H2O2 in BR buffer solution. From
the structure of the product [13] and the catalyt-
ical cycle of HRP in reaction [14], the process
of the enzyme-catalyzed reaction can be ex-
pressed as follows:

Fig. 1. Second-order derivative linear-sweep voltammograms:
(1) 0.08 mol/l pH 7.25 BR buffer; (2) reaction without HRP
(0.08 mol/l pH 7.25 BR buffer+2.5×10−3 mol/l MAP+
8.0×10−5 mol/l H2O2); (3) reaction with HRP: 2+25 mU/l
HRP.
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In a pH range from 2.0 to 10.0, the effect of the
pH value of BR buffer solution on the reaction
was tested. At pH 7.0–7.5, a sensitive and stable
voltammetric peak can be obtained. So, BR buffer
at pH 7.25 was chosen as optimal enzymatic
reaction solution. The concentrations of BR
buffer solution, MAP and H2O2 were also investi-
gated. When 10 ml of the overall reaction solution
included 4.0 ml of 0.2 mol/l pH 7.25 BR buffer
solution, 1.0 ml of 2.5×10−2 mol/l MAP solu-
tion and 2.0 ml of 4.0×10−4 mol/l H2O2 solu-
tion, the peak was the highest and also stable.

Under the selected enzyme-catalyzed reaction
conditions, the equilibrium will be achieved in 25
min at room temperature. And the peak height
keeps stable within 2 h and the small blank peak
also has no change. A total of 30 min was selected
as the time for the enzyme-catalyzed reaction at
room temperature.

3.3. Detection conditions

A fine second-order derivative linear-sweep
voltammetric peak of the product of the enzyme-
catalyzed reaction can be obtained in some buffer
solutions, such as BR, HOAc–NaOAc, NH3–
NH4Cl, H3BO3–KCl–NaOH and KH2PO4–
Na2HPO4. In this work, BR buffer solution was
selected as the supporting electrolyte for the po-
larographic measurement. The effect of pH value
of BR buffer on the voltammetric peak was inves-
tigated. The peak potential shifts negatively and
the peak height advances with the increase of pH,
and with a relative stability before the peak height

decreases with the further increase of pH. At pH
10.5, the peak is the highest and also stable. When
10 ml of the overall solution includes 2.0–3.0 ml
of 0.2 mol/l BR buffer solution (pH 10.5), the
highest peak appears.

For pH 7.25 BR buffer solution, the linear-
sweep voltammetric peak increases with the in-
crease of the scanning rate. But the plot of the
peak current against the square root of the scan-
ning rate is not linear but an upward curve in the
range of 120–735 mV/s. The peak potential val-
ues shift to more negative values with the increase
of the scanning rate. The peak potential value
shifts about 10 mV negatively, while the scanning
rate increases 100 mV/s. That is to say, the
product of the enzyme-catalyzed reaction is ad-
sorbed on the mercury electrode. Because the
second-order derivative linear-sweep voltam-
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mogram is recorded on a dropping mercury, the
phenomenon that the product of the enzyme-cata-
lyzed reaction is adsorbed on the dropping mer-
cury electrode does not interfere the detection.

Under the selected conditions, the multiple-
sweep voltammograms of the product of the en-
zyme-catalyzed reaction were recorded. On the
first scanning curve, there are good cathodic and
anodic peaks and these two peaks are similar in
height. Based on the theory advanced by Nichol-
son [15], this is a two-electron reversible electrode
process. In the multiple-sweep cyclic voltam-
mograms, the peak lowers gradually to nothing
with the increase of the scanning time. This is the
adsorptive behaviour of the product of the en-
zyme-catalyzed reaction.

The cyclic voltammetric experiment was run for
the solution of the enzyme-catalyzed reaction. Af-
ter reaction in pH 7.25 BR buffer solution, the
cyclic voltammograms were recorded at different
pH values from 3.0 to 13.0. There is no cyclic
voltammetric peak when pHB5.0. Between pH
5.0 and 12.0, one pair of reversible redox peaks
appears. In the pH range of 5.0–12.0, the two
peak heights are almost equal, which indicates the
reversible electrode process. When pH\12.0,
there is only a small cathodic peak, and the
anodic peak disappears.

The influence of pH on the peak potential was
investigated for BR buffer solution of different
pH values. The peak potential value has a good
linear relation with the pH value in the range of
3.0–12.0, with an equation of linear regression
Ep= −0.170–0.067 pH (n=9, g= −0.9962).
According to the formula [16]: −0.059 x/n= −
0.067, where n is the number of the electron
transfer, x is the hydrogen ion number participat-
ing the reaction, x:n=2.

From the above experimental results, there is a
two-electron reversible redox process of 2-amino-
5-[(3-hydroxyphenyl) amino]-2,5-cyclohexadiene-
1,4-dione in pH 5.0–12.0 BR buffer solution,
which can be expressed as follows:

Fig. 2. Dilution curves of detecting FtAb-HRP with this
method (1); the o-dianisidine spectrophotometric ELISA
method (2); and the o-phenylenediamine spectrophotometric
ELISA method (3).

If pH\12.0, there is a two-electron irreversible
reduction process of 2-amino-5-[(3-hydrox-
yphenyl) amino]-2,5-cyclohexadiene-1,4-dione.

3.4. Determination of HRP and labelled HRP

According to the experimental method, differ-
ent quantities of HRP were used to catalyze the
oxidation reaction of MAP with H2O2 and the
second-order derivative linear-sweep voltam-
mograms were recorded. The HRP concentration
from 2.5 to 2.5×102 mU/l has a good linear
relation with the peak height in BR buffer solu-
tion. The relative standard deviation is 4.8% for
11 parallel determinations with 5.0 mU/l HRP,
and the detection limit of HRP is 9.5×10−1

mU/l (3s).
In order to use the new system in the im-

munoassay of ferritin, the HRP-conjugated anti-
ferritin (FtAb-HRP) was detected under the
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optimum experimental conditions. The result is
shown in curve 1 of Fig. 2; that of the o-diani-
sidine spectrophotometric ELISA method in
curve 2 of Fig. 2; that of o-phenylenediamine
spectrophotometric ELISA method in curve 3 of
Fig. 2. The highest dilution ratio detected by this
method is 1: 1.0×107. The highest dilution ratio
detected by the o-dianisidine spectrophotometric
ELISA method is 1:1.3×105 and that by the
o-phenylenediamine spectrophotometric ELISA
method 1:2.1×106. The detection limit of this
method is lowered by 64 times compared with
that of the o-dianisidine spectrophotometric
ELISA method; and four times compared with
those of the o-phenylenediamine spectrophoto-
metric ELISA method. The presented method is a
highly sensitive detection method.

3.5. Determination of ferritin

The determination of ferritin was carried out
with double-antibody-sandwich immunoassay
method, the advantage of which is that the manip-
ulation is simpler and faster; the detection cost is
lower and the application is easier. It needs no more
than 2 h to detect a batch of samples. The more
ferritin detected in serum, the more the FtAb-HRP
combined on the solid-phase carrier, the more the
product of oxidizing MAP by H2O2 catalyzed by
FtAb-HRP, the higher the voltammetric peak.
Nonspecific adsorption of ferritin and labelled
antibody can be suppressed using not only Tween
20 but also this method. In this assay, the commer-
cial ferritin kit was used directly. The conditions of
the immune reaction were controlled according to
the procedure recommended by conventional
ELISA.

3.5.1. The linear range, the detection limit and
the precision of ferritin determination

Under optimum conditions, the linear range of
the ferritin quality control serum is 0.25–320 ng/ml
and the detection limit is 0.25 ng/ml. The equation
of linear regression is ip¦=3.912+1.461 log2 C (ip¦
is the peak current, mA; C is the concentration of
ferritin, 0.25–320 ng/ml, n=12), r=0.9976. The
repeatability of the assay was studied by running
11 replicate assays on 7.8 ng/ml of ferritin in serum,

Table 1
The comparison of results of this method with the o-
phenylenediamine spectrophotometric ELISA method for the
detection of ferritin in human serum

This method (ng/Sample o-Phenylenediamine spec-
ml) trophotometric ELISA

method (ng/ml)

4.0 5.01
2.63.62

140.03 154.0
48.04 42.0

5 279.0 250.0
260.06 255.0

7 8.0 8.0
8 10.0 5.0
9 30.046.6

37.0 48.010

and the relative standard deviation is 3.4%. Under
the same conditions, the linear range of the ferritin
quality control serum is 1.0–320 ng/ml and the
detection limit is 1.0 ng/ml with the o-phenylenedi-
amine spectrophotometric ELISA method. The
equation of linear regression is A= −0.492+
0.9191 log C (A is the absorbance, C is the concen-
tration of ferritin, 1.0–320 ng/ml, n=6),
r=0.9960. Under the same conditions, the detec-
tion limit is 160 ng/ml with o-dianisidine spec-
trophotometric ELISA method.

3.5.2. The determination of human serum samples
Under the optimum conditions, the human

serum samples were detected. The compared results
with o-phenylenediamine spectrophotometric
ELISA method were listed in Table 1. The results
are corresponding to each other. The result of this
method is linear proportional to that of spec-
trophotometric ELISA method, and the equation
of linear regression is y=2.17+1.04x (x is the
results of this method; y is the results of o-
phenylenediamine spectrophotometric ELISA
method; n=10), r=0.9947.
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Abstract

A series of generic nitrite assay systems based on the single step nitrosation of phenol derivatives are presented. The
chemical reactivity offered by the C-nitroso compounds provides an opportunity to pursue a number of analytical
strategies of which three spectroscopic (UV/Vis) and two electrochemical options (linear sweep voltammetry/differen-
tial pulse voltammetry) were evaluated. The capacity for multiple detection options from a single analyte species
without significant sample manipulation is a major advantage with each assay system providing sub ppm detection
limits with linear ranges up to milli-molar concentrations of nitrite. The influence of common interferents such as
nitrate, ascorbate and paracetamol was investigated. The applicability of the assay procedures to the analysis of
authentic biological samples (saliva and urine samples) was assessed with the analytical accuracy independently
corroborated with a standard Griess protocol. In addition, a brief comparison with alternative nitrite detection
strategies is also presented. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Phenol; Phloroglucinol; Nitrite; Electrochemical; Spectroscopy
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1. Introduction

The nitrite ion is an important intermediate in
the biological nitrogen cycle and is present in soils
and surface waters [1,2]. Nitrite is also a versatile
chemical agent which has found numerous appli-
cations ranging from dye manufacture to food
preservation [3,4]. While the commercial utilisa-

tion of this agent has found numerous beneficial
applications, health concerns over its implication
in certain cancers has led to the establishment of
a significant knowledge base for its determination
in a wide variety of matrices [4–7]. A large num-
ber of detection techniques are available with the
majority based upon either chromatographic or
spectroscopic methodologies. Selection of the ap-
propriate analytical procedure will generally de-
pend upon the equipment available, sample
nature and the expected nitrite level. Spectro-
scopic procedures require relatively simple instru-
mentation but the need for several preparative
stages and the potential interference from other
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coloured species within the matrix often limits
their applicability. This problem is highlighted by
the large number of spectroscopic detection
strategies available in the literature such that one
particular procedure will fit the requirements of
an application under a given set of circumstances.
There is clearly a need for a versatile yet simple
assay which can be analysed using a number of
techniques but which retains a single, common
preparative stage.

This report details one such procedure which is
based upon the single step nitrosation of commer-
cially available phenolic compounds with the re-
sulting products providing a diverse range of
analytical possibilities. The production of nitroso
compounds from the reaction of nitrous acid with
phenolic species is well established and is known
to result in the incorporation of nitroso functional
groups onto the aromatic ring system (C-nitrosa-
tion) [8–10]. The typical reaction scheme which
forms the foundation of the assay systems de-
scribed herein is detailed in Fig. 1.

The resulting phenolic species are often
coloured and could be applied to the detection of
nitrite. The reaction of various phenolic com-
pounds with acidified nitrite was investigated and
their suitability for nitrite determination assessed.
Phenol, hydroquinone, catechol, resorcinol, pyro-
gallol, phloroglucinol and gallic acid were all as-
sessed but only three successfully fulfil the criteria
of providing a quick and stable response. This
article will therefore examine the results obtained
from the investigations into phenol, resorcinol
and, particularly, phloroglucinol which has been
found to possess several beneficial qualities for
nitrite detection.

The chemical versatility of the C-nitroso species
is such that many analytically distinct procedures
can be developed from a single species. In this
report we present three spectroscopic strategies
and detail a number of electrochemical alterna-
tives. Each assay is evaluated and factors such as
colour stability, response and the influence of
interferents assessed. In addition, the ability to
detect nitrite in a range of complex matrices
(saliva, urine and river water) using the assay
systems presented herein was investigated.

2. Experimental

All reagents were of the highest grade available
and were used without further purification. Each
reagent solution, with the exception of HCl, was
prepared in deionised water immediately before a
given analytical session. Spectroscopic measure-
ments were obtained using a Hewlett Packard
HP8452 diode array spectrophotometer. Cyclic
voltammetry was conducted using a Cypress Sys-
tems CYSY-I potentiostat. Differential pulse
voltammetry was conducted using an Autolab
(Windsor Scientific) potentiostat. A three-elec-
trode configuration was adopted throughout with
a bare glassy carbon (0.1 cm2) electrode serving as
the working electrode with a platinum wire auxil-
iary and an Ag/AgCl (3 M KCl) reference
electrode.

2.1. Spectroscopic assay procedures

The development of each assay is presented in
turn and the relevant lmax and molar absorptivity
data summarised in Table 1. Each system is based
on the reaction pathway detailed in Fig. 1 with
excess phenolic reagents added to minimise the
possibility of multiple substitution. Condensation
of the resulting nitroso species with the excess
phenol to form the corresponding indophenol
derivative (Liebermann Reaction) [11] was not
observed irrespective of the assay conditions spe-
cified and phenol indicator.

2.2. The acidic assay

A solution containing the phenolic species (2
ml, 20 mM) was placed in a quartz cell (1 cm path

Fig. 1. Nitrosation reaction scheme.
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Table 1
Comparison of the spectroscopic assay parameters

Assay procedure

Cu(II)AcidicDevelopment timea AlkalineReagent

oblmaxlmax ob lmax ob

1.75 N/AN/A300 3981.25 h

352 1.84 1.473621 h 300c 1.48

N/A 1.58N/A 34810 min 312 1.08

a The nitrosation of the phenolic ring is the rate determining step and as such only one development time is shown for each
indicator reagent.

b Molar absorptivity, o/104 l mol−1 cm−1. Each calculation based on 10–20 points covering a linear nitrite range extending from
6 mM to 0.2 mM with R2=0.999.

c Absorption Shoulder—no defined peak.

length) and HCl (100 ml, 0.1 M) added. A given
quantity of nitrite (10–300 ml, 1 mM NaNO2) was
then added and the solution gently mixed. The
absorption spectrum was recorded after the nitrite
addition with a band at 300–320 nm, correspond-
ing to the production of the appropriate nitroso
phenol derivative developing. The nitrite response
of the phloroglucinol assay is shown in Fig. 2.
The kinetics of the nitrosation reaction are known
to be complex and depend on the nature of the
nitrosating species, the pH and the aromatic spe-
cies present. While the reader is directed to more
comprehensive treatments [4,12,13] of the kinetics
for this type of reaction a comparison of the time
required for nitrosation to reach completion for
the three phenolic reagents under the assay condi-
tions is provided. In general, the reaction with
phloroglucinol was complete within 2 min, rising

to several hours for the phenol indicator. This
sequence effectively mirrors the reactivity of the
target molecule in that phloroglucinol, being the
most activated with three hydroxy groups, reacts
most quickly under identical conditions. The
highly reactive nature of both the nitrosating spe-
cies and the phenolic compound requires a large
excess of the latter to prevent multiple substitu-
tion of the aromatic rings from occurring. The
mono substituted derivatives provide an analytical
band that is just within the visible region (as
shown by the lmax values in Table 1). Multiple
substitution pushes the analytical band into the
UV region (not shown) and thus requires a
greater degree of instrumentational expense. The
position of both the phenol and resorcinol nitroso
band is at the limits of the visible range and their
analytical utility may be questioned where large
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concentrations of organics are present as any
absorption tail may significantly affect the analyt-
ical signal.

2.3. The alkaline assay

This procedure builds upon the previous stage
and provides a substantial improvement in both
signal intensity and clarity as detailed by the
molar absorptivity data in Table 1. The acidic
procedure is completed as previously described
and once the nitroso signal is stable, NaOH (100
ml, 1 M) is added. The resulting nitroso phenolate
derivative produces an absorption band at 352
and 400 nm for resorcinol and phenol, respec-
tively. The transformation between the neutral
nitroso compound and corresponding nitroso
phenolate anion is shown in the inset diagram in
Fig. 2 for the phenol assay. This approach is
similar to the use of p-nitrophenol esters in
colourimetric enzyme assays wherein release of
the anion provides a strong absorption at 400 nm
[13]. The presence of the nitroso species rather
than the nitro compound was confirmed by the
electrochemical reduction (discussed later) and the

spectrum signature. Oxidation of the nitroso
group to nitro functionality does not occur under
the induced alkaline conditions as re-acidification
of the sample returns the initial spectrum.
Phloroglucinol was unsuitable for this procedure
as its own phenolate ion produces a band at 350
nm which masks the analytical absorption signal.
While resorcinol was found to provide a positive
response to nitrite, the stability of the colour was
compromised with oxidation of the reagent effec-
tively masking the analytical response after 5 min.
The nitroso phenolate ion however exhibited ex-
cellent stability over 24 h with no change in signal
magnitude.

2.4. Ion complex assay

The presence of nitroso functionality in the
ortho position relative to a phenol group (o-
quinone monoximes) is known to have extensive
applications in the complexation of metals [9,14–
16]. A previous assay procedure based upon the
action of nitrous acid on resorcinol employed
zirconium ion complexation with the nitroso
derivative to provide the analytical absorbance
band [16]. Given the structural similarity between
resorcinol (1,3-dihydroxy) and phloroglucinol
(1,3,5-trihydroxy) the effect of transition metal
complexation, or interaction, on the position,
shape and intensity of the phenolic-nitroso ab-
sorption band was also assessed. The zirconium
ion approach was not repeated in this instance as
the complexity of the procedure and reagent ex-
pense ran counter to the principal aims of this
investigation. A range of common, environmen-
tally significant ions were however investigated
and their effects on the assay response assessed in
terms of beneficial or detrimental influence. The
acidic assay procedure detailed previously was
modified slightly with various concentrations of
Cd(II), Co(II), Cr(III), Cu(II), Fe(II), Fe(III),
Ni(II) and Zn(II) (typically 0.1–1.5 mM) added
before the nitrite sample (the order of addition
was found to have no effect on the final signal
response).

There was no modification of the signal re-
sponse in the phenol assay which is consistent
with literature reports where the para nitroso

Fig. 2. Spectra profile comparison for the spectroscopic assays.
Simple acidic phloroglucinol (dashed line), copper modified
phloroglucinol assay (solid line). Inset: The transition from
nitrosophenol to nitrosophenolate forms the basis of the alka-
line assay system.
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derivative is known to be the major product. The
position of substitution in the nitrosation reaction
is crucial in terms of complexing ability as only
nitroso groups ortho to the phenol groups (o-
quinone monoximes structures) are generally ca-
pable of metal co-ordination. Thus, both
resorcinol and phloroglucinol are likely to form
ortho nitroso groupings as in both cases the va-
cant 2 and 4 positions, where the electrophilic
substitution would occur, are adjacent to a hy-
droxy group.

The presence of Cu(II), Fe(III), or Ni(II) ions
were found to influence the analytical response.
Excess cupric ion (1 mM) had a beneficial affect
upon the nitroso analytical absorbance band, in-
creasing the sharpness, shifting the peak position
and increasing the signal intensity as detailed in
Table 1. A comparison between the simple
phloroglucinol assay response and that observed
with the copper modified procedure to similar
nitrite concentrations is detailed in Fig. 2. Both
the nickel(II) and iron(III) ions, however, were
found to interfere with the acidic and the copper
modified assay. While the nickel ions broadened
the shape of the peak leading to a depression in
the phloroglucinol analytical signal at 312 nm, the
overall error was found to be typically −2% (0.31
mM Ni(II)) and −6% (1.56 mM Ni(II)). It is
likely that the nickel ion is weakly co-ordinating
to the nitroso group in a similar way to that
observed with the cupric ion. The presence of
ferric ion had by far the greatest effect on the
simple acidic assays as exemplified by the errors
of +57% (0.16 mM Fe(III)) and +130% (0.31
mM Fe(III)) for the phloroglucinol procedure.
Interaction between the ferric ion and the aro-
matic hydroxy groups are responsible for the in-
terference. This is to be expected as the reaction
of ferric chloride with phenolic species is a stan-
dard laboratory test for their identification[11].
Each of the three phenols give a similar response
with a shoulder at around 300 nm and a broad,
weaker band at 540 nm.

Thus, the simple acidic procedure would be
severely limited in situations where significant lev-
els of oxidising agents may be present. The proce-
dure utilising cupric ion to enhance the assay
response to nitrite does fare better in the presence

of ferric ion. Its affect on the phloroglucinol
copper modified procedure is reduced through the
shift in the analytical absorption band to a longer
wavelength resulting in errors of −5% (0.13 mM
Fe(III)) and +8% (0.31 mM Fe(III)), compared
with +57% and +130% for the simple assay. It
is important to note that the relatively high con-
centrations of iron(III) investigated here are un-
likely to be found at such levels within either
routine food or soil samples and therefore simply
highlight the worst case scenario.

2.5. Electrochemical detection

The presence of coloured species within a sam-
ple matrix will affect most spectroscopic analyti-
cal methods to at least some degree. The phenolic
assay procedures detailed in this communication
provide a limited option for effectively ‘tuning’
the analytical absorption band such that if the
simple acidic procedure is masked then secondary
positions can be obtained through the addition of
either base or cupric ion. Unfortunately, the mag-
nitude of the wavelength shift is not large and in
highly coloured matrices may still be insufficient
for clear resolution. Electrochemical reduction of
the nitroso functionality, however, provides a
third option which is independent of the coloured
nature of the matrix and whose reduction poten-
tial (−150 mV vs. Ag/AgCl) is in a region where
there are few competing interferents in the case of
either food (with the notable exception of ascor-
bate) or soil analysis. The main restriction would
however be the need to ensure the complete re-
moval of oxygen from the sample before reduc-
tion took place.

The reagents used for the spectroscopic assay
were also utilised for the electrochemical proce-
dure. The analysis solution consisted of the phe-
nol solution (5 ml, 20 mM) in 0.1 M KCl, HCl
(300 ml of 0.1 M) and the nitrite sample (10–1000
ml, 1 mM). The electrochemical reduction can be
carried out at either glassy carbon or platinum
electrodes. These investigations were carried out
under nitrogen to preclude oxygen interference
with the irreversible reduction of the nitroso
group in each case observed at approximately
−150 mV versus Ag/AgCl. Linear sweep voltam-
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Fig. 3. Linear sweep voltammograms recorded on a glassy
carbon electrode detailing the reduction of phloroglucinol-ni-
troso derivative.

promising of the systems evaluated thus far and
its applicability for the detection of nitrite in these
matrices has been assessed. Both spectroscopic
and electrochemical (DPV) procedures were
examined.

The analysis was carried out using standard
addition procedures. In the interest of brevity the
procedures followed for the analysis of each type
of sample are specified for the electrochemical
assay only. Near identical conditions were applied
for the spectroscopic analysis. The results ob-
tained from the various investigations are com-
pared in Table 2.

2.6.1. Analysis of nitrite in sali6a and urine
The saliva sample was centrifuged using a Cen-

taur bench top micro-centrifuge. An aliquot of the
supernatant (0.3 ml) was then injected into an
electrochemical cell containing phloroglucinol (5
ml, 20 mM) with KCl (0.1 M) as supporting
electrolyte. The sample was then acidified with
HCl (300 ml, 0.1 M) and incubated at room
temperature for 10 min. The solution was de-
gassed with helium and electrochemical measure-
ment initiated. Three aliquots of nitrite (5 ml, 20.3
mM) of stock sodium nitrite solution were then
added to the cell and the increase in peak current
noted for each case. The differential pulse voltam-
mograms recorded are shown in Fig. 4. The stan-
dard addition plot is detailed in the inset diagram

mograms recorded at a glassy carbon electrode
covering the potential range +200 to −500 mV
are detailed for the phloroglucinol nitroso deriva-
tive in Fig. 3. A linear response was observed for
concentrations of nitrite from 4 up to 80 mM.
The regression data relating peak current (Ipc) to
nitrite concentration under the phloroglucinol as-
say conditions are detailed below.

LSV:

Ipc (mA)=3.2×104 [NO2
−] +0.0828, R2

=0.999

2.6. Analytical performance

The applicability of the simple acidic assay
protocol to the analysis of nitrite in authentic
samples was evaluated for a number of differing
matrices. These were principally biological in na-
ture (saliva and urine) but nitrite recovery tests
were also performed in river water. In the case of
the saliva and urine samples, the nitrite concentra-
tion was independently verified through standard
Griess protocols determined by the local hospital
from which the sample originated. The phloroglu-
cinol assay has been shown to be the most

Table 2
Detection of nitrite in authentic biological and environmental
matrices

Biological UV/Vis DPV Griess
(mM nitrite)sample

347.5367360Saliva
156 146.5Urine 144

Reco6ery in ri6er water by DPV

Actual (mM)Sample Expected Recovery (%)
(mM)

25.35 251 101
1042 51.92 50

983 59.0 60
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Fig. 4. Differential pulse voltammograms recorded during the
standard addition determination of nitrite in saliva.

performed under standard conditions. The per-
centage recovery was calculated from the ratio of
the determined concentration of nitrite to the
expected concentration of nitrite.

In summary, it can be seen that the results
obtained from the analysis of nitrite in the two
biological samples, Table 2, are in close agree-
ment with the values obtained from the standard
Griess analysis. Neither the spectroscopic nor the
electrochemical system exhibited any distinct ana-
lytical disadvantage in respect to one another or
in comparison with the Griess method. However,
the spectroscopic system proved fallible in the
analysis of the river water samples. This can be
attributed to the coloured nature of the sample
(possessing an absorption tail leading significantly
into the visible region) and could possibly be
addressed by the way in which the sample was
processed. It does serve to highlight the versatility
of the assay detection system with the electro-
chemical detection option providing nitrite recov-
ery results that are within 95% of the expected
values, detailed in Table 2, despite the sample
colouration.

2.7. Influence of interferents

All three spectroscopic assays and the electro-
chemical options were unaffected by the presence
of nitrate, perchlorate, phosphate, chloride or al-
kali metals. These were assessed at a 100-fold
excess over an initial nitrite concentration of 40
mM. The influence of transition metals has been
previously mentioned. The most potent interferent
likely to be encountered (especially in food and
physiological matrices) is ascorbic acid. This ana-
lyte is a common antioxidant which is extremely
effective at removing nitrous acid and thus a
major problem in assays that utilise acidified ni-
trite as the reaction step. Ascorbic acid reduces
the nitrous acid resulting in the production of
nitric oxide which under normal circumstances
will be lost from the solution [17]

Ascorbic Acid+2NO2
− +4H+U DehydroAA

+2NO+2H2O

with the initial nitrite level (after taking into
account preparatory dilutions) determined as 367
mM. An analogous routine was conducted for the
analysis of nitrite in urine.

2.6.2. Analysis of ri6er water
A sample of water (250 ml) was collected from

the banks of the River Calder, Scotland, and
stored in an opaque plastic bottle. The sample
was kept overnight at 4°C in the dark. Prior to
analysis the water sample was filtered through a
0.2-mm bacteriological filter into a sterile glass
bottle. No further pre-treatment was carried out.
The assay procedure specified for the biological
samples was again used with the exception that
the river water itself was used to make up the
reagent solution, i.e. the phloroglucinol and KCl
were dissolved in the river water to give the final
respective concentrations of 20 and 100 mM. A
portion (5 ml) was transferred to the electrochem-
ical cell and acidified by the addition of HCl (300
ml, 0.1M). The cell was assembled, and the sample
degassed. The electrochemical measurement was
then initiated. After the first electrochemical scan
(blank) an aliquot of stock sodium nitrite (10 ml,
10 mM) was added. The solution was stirred and
the electrochemical measurement performed. Two
further aliquots of nitrite were added representing
a low, medium and high level of nitrite. The
measured level of nitrite in the river water matrix
was calculated by reference to a calibration curve
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As each assay system described in this report is
based upon the reaction of nitrous acid with the
appropriate phenol reagent each is therefore sus-
ceptible to the influence of ascorbate. However
the extent of the induced error is reduced in
magnitude such that at 100-fold excess of ascor-
bate (based on an 18 mM nitrite sample) a depres-
sion of 11% was observed in the case of the simple
acidic phloroglucinol assay procedure. The copper
modified procedure again performed significantly
better resulting in the signal being depressed by
only 3%. These results compared extremely fa-
vourably with previous studies where a 15-fold
excess led to a 19.3% recovery of nitrite using
standard Griess protocol [4]. Repeating the ascor-
bate experiment with phenol as the phenolic indi-
cator reagent produced no nitrite response. The
superior ability of the copper/phloroglucinol as-
say to scavenge NO+ (the principal nitrosating
species) can be attributed to three factors—the
large excess of phloroglucinol, its high reactivity
towards nitrous acid and the fact that copper(II)
salts are known to promote nitrosation through
the co-ordination of nitric oxide thus minimising
the loss [17]. In this case the order of reagent
addition is important with the presence of cupric
ion required before the introduction of the nitrite
sample. It should also be noted that the resulting
nitroso derivatives are stable in the presence of
ascorbic acid.

The presence of activated aromatics such as
phenol and amines will also pose a threat as
indeed they would with the traditional spectro-
scopic procedures based upon the Griess method.
Aromatics containing deactivating groups such as
carboxyl (i.e. phthalate) are less susceptible to
nitrosation and, with the exception of coloured
species such as nitrophenolate, do not exert any
influence on the assay response. Paracetamol con-
tains an activated aromatic ring system and its
influence on the performance of the nitrite system
will be of particular importance when considering
physiological samples such as the saliva and urine
matrices. The effect of this potential constituent
was assessed at a concentration of 0.312 mM and
represents dangerous circulating levels 4 h after
overdose administration of the drug. This level
therefore serves to highlight the worst case sce-

nario for paracetamol interference within a physi-
ological matrix. The influence exerted by the
paracetamol additive on the nitrite assay was
determined by examining the percentage recovery
of various nitrite concentrations. The simple
phloroglucinol assay system was used in combina-
tion with DPV detection and the results obtained
are shown in Table 3. It can be seen that the
paracetamol exerts little effect on the recovery of
nitrite. This can be attributed to the large excess
of the phloroglucinol indicator and its highly
activated ring system whose combination leads to
the efficient scavenging of the available nitrite.

2.8. Technique comparison

A number of reviews relating to the determina-
tion of nitrite and nitrate analysis have been
published [3,4,18] in which comparisons of the
various methods for nitrite determination have
been made. In many of these methods, although it
is nitrate that is the primary concern, the nitrate is
first reduced to nitrite which is then determined
by a variety of methods (e.g. colourimetric and
fluorimetric methods). Consequently the detection
limits of these methods are equally applicable to
nitrite analysis. The most widely used method for
the detection and determination of nitrite is a
colourimetric method based on the formation of a
diazo dye, i.e. the Griess method. It is generally
accepted that this method has a detection limit for
nitrite of 1 mM (50 ppb). Other methods are
compared in Table 4. Further details on the vari-
ous methods are given in references [4,18].

Table 3
Influence of paracetamol on the recovery of nitrite using the
simple phloroglucinol assay

Results in the presence of 0.312 mM paracetamol

Nitrite concentration % RecoveryRatio paraceta-
mol:NO2

−(mM)

26:1 10311.83
23.66 9613:1

9:1 9935.49
9347.32 7:1

10071.04 4:1
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Table 4
Detection limit comparison for alternative nitrite detection
strategies

Detection limits for various methods of nitrite detection

Method mM

Phloroglucinol 6
Enzyme (NH3 electrode) 100

40Complex formation
10Catalytic voltammetry

4Optical absorption of NOX gases
Pneumatoamperometry 4

1.4Diffusion conductivity method
1Electrode
1Colourimetric (Griess)
1Titration
1Fluorescence quenching
0.4Direct optical absorption
0.4Catalysis
0.2Conductimetric
0.2Indirect photometric chromatography

Electron capture 0.1
0.1–0.02Chemiluminescence

0.1Resonance Raman
Solvent extraction 0.1

0.04–0.01Fluorescence
0.02GLC (derivatisation)
0.006Polarography
2×10−5Dye absorption

3. Conclusion

In the majority of cases, assay development
tends to be application driven and while this can
lead to ever decreasing detection limits, the cost is
usually paid through increasing specificity which
ultimately leads to reduced transferability. The
main aim of this report has been to detail a series
of generic procedures which retain both simplicity
and sensitivity. The assay procedures possess
common preparative stages which could be easily
employed in food, soil or health care screening
applications. The value of the systems presented
are principally that where one may be inappropri-
ate to a given circumstance an alternative may be
readily applied using standard laboratory equip-
ment and reagents without recourse to a com-
pletely new method. This is demonstrated in the
case of the interference caused by ferric ion on the
simple assay systems which was easily remedied
through the use of cupric ion.

There have been many reported assay proce-
dures for nitrite determination however the speed,
simplicity and flexibility offered by the phenol
protocols, and in particular that of phloroglu-
cinol, should make the assay system described
here a worthy contribution to existing nitrite de-
tection strategies. More importantly, the assay is
accurate and covers an analytically valuable de-
tection range which is suitable for environmental,
food and physiological analytical applications. In
addition, the complementary electroanalytical de-
tection options are shown to be attractive alterna-
tives to the spectroscopic procedures especially
where highly coloured matrices are problematic.
They also demonstrate their potential to rival
spectroscopy as the primary detection system for
traditional assay procedures with comparable sen-
sitivity and selectivity.
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It should be noted that a low detection limit is
not necessarily a good indication of the superior-
ity of a particular method. The more steps in-
volved in the procedure the greater the chance of
loss of nitrite or generation of reaction intermedi-
ates due to side reactions, with less of the desired
product being formed. It is thus somewhat sur-
prising that the Griess method which involves the
formation of a diazo dye in a four-step reaction,
is such a widely used method. A technique such as
fluorescence, with its low detection limit, requires
several steps in the preparation of the fluorescing
products and consequently the method is not
convenient for routine analysis. Similarly, chemi-
luminescence has not proved to be a method
suitable for general applicability. A recent report
[19] on nitrate and nitrite in food described the
analysis for nitrite by HPLC with UV detection at
214 nm. The limit of detection using this tech-
nique was reported as 10 mM (0.5 ppm).
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Abstract

The new method of preconcentration by extraction for flow injection analysis (FIA) with luminescence and
photometric detection is proposed. Preconcentration is carried out on extraction-chromatographic column, extract is
eluted by extragent with the following separation of extract from aqueous phase in chromatomembrane cell.
Possibilities of the proposed method are illustrated in the examples of FIA with luminescence determination of oil
products and phenols in natural water. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Preconcentration by chromatomembrane ex-
traction in flow injection analysis (FIA) [1,2] has
several advantages over the traditional system of
extraction in segmented flows [3]. These advan-
tages are displayed in greater values of coefficients

of concentration and experimental conveniences
of introduction the chromatomembrane cells in
flow systems of analyzers. In the simplest case,
which has been realized, for example, in the case
of FIA photometric determination of anionic sur-
factants in water [4], in such cells the separation
of analyzed substances is carried out to the extra-
gent’s phase, the flow of which is passing later
through the corresponding flow detector.

The main disadvantage of the method is the
clogging of biporous hydrophobic matrix by sus-
pended particles represented in analyzed samples,
which requires frequent replacement of chro-
matomembrane cells. This disadvantage occurs
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especially during the analysis of natural and
waste waters, when the initial filtration of a
sample is not allowed, due to a danger of the
loss of analyzed impurities.

In this article the combined scheme of precon-
centration by extraction is proposed, and is
more valuable in the case of analysis of natural
and waste waters by FIA. According to the pro-
posed method, the preconcentration is carried
out on an extraction-chromatographic column.
Stationary phase with separated on it impurities
is eluated from the column by the extragent.
Separation of the combined flow of aqueous and
organic phases is carried out on chromatomem-
brane cells.

Eluation from the preconcentration column
can be carried out in the case of stop of the
aqueous phase flow, as well as in continuos flow
through it of aqueous and organic phases. In
the first case, we deal with a mode of FIA with
the injection of a sample to an analyzer system,
and the second we deal with a mode of continu-
ous flow analysis (CFA). In the conditions of
the complete extraction of the analyzed sub-
stances into the extragent and periodic elution,
which are realized in CFA, and with the great
values of coefficients of distributions in a system
‘sample-extragent’, the coefficient of concentra-
tion will be proportional to a volume of a sam-
ple, passing through the column. In a mode of
CFA, as in a case of a direct chromatomem-
brane separation, the coefficient of concentration
will be equal to the ratio of the velocities of
aqueous and organic phases.

Independently of the used mode, all suspen-
sions from the analyzed water, will clog the eas-
ily exchangeable extraction-chromatographic
column, which protects from the suspended ma-
terial the chromatomembrane cell. The main ad-
vantage of the proposed mode of
preconcentration is that separated commutation
of aqueous and organic phases is not necessary,
which simplifies the flow system of the analyz-
ers.

Among the problems of analytical control of
natural water, usually when the preconcentration
by extraction is used, the most important is the

determination of total contents of oil products
and phenols. In any method of their determina-
tions, the main problems show up during the
stage of extraction’s preconcentration and the
extraction to an organic phase. In this work,
when trying to find the uniform solution for de-
termination of both classes of substances and to
allow the lowest limits of detection, the lumines-
cence method has been chosen as a method of
final determination. In order to minimize the
influence of phenols on the determination of oil
products, hexane has been chosen as an extra-
gent for oil products. Both modes of extraction-
chromatographic preconcentration, mentioned
above, were taken into consideration: one with
periodical introduction of a sample and the
other with continuous separation. In both cases
the separated oil products have been detected in
an extragent’s phase.

It is well known, that during extraction of
phenols, the maximum values of coefficient of
distributions are reached when thributyl phos-
phate (TBPh) is used [5]. The possibility of its
application in FIA are limited due to its rela-
tively high viscosity. In such a case it is more
preferable that its mixtures are with less viscous
organic solvents, for example with hexane. In
such a case it is impossible to use the identical
systems of preconcentration of oil products and
phenols, because of interference of aromatic hy-
drocarbons as a consequent part of the oil
products on luminescence determination of phe-
nols. Interference of oil products on lumines-
cence determination of phenols during their
common preconcentration by extraction can be
avoided by introduction of the stage of reextrac-
tion in an alkaline aqueous solutions with the
following detection of phenols in reextract after
its acidification. But it is necessary to take into
consideration the possible influence of gumic
acids, usually present in natural water. The in-
troduction, in flow system of FIA analyzers, of
the stage of separation of gumic acids will lead
to its complication. That is why the possibility
of separation of gumic acids was counted as a
byway process during preconcentration of phe-
nols by extraction.
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2. Experimental

The initial stock solution of oil products with
concentration 1 mg/l was prepared by dissolving
in water the ethanol solution of the transformer
oil. One milliliter of transformer oil solution with
concentration 1 g/l was dissolved by water up to
the volume of 1 l. The rest working solutions have
been prepared by the dilution of the main stock
solution. Water, used for preparation of working
solutions, has been cleaned from non-polar or-
ganic impurities by way of filtration through ex-
traction-chromatographic column with hexane as
a stationary phase.

Working solutions of phenol in water were
prepared by the proportional dilution of initial
phenol solution with concentration 1 g/l. The
initial phenol solution has been prepared from
freshly sublimated phenol, kept at a low tempera-
ture. The solutions with concentration less than
10 mg/l have been used freshly prepared. For the
phenol reextraction the 0.2 M solution of potas-
sium hydroxide was used. The acidification of
reextract before, the detection, was done by the
0.6 M solution of hydrochloric acid. Water used
for the preparation of solutions has been purified
from phenol compounds by way of filtration
through the extraction-chromatographic column
with TBPh as a stationary phase.

To separate aqueous and organic phases the
chromatomembrane cells with the volume of mass
exchangeable layer 1.27 cm3 were used. The cross
section of mass exchangeable layer, limited by
membrane, was 1.59 cm2. Membranes and mass
exchangeable layer were prepared from PTFE.
The medium radius of porous in membrane was
0.2 mm. The medium radius of micro- and
macroporous in mass exchangeable layer were 0.5
and 150 mm. Extraction-chromatographic column
used for preconcentration were from 15 to 100
mm high with the diameter of 6 mm. The porous
PTFE was used that as an organic phase carrier,
the same as used in chromatomembrane cells for
mass exchangeable layer.

Hexane and TBPh (qualification ‘clean’) were
used for extraction. After analysis hexane was
recovered by distillation. The TBPh-hexane mix-
ture was separated by fractional distillation and

further TBPh was purified by fractional distilla-
tion with depression.

Flow systems for flow-injection determination
of oil products and phenols with extraction-chro-
matographic preconcentration and chro-
matomembrane separations of aqueous and
organic flows are shown on Fig. 1(a, b), for
determination of oil products in the mode of
continuous flow analysis on the Fig. 1(c). We had
to reject the CFA mode with the stage of reextrac-
tion for determination of phenols due to its com-
plexity and that its application was unjustified
when compared to the limits of detection with the
mode of FIA. On Fig. 1(a, b) the position of the
switches of flows, shown by continuous lines cor-
responds to the conditions of preconcentration on
extraction-chromatographic column. The position
shown by the dashed lines-by eluation of concen-
trate by extragent.

The common feature for both modes is the
position of the level of waste on the lines of
aqueous phase 12, which should always be higher
than the level of the position of chromatomem-
brane cells in order to create the conditions for
separation of aqueous and organic phases. Exper-
imentally this position is taken in such a way, that
in a flow of aqueous phase, coming from chro-
matomembrane cells, should absent the bubbles
of extragent. Under chosen parameters of chro-
matomembrane cells and extragent flow rate of
0.5–0.7 ml/min, the minimal difference in the
position of chromatomembrane cell and the level
of waste, was 30 cm in the case of hexane applica-
tion and 40 cm in the case of the mixture TBPh-
hexane. This difference creates, inside the
chromatomembrane cell, the excess of aqueous
phase’s pressure over organic app. by 0.3 and 0.4
atmospheres. Practically, there is no upper limit
of the difference in the position of layers, because
the value of capillary pressure, initiated in porous
of applied membranes, is more than 1 atm.

Detection of oil products and phenols has been
done with the help of fluorimeter with the flow
cell. The conditions of detection were: excitation
wavelength, 270910 nm; and fluorescence
recording wavelength, 310910 nm. A PC was
used for the governing of the analyzer and for the
processing the measurement results.
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3. Results and discussion

In a usually applied mode of chromatomem-
brane extraction the processes of extraction-chro-
matographic preconcentration and separation of
the flows of a sample and extragent are carried
out inside of the chromatomembrane cell. In a
proposed mode the preconcentration and separa-
tion of the analyzed substances to extragent is
carried out in extraction-chromatographic
column. The eluation of the concentrate from
extraction-chromatographic column is done by
extragent via intermedium chromatomembrane
cell, the main function of which is to separate the
flows of extragent and aqueous phase before the
detection.

In the cycle of analysis of operation for extrac-
tion-chromatographic preconcentration, the limit-
ing stage of the whole cycle of the analysis would
be the eluation of concentrate from chromato-

graphic column. The chosen schemes for realiza-
tion of FIA (Fig. 1(a, b)) are allowed to reduce
the durability of the eluation stage in a cycle of
analysis during the time necessary for the eluation
of concentrate from the column. After that, the
transition to a stage of preconcentration of the
next sample is possible. During this stage the flow
of eluate will continue to move along tubes to a
detector and after that to the waste. In such
modes the total time of analysis’ cycle should not
be less than the time from the beginning of elua-
tion until the return of the recording system on
the base line, after the eluation’s peak. As in any
chromatographic process, the time of the return
of the recording system on the base line depends
on, under all other equal conditions, the quantity
of analyzed substance.

In the case of oil products determinations, un-
der chosen geometrical dimensions of extraction-
chromatographic column (length, 15 mm;

Fig. 1. Flow systems for the flow-injection (a, b) and continuous flow (c) determination with extraction-chromatographic
preconcentration and chromatomembrane separations of aqueous and organic flows of oil products (a, c) and phenols (b).
1—pump; 2, 2a—valves; 3—extraction-chromatographic column; 4—chromatomembrane cell; 5—flow detector; 6–8—sample,
extragent and distilled water for stabilization the extragent flow in chromatomembrane cell accordingly; 9–11—waste of sample,
extract and aqueous phase from chromatomembrane cell accordingly; 12—distilled water for washing the column; 13 and
14—alkaline and acid solutions.
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Fig. 2. General features of the analytical signal in the FIA mode with the variable of oil products concentration (1—5 mg/l; 2—50
mg/l). Flow rate of hexane=0.5 ml/min, flow rate of sample=2.5 ml/min.

diameter, 6 mm) and the size of particles of the
carrier of the organic phase (250–500 mm), the
required time of the eluation’s stage was 1 min;
the minimal total time of the cycle was 5 min.
The general features of the analytical signal in
the mode of FIA with the variable of oil prod-
ucts concentration is illustrated by the Fig. 2. It
was found that the degree of the total extraction
of oil products practically does not change when
the aqueous solution (sample) flow rate is in the
range 0.9–9 ml/min. Under these conditions
the amplitude of the eluation’s peak is in-
creased proportionally to the volume of the
sample in the investigated range of 10–200 ml
of sample. Accordingly, there is a possibility to
vary the value of the coefficient of concentration
depending on the requirements to the lower
level of oil products’ concentrations. For deter-
mination of oil products on a level of 1 mg/l by
luminescence detection only 20 ml of a sample
is required.

It was elicited that phenols, until the level in
the sample equals to 100 mg/l, anionic surfac-

tants equals 1 mg/l and gumic acids equals 70
mg/l, did not influence on the signal height.

In a proposed method the following parameters
have been fixed: the sample flow rate was in a
range shown above, the hexane flow rate was 0.5
ml/min, and the total time of a cycle was5 min. At
chosen parameters the calibrating curve was linear
in a range from 1 to 1000 mg/l. In Table 1 the
results of oil products determination in model
aqueous solutions are shown (n=7, P=0.95).

For two stage mode of preconcentration, in-
cluding the separation of analyzed substances to
an extragent’s phase and reextraction to aqueous

Table 1
Results of determination of oil products in model solutions

Introduced (mg/l) Determined (mg/l) S (%)

6.65.0 22.2
98.1100.0 11.4

250.0 248.8 5.1
3.0461.4500.0
5.01009.71000.0
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Fig. 3. Dependence of the amplitude of analytical signal (h)
from the concentration of TBPh in hexane (C). Concentration
of phenol in sample=10 mg/l, sample volume=15 ml.

concentration of phenol in samples (Fig. 4). The
obtained results show that the enlargement of the
column sizes is expedient if it is necessary to
reduce the limit of the detected phenols concen-
tration. In most cases, the use of small extraction-
chromatographic columns for preconcentration
would be more profitable, because for determina-
tion of phenols on the level of 0.5 mg/l, only the
volume of 20 ml of a sample is needed. Under this
condition the time of the eluation stage is reduced
and the total time of measurement cycle can be
minimized.

As was mentioned above, the main impurities
affecting the determination of phenols in natural
water are the gumic acids. But the results of the
experiments show, that gumic acids are not ex-
tracted by the mixture of TBPh-hexane and only
mechanically filtrate into the extraction-chro-
matographic column and are not eluated from it.
In order to avoid the penetration of gumic sub-
stances to reextract from the volume of a sample,
which is left in free space of column, it is neces-
sary to introduce the stage of ‘washing out’ of the
column by the distilled water after preconcentra-
tion in order to remove the residue of a sample.
The clogging force changes the column relatively
often during the analysis of water with relatively
high concentration of gumic acids, but completely

solutions, there is no evident criteria for the
choice of extragent’s compositions. In order to
chose the optimal composition of extragent for
phenol’s determination, the dependence of the
amplitude of analytical signal from the concentra-
tion of TBPh in hexane and constant quantity of
phenol in samples of the initial solutions has been
investigated (Fig. 3). On the base of the obtained
dependence, the solutions of 50% (by volume)
TBPh in hexane were chosen for the extraction of
phenols. Investigations of the influence of a sam-
ples’ pH on the results of determinations of phe-
nols shows, that the variation of pH in the
interval from 2 to 9 practically does not affect the
value of the analytical signal. Under the fixed
composition of extragent, the factor which influ-
ences the concentration of substances under de-
termination in the phase of extragent, are
the dimensions of extraction-chromatographic
column. The column length, under the same di-
ameter, governs the allowed volume of a sample
before the phenols leak through the column and
has an influence on the position of the eluated
concentrate’s peak. The optimal length of the
column for a given mode of preconcentration can
be chosen on the basis of dependence on analyti-
cal signal’s amplitude from volumes of samples
for columns of different length under the fixed

Fig. 4. Dependence of the amplitude of analytical signal (h)
from volumes of sample for the columns of different length
(L). Curve 1—L=30 mm; curve 2—L=100 mm. Concentra-
tion of phenol in sample=10 mg/l.
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Table 2
Results of determination of phenols in model solutions

Determined (mg/l) S (%)Introduced (mg/l)

1.1 27.61.0
5.3 12.35.0

10.0 10.1 3.1
30.0 30.5 3.3

100.0 101.9 3.2

drochloric acid 0.6 M flow rate—0.2 ml/min; time
of the stage of washing the column by distilled
water—1 min; and total time of a cycle of analy-
sis 8 min. Under chosen conditions the calibrating
curve is linear in the range of 0.5–100 mg/l. Table
2 gives the results of phenol determination in
model solutions (n=7, P=0.95).

All given above results of determination of oil
products and phenols in water has been obtained
using FIA mode. For ‘on line’ monitoring more
profitable could be CFA mode, which does not
allow the loss of information about the object
under monitoring during the stage of eluation of
extract from extraction-chromatographic column.
The general features of the analytical signal in the
CFA mode with the variable of oil products con-
centration are illustrated by Fig. 5. Contrary to a
FIA mode, the possibility of variations of the
coefficient of concentration, and, therefore, the
limit of determined concentrations, the CFA
mode is limited by the ratio of the velocities of

removes their influence on the results of phenols
determinations up to 70 mg/l of gumic acids in a
sample. Oil products, when the level in the sample
equals 1 mg/l and anionic surfactants when 1 mg/l
did not influence on the phenols determination.

Following the technical possibilities of a used
model of phenols analyzer, the proposed method
of phenols determinations, the following parame-
ters were chosen: the sample flow rate—5 ml/min;
the extragent flow rate—0.7 ml/min; the alkaline
solution 0.2 M flow rate—0.5 ml/min; the hy-

Fig. 5. General features of the analytical signal in the CFA mode with the variable of oil products concentration (1—distilled water;
2—5 mg/l; 3—50 mg/l; 4—100 mg/l; 5—250 mg/l). Flow rate of hexane=0.74 ml/min; flow rate of sample=6.7 ml/min.
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aqueous and organic phases. The given limitation
is not essential for ecoanalytical control of pol-
luted natural and waste waters by oil products.
For the determination of oil products by the CFA
mode, with the ratio of the velocities of aqueous
and organic phases equal to 9, the range of ana-
lyzed concentrations of oil products in water has
been found to be 5–1000 mg/l. This range covers
the most problems, connected with ecoanalytical
investigations. As it was mention above, such
mode can not be applied for luminescence deter-
mination of phenols due to the necessity of intro-
duction of the stage of their reextraction into a
aqueous solutions and by the influence of the
gumic acids.

In comparisons with established methods of
water analysis such as ISO 9377 (gravimetric and
IR determination of oil products) and ISO 6439
(spectrophotometric determination of phenolic
compounds with 4-aminoantipyrine) or the same
EPA standards the proposed methods require far
less time (5–10 min instead of 40–60 min) and
sample volume (15–50 ml instead of 1–2 l). Lu-
minescence method of phenols determination by
FIA had shown better sensitivity than the photo-
metric one (ISO 14402) with good recovery (60–
90%). In the case of the oil products
determination, a luminescence detector employ-
ment permit to detect aromatic structures, sub-

stantially a PAH with very high sensitivity. Thus
all saturated hydrocarbons are ignored. This fact
lead to essential reduction results of determina-
tion of the oil products by this method when the
sample content benzine, kerosene and the other
same fractions. However, proposed method could
be used successfully for samples screening pur-
poses, for example for the on-line environmental
monitoring.

The investigations carried out show the wide
analytical possibilities of the proposed methodo-
logical way to the realization of the processes of
extraction’s preconcentration using FIA. The
mode including extraction-chromatographic pre-
concentration and chromatomembrane separation
of extract can be adapted to any extraction sys-
tem, used in extraction photometric and extrac-
tion luminescence methods of analysis.
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Abstract

A spectrophotometric method for the determination of lactic acid in milk samples based on the use of a
photochemical reaction carried out in a Flow Injection System is proposed. Determination is based on the reaction
between lactic acid and Fe(III), which is reduced to Fe(II) in the presence of UV light, being the latter made to react
with o-phenanthroline. The complex formed between Fe(II) and o-phenanthroline, Fe(o-phen)3

2+ (ferroin) is a
coloured compound and it can be spectrophotometrically monitored at 512 nm. The method shows a linear range
between 0.5 and 50 mg ml−1 with a limit of detection of 0.16 mg ml−1. The precision was 92.15 expressed as relative
standard deviation (n=11) and the sample throughput of 30 samples h−1. Also non-linear adjustments have been
made and validated by ANOVA. The proposed method has been applied to the determination of lactic acid in both
synthetic and milk samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Flow injection; Photochemical reaction; Lactic acid; Milk samples
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1. Introduction

Milk is a heterogeneous natural product com-
posed of inorganic species, vitamins, proteins,
lipids and carbohydrates (lactose). Aerobical
degradation of lactose produces lactic acid. There-
fore pH, lactose and lactate concentration mea-
surements should be checked for determining
potability of milks. The normal lactate concentra-
tion in fresh milk samples is about 1–2 mmol l−1

(i.e. 90–180 mg ml−1) but it can increase to 10–20

mmol l−1 (i.e. 900–1800 mg ml−1) because of
microbial fermentation [1]. The content of lactic
acid in food is regulated by the legislation in the
different countries. It is therefore very important
to determine lactic acid in a simple, reliable and
inexpensive way. According to the Spanish legisla-
tion, acidity is expressed as weight of lactic acid
and the maximum allowed is 0.19 g per 100 ml
what corresponds to a concentration of 1900 mg
ml−1 [2]. However, no regulation on lactic acid
concentration is found in this same source for
other dairies such as butter, yoghurt, sour cream,
etc. When it comes to contrast the concentration
of lactic acid in numerical terms there seems to be
some contradictions. In addition, this type of
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information is often missing in the literature.
Sechaud et al. [3] found a concentration of lactic
acid of 0.92 mM in half-skimmed milk and values
of concentration significantly higher were found
in some other dairies (ranging from 83.2 mM for
cream cheese to 116.1 mM for bulgarian yoghurt),
whereas a concentration of 2.8 mM in milk has
been found by using an enzyme electrochemical
sensor [4], in a determination, using an electro-
chemical sensor based on the use of lactate oxi-
dase immobilised in a poly-(vinyl alcohol) matrix
platinized graphite electrode by chemical cross-
linking with isocyanate. Also, the enantiomeric
discrimination between L- and D-forms has been
reported by using HPLC with polarized photo-
metric detector [5]. Morales et al. [6] described the
enzymatic determination of lactic acid and glu-
cose, using for this an automatic sequential flow-
injection analysis (FIA) method for the
determination of both analytes based on enzy-
matic reactions with Hexoquinase (HK) and glu-
cose-6-phosphate dehydrogenase (GDH)
immobilized on controlled-pore glass. Other enzy-
matic methods have been also proposed [7–10].

The use of photochemical reactions in flow
injection (FI) systems has demonstrated its useful-
ness from an analytical point of view. Thus, ox-
alate was determined by using its reaction with
Fe(III) using a specially designed flow-cell, which
allowed the irradiation of the sample–reagent
mixture and the simultaneous monitoring of the
progress of the photochemical reaction [11]. In a
later work [12], a similar system was applied to
the determination of oxalate in urine samples. The
photochemical determination of citrate in bever-
ages and fruit juices has been also proposed by
using a flow system [13]. Moreover, several con-
tinuous-flow manifolds were developed to imple-
ment the photochemical reaction between
ascorbic acid and methylene blue [14]. Pérez Ruiz
et al. [15] based their determination of citrate on
the photochemical decomposition of the iron
(III)-citrate. Detection was based on the catalytic
effect of this complex on the chemiluminiscent
luminol in the absence of added oxidant. The
same principle was also extended to the determi-
nation of oxalate [16].

Determination of lactic acid using a photo-
chemical reaction in a FI system has not been
reported so far. It is well known that a number of
carboxylic acids, such as citric acid and lactic
acid, are oxidised when their solutions containing
Fe3+ are irradiated with visible or UV light [17].
The photochemical process consists of the reduc-
tion of Fe3+ to Fe2+, evolution of carbon diox-
ide and formation of oxidation products
(CH3COCH3 in the case of lactic acid). In this
work, it is reported how this photochemical reac-
tion can be used to determine lactic acid, using for
detection the complex formation reaction between
the Fe2+ originated and 1,10-phenantroline. The
red–orange coloured complex formed is spec-
trophotometrically measured at 512 nm, where
the complex shows a maximum absorption. In
principle, the method hereby proposed should be
valid for the determination of all isomeric forms
of lactic acid, thus serving as a good procedure
for determination of total lactic acid in milk as
means of establishing a quality rank based on this
parameter. In addition, it could be an appropriate
method for determining acidity of milk that is
often expressed in terms of lactic acid concentra-
tion. The use of luminous light to develop
derivatising reactions in FI systems simplifies the
set-up by eliminating the need for additional
channels and confluence points for the reagents.
The main advantages of the method here pro-
posed are those derived from using light as a
reagent and the fact that dilution is the only
sample treatment applied.

2. Experimental

2.1. Apparatus

A UNICAM 8625 UV/Vis Spectrophotometer
equipped with a Hellma QS 1000 flow cell of 18 ml
inner volume and 10 mm light path was used, and
it was connected to a REC-80 SERVOGRAPH
recorder. A Gilson Minipuls-3 peristaltic pump
allowed the introduction of the reagents into the
system. A Rheodyne 5041 injection valve and two
laboratory made poly(methyl methacrylate) mix-
ing points were also used. Poly(vinyl chloride)
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pump tubing of different diameters, suited to the
required flow rate, and PTFE tubing of 0.8 mm
inner diameter completed the flow system. A 500-
W visible light lamp from Larelco (Italy) and a
power regulator were also used.

In addition, a Diode Array Hewlett Packard
8453 interfaced to a Hewlett Packard Vectra 500
computer connected to a Hewlett Packard
DeskJet 400 printer was also used to study the
effect of dispersion caused by the sample plug
injected.

2.2. Chemicals

A standard stock solution containing 1000 mg
ml−1 of lactic acid was prepared from DL-lactic
acid syrup provided by Sigma. Standard working
solutions were made by appropriate dilution of
the stock solution. A stock solution of Fe3+ was
prepared by dissolving 0.1 g of Fe(NO3)3·9 H2O
(Merck) in 100 ml of 0.01 M HCl, and kept in a
PVC bottle. A working solution containing 100
mg ml−1 Fe3+ was then prepared by dilution
from the stock. The solution of reagent was pre-
pared by dissolving 1 g of 1,10-phenantrolinium-
chloride monohydrate (Merck) in 100 ml of water.
A 0.1-M nitric acid was used as washing solution.
All solutions were prepared in MilliQ water, to
avoid possible contamination from Fe3+, which
due to its abundance could be present in water,
air, etc.

The stability of the standard solutions of lactic
acid was also investigated. A 30-mg ml−1 solution
of lactic acid was analysed over a few days for

stability studies. The results of these experiments
showed that the solutions were reasonably stable
for more than a week. However, some increase in
the absorbance yielded by the solutions started to
occur for longer times, possibly indicating that
some decomposition was taking place.

2.3. Manifold

The manifold used is depicted in Fig. 1, and
consisted of four channels. The sample channel
filled the loop of an injection valve (IV), being
carried into the system by a second stream of
buffer, which provided the appropriate pH for the
photochemical and chemical reactions to take
place. The third stream, carrying Fe3+ joined the
sample/buffer stream in a mixing point prior the
reactor (R). This reactor was placed in a water
bath, which helped to prevent excessive heating of
tubing and reactor. Light from a 500-W halogen
lamp was made to fall on the reactor and a box
was used to prevent it from dispersing in all
directions. Once the reduction of Fe3+ to Fe2+

by lactic acid and light had taken place, the
stream that contained Fe3+, Fe2+ and buffer
joined another stream of 1,10-phenanthroline, giv-
ing rise to the formation of an orange–red
Fe(phen)3

2+ complex (ferroin). As the coloured
complex was passing through the flow-cell placed
at the detector, a transient peak arose which was
measured at 512 nm.

The operational sequence was as follows. First,
the pump was switched on and the reagents let
flow through the system for some minutes. Then

Fig. 1. FIA manifold for the determination of lactic acid based on the proposed photochemical reaction.
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Fig. 2. Influence of pH (A), lamp intensity (B), irradiation time (C), iron(III) concentration (D) on the response obtained in the FI
system.

the lamp was switched on and the instrument
zeroed, with all the reagents passing through the
flow-cell except the sample that was filling the
loop of the injection valve. This injection valve
was then actuated, and the sample was led by the
buffer into the system and joined the stream of
Fe3+. When the sample reached the reactor (R),
the flow was stopped for a fixed time (Section
3.1), in order to irradiate the sample and activate
the development of the photochemical reaction
between Fe3+, lactic acid and light. After this
time, the pump was switched on again and a
transient FIA peak was obtained due to absorp-
tion of the coloured Fe(phen)3

2+ complex while
passing through the detection point. Once the
maximum of the peak appeared, the injection

valve was actuated back to the filling position and
the system was ready for a new experiment.

3. Results and discussion

3.1. Optimisation

As it is usual in FIA systems, attention should
be focused on physical, chemical and hydrody-
namic variables for optimisation purposes.
Among the physico-chemical variables, the effect
of pH, light intensity, irradiation time, Fe(III) and
o-phenanthroline concentration were studied. As
FIA variables, time before stopping the flow, flow
rates in each line and reactor volume. Fig. 2
comprises some of the results obtained.
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The buffer was prepared at a pH=4 since
this proved to be the optimum value (Fig. 2(A)).
Initially, it was feared that this value of pH
could lead to precipitation of casein and
proteins present in milk giving rise to a cloudy
solution. However, no problem occurred when
working with real samples, probably due to the
high dilution factor employed. From Fig. 2(B
and C), it can be easily appreciated that light is
a reagent of a paramount importance for the
reaction to take place. When a low light inten-
sity was applied, the reaction did not occur or
occurred only in a small extent. The higher the
lamp power applied the better the sensitivity at-
tained. However, 460 W was finally chosen as
optimum since good sensitivity was obtained
while moderating in some extent heating of the
system with respect to the maximum value of
500 W. On behalf of the irradiation time, al-
though the higher the irradiation time the better
the sensitivity, a time of 30 s was chosen as a
compromise between sensitivity and analysis
time. Fig. 2(D) shows that a concentration of
Fe(III) of 300 mg ml−1 resulted in better sensi-
tivities, but it could also give rise to problems
of carryover and contamination of the lines, and
it makes it more difficult to clean the system
afterwards by the use of a dilute solution of
nitric acid. Therefore, a Fe(III) concentration of
200 mg ml−1 was chosen.

The time allowed before the flow was stopped
was also optimised. Initially, the time that it
took for the sample plug to arrive to the reactor
was measured using a coloured solution. Then,
a range of times was chosen about this value in
order to find the optimum time that contributed
to the increase in the sensitivity. A neat increase
was observed up to 40 s. After this time, an
irregular dependence of the response versus time
was observed. A time of 30 s was chosen as
optimum. The response versus phenanthroline
concentration reached a maximum for 0.25% (w/
v) and started to decrease after this value, which
was consequently chosen as optimum. The flow
rates in the different lines were also optimised.
In the buffer line, it was observed that the re-
sponse decreased with the buffer flow rate. A
flow rate of 0.8 ml min−1 was chosen as a com-

promise between sensitivity and sample through-
put. This was also the case for the Fe3+ line,
and an optimum value of 0.8 ml min−1 was
chosen for the same reason. The phenanthroline
flow rate was assessed in a narrower range
(0.15–1.1 ml min−1). The behaviour obtained
was similar as for the other lines, i.e. a decrease
in the response with the flow rate. Chosen as
optimum was 0.25 ml min−1. The plot of re-
sponse versus sample loop volume reached a
plateau when the latter was 200 ml. However, a
slight increase was still observed up to 350 ml
that was therefore chosen as the optimum value.
The reactor volume influence on the response
was assayed in the range 108–550 ml. The re-
sponse kept increasing up to the highest volume
assayed although an irregular pattern was
observed in some intervals. A reactor volume
of 550 ml was chosen as optimum for subse-
quent experiments. The assayed range for all the
variables subject to study, as well as the opti-
mum conditions picked finally are displayed in
Table 1.

Table 1
Optimum conditions found for the determination of lactic acid
by the proposed method

Optimum value Assayed range

Chemical 6ariables
pH 4.0 2.8–8.0

0.25–1.950.5%(m/v)1,10 phenantroline
concentration

50–400 mg ml−1200 mg ml−1Fe3+concentration

FIA 6ariables
Buffer flow rate 0.8 ml min−1 0.6–1.4 ml min−1

0.8 ml min−1Fe3+flow rate 0.4–2 ml min−1

1,10-phen line flow 0.15–1.1 ml min−10.25 ml min−1

rate
350 ml 150–500 mlSample volume

Reactor volume 108–550 ml550 ml
30 s 20–50 sTime before stop

flow

Photochemical 6ari-
ables

Irradiation time 0–60 s30 s
50–500 W460 WLamp power
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Table 2
Figures of merit for the first, second and third order adjustments for the calibration equation

Equationa Conditions Regression co- LOD (mg ml−1)Determination range Precision (n=Throughput
11) (%RSD)(samples h−1)(mg ml−1)efficient

460 W–30 s 7.13×10−2A=6.59×10−3C+1.37×10−2 0.9984 0.5–50 30 2.15
stop

1.07×10−2460 W–30 s 0.9092 0.5–150 30 2.15A=−3.34×10−5C2+7.73×10−3 C+1.24×
10−2 stop

460 W–30 sA=1.48×10−7C3−6.56×10−5 C2+9.38× 0.9979 1.041–150 30 2.15
stop10−3C +3.35×10−3

a A, absorbance; C, concentration of lactic acid in mg ml−1



E. Gómez-Ál6arez et al. / Talanta 50 (1999) 121–131 127

Table 3
Validation by ANOVA for the first, second and third order-degree curvesa

DF MS R2 (%)Degree R %2 (%)SV SS

9.71×10−2First order 1Regression 9.71×10−2

Residuals 3.00×10−4 6 5.00×10−5

99.699.77 1.39×10−2Total 9.74×10−2

0.206Second order Regression 0.413 2
3.86×10−3Residuals 0.042 11

88.991.013 3.49×10−2Total 0.454

3 0.137Third order Regression 0.411
8.24×10−510Residuals 8.24×10−4

13 3.16×10−2 99.8Total 99.70.411

a SV, source of variation; SS, sum of squares; D.F., degrees of freedom; MS, mean of squares; R, determination coefficient; R %,
adjusted coefficient of determination.

3.2. Calibration cur6e

Different-order curves were adjusted to the ab-
sorbance readings obtained for a series of experi-
mental points obtained on injection of lactic acid
standards and the quality of the adjustment was
estimated according to a mathematical model of
ANOVA [18]. In Table 2, the figures of merit for
each curve are presented. The limit of detection
(LOD) was calculated as the value obtained for
the blank (water) plus three times its standard
deviation. As can be seen in the table a good
linear adjustment was obtained in the range 0.5–
50 mg ml−1. The aim when adjusting to higher
order curves was to widen the range of concentra-
tions (0.5–50 mg ml−1) to which the calibration
curve could be applied since the very high concen-
tration of lactic acid in milk is what adds
difficulty to its determination. The model [19]
assumes that random errors only occur in the
direction of the y-axis. R2 is defined as:

R2=
SS due to regression

Total SS
=1−

SS residuals
Total SS

where SS represents the sum of squares. In order
to consider the different number of degrees of
freedom in the polynomial regression, the ad-
justed R %2 value was used:

R %2=1−
AS of residuals

Total AS

being AS the average of squares. The results
obtained for the application of the model can be
found in Table 3. An adjustment to a second
order polynomial curve is not appropriate in the
range 0.5–150 mg ml−1 in the view of the values
for R2 yielded (91%), and regression coefficient of
0.909 (Table 2). Conversely, very good values
were obtained for the third order curve (R2=
99.8%). In addition, higher orders than the third
are not used normally. This is the reason why the
third order equation was considered to fit best the
experimental points in the range of concentrations
that went up to 150 mg ml−1.

Fig. 3. Graphical study of the interferences.
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Table 4
Experimental results obtained for the analysis of synthetic samples by the proposed method by using different adjustment orders for
the calibration

Recovery (%)Conc. foundDegree of adjustment and equation Conc. added
(mg ml−1) (mg ml−1)

0.60 77.0First degree y=1.78×10−2+5.96×10–3 x 0.78
4.22 105.54.20

8.25 7.58 91.9
22.02 25.53 115.9

37.45 110.134.02
46.34 96.548.00

50.00 48.69 97.4
55.23 98.656.00

0.54 69.2Second degree y=0.01+7.33×10−3x−2.97×10−5 x2 0.78
97.44.094.20

6.95 84.28.25
23.61 107.222.02

34.02 36.41 107.0
98.748.00 47.36

50.00 50.53 101.1
107.560.1956.00

1.140.78 146.1Third degree y=6.26×10−3+8.57×10−3x−5.56×10−5x2+
1.23×10−7x3 105.04.414.20

84.06.938.25
22.02 22.13 100.5
34.02 34.54 101.5

45.82 95.548.00
49.22 98.450.00

56.00 107.260.05

3.3. Interferences

Fig. 3 presents in a graphical mode the results
obtained in the study of interferences carried out.
The figure illustrates a comparison between the
habitual ratio in which the studied species are
present in food [2], together with the limits toler-
ated by the proposed method, taken as the largest
amount of interferent yielding a relative error
lower than 93% of the signal obtained for 30 mg
ml−1 lactic acid. The tolerated ratios (likely/po-
tential interferent:lactic acid) were in most of the
cases far higher than those in which they are
normally encountered in real samples. The only
serious problems encountered were for citric and
tartaric acids. For those two, interferences ap-
peared at low ratios interferent:lactic acid. How-
ever, these carboxylic acids are not expected to be

present in milk. Therefore, these potential inter-
ferents do not pose any major risk in the determi-
nation pursuit. The use of an enzymatic reaction
to decompose these interferents into other deriva-
tives that would not interfere with the reaction
could also be considered if needed.

Pilloton et al. [1] found interferences from
ascorbic acid that they tried to eliminate by the
use of an acetate dialysis membrane. Also in a
previous work [13], we found interferences from
ascorbic acid when determining citric acid in bev-
erages and fruit juices by a similar method based
on a photochemical reaction. The interference was
minimised by using an immobilised enzymic reac-
tor (IER). In the work hereby presented, that type
of interference was not a problem as shown in
Fig. 3. The presence of ascorbic acid was not
expected in milk. Spanish legislation gives only a
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maximum allowed value of ascorbic acid added as
antioxidant for powder milk but not for other
types of milk, such as fresh, pasteurised or UHT
milk. Therefore, a molar ratio of 1:20 000 ascor-
bic:lactic acid was assayed. This was the habitual
ratio at which these two acids were normally
allowed in the legislation for other types of food
in which both could be present such as beverages

and fizzy drinks. The ratio was increased up to a
numerical value of 1:200 ascorbic:lactic acid, and
it still exercised no influence on the determination.

3.4. Validation of the method

The applicability of the proposed method was
checked by analysing standards of lactic acid of
known concentration. Table 4 displays the con-
centrations found and percentage recoveries for a
series of these samples in the range of concentra-
tions 2–56 mg ml−1 when applying the first, sec-
ond and third order calibration curves. As can be
seen in the table, recoveries were very good in all
cases. Percentage recoveries ranged from 77 to
115% when they were calculated from the first
order calibration curve, 69–107% for the second
order and 84–107% for the third order.

4. Analytical applications

4.1. Application to the analysis of real samples

The official method [19] for the analysis of
lactic acid in milk samples as suggested by the
AOAC involves several extraction steps with dif-
ferent organic solvents and is therefore prone to
introducing errors throughout the different steps.
Trying to separate lactic acid from the matrix
would unavoidably give rise, to a lengthy process,
difficult to automate (to integrate in a FIA sys-
tem). The reason is that lactic acid seems to
remain in the solid organic phase together with
casein and fats after treatment with
trichloroacetic/acetic acid, as can be figured out
from the successive extraction steps with ether
involved in the official method. Initial experi-
ments gave favourable results by simple dilution
of the sample. Therefore, an appropriate dilution
factor was investigated for the analysis of real
samples.

Fig. 4 presents DAD (Diode Array Detection)
spectra obtained for aqueous solutions of lactic
acid (A–C) and ten-times diluted milk (D–F). It
is obvious from the second group of spectra that
a dilution factor of 10 is not enough since the
light is obviously being dispersed by the sample.

Fig. 4. (a) Spectra showing the effect of the direct introduction
of milk samples (in all cases: 5 ml buffer AcO−/AcOH,
pH=4.0, 3 ml 100 mg ml−1 Fe(III) solution and 1 ml o-phen
solution were added). Curves (A), (B) and (C) correspond to
water and lactic acid solutions and (D), (E) and (F) to samples
containing milk. The composition of each sample is as follows:
(A) blank (water); (B)=1.5 mg ml−1 of lactic acid (without
irradiation); (C)= (B) with irradiation; (D)=milk sample di-
luted ten times (without irradiation); (E)= (D) with irradia-
tion, and (F)= (E)+1.36 mg ml−1 of lactic acid. (b) Zoom of
curves (A), (B), (C) in last figure (the scale has been ex-
panded).
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Table 5
Analysis of milk samples by the proposed method

Total conc. founda (mg ml−1)Concentration added (mg ml−1) Recovery (%)Concentration found (mg ml−1)Sample

1.92 95.8A 2020.02.00
105.24.00 4.21

6.50 108.36.00
8.58 107.28.00

100.110.00 10.04
101.012.00 12.12

1.87 93.5B 878.42.00
100.04.004.00

5.48 91.36.00
103.08.248.00

10.11 101.110.00
12.05 100.412.00

82.01.642.00 1336.4C
92.34.00 3.69
95.66.00 5.74

7.79 97.48.00
9.59 95.910.00

10.98 91.512.00

77.01.542.00 1672.4D
4.35 108.74.00
6.63 110.06.00

109.28.748.00
10.00 10.58 105.8

104.912.5912.00

a Calculations made by applying the dilution factor.

As it is widely known, Lambert Beer’s law should
be applied to values of absorbance not higher
than 1. When that is the case, absorbance values
cannot be used for quantitation. Obviously, the
higher the dilution factor the more the effect of
dispersion can be overcome. However, the dilu-
tion cannot be as high as to bring the concentra-
tion of lactic acid lower than the LOD. Since
lactic acid can be present in milk in a concentra-
tion ranging on average between 1000 and 3000
mg ml−1, an intermediate value, i.e. 1500 mg ml−1

will be taken. A dilution factor of 1000 would
bring the concentration of lactic acid down to 1.5
mg ml−1. By doing this, the effects originated by
dispersion of light will be reduced greatly while
maintaining the concentration of lactic acid over
the LOD. Fig. 4(a) displays the spectra obtained
on direct introduction of milk samples. Two sets
of curves are represented in the graph, i.e. those

corresponding to standard solutions (A–C) and
those corresponding to milk samples (D–F). A
closer look at curves A–C (Fig. 4(b)) allows to see
clearly that a 1.25-mg ml−1 lactic acid solution (B)
can be clearly distinguished from pure water (A)
and shows also the enhancing effect of the light
on the signal (C). Spectra of aqueous solutions of
1.5 mg ml−1 of lactic acid (B) show that the
system responds sensitively to this concentration.
Although as has already been said, spectra D, E
and F in Fig. 4 cannot be used for quantitation,
the enhancing effect produced by light (E) and by
small differences in lactic acid concentration can
still be noticed (in F, the concentration of lactic
acid has been increased in 1.36 mg ml−1 over the
concentration in E).

The method of standard additions was applied
to eliminate any likely matrix effect produced by
the sample of 1000-time diluted milk. When the
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method of standards additions was applied to
the sample diluted 1000 times, good sensitivities
were obtained and a good linearity was observed
(higher than 0.999 in all instances). The method
of standard additions was applied to four differ-
ent brand names of skimmed milk. The ab-
sorbance values readings were recorded for the
solutions of diluted milk together with their ad-
ditions of 2, 4, 6, 8, 10 and 12 mg ml−1. The
results obtained are presented in Table 5.

5. Conclusion

The application presented in this work consti-
tutes a rapid and inexpensive method for the
monitoring of the amount of lactic acid present
in milk. Several methods to achieve determina-
tion of lactic acid have been described so far in
the literature. The determination procedure
should work at an acidic pH in order to detect
all the lactic acid present. This is another asset of
the method hereby proposed. Although the opti-
mum pH was 4.0, no precipitation or change in
the physical properties of the solution were ob-
served at the working pH used perhaps due to
high working dilution factors. This photochemi-
cal method provides the appropriate selectivity to
be applied to real milk samples.

The high concentrations of lactic acid found in
milk pose a difficulty to its determination. How-
ever, determination of the concentration of lactic
acid in milk should be done accurately since this
is an important parameter, which determines
quality of milk and other dairy products. There-
fore, an attempt to widen the concentration
range used for the calibration curve has been
made. For larger concentration ranges, non-lin-
ear adjustments have been made which have
been validated using an ANOVA mathematical
model.
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Abstract

A sensitive method for the measurement of phenazopyridine hydrochloride (PAP) by differential pulse polarogra-
phy (DPP) based on adsorptive stripping technique, using a hanging mercury drop electrode (HMDE) is described.
The voltammetric peak is obtained at −0.760 V, which corresponds to the reduction of the azo group in
Britton–Robinson buffer. The redox behaviour is reversible. Optimum conditions were found to be: accumulation
potential −50 mV (vs. Ag/AgCl), accumulation time 60 s, scan rate 5 mV s−1, pulse amplitude −100 mV and
supporting electrolyte Britton–Robinson buffer (0.04 M, pH=11). The relative standard deviation (at 20 ng ml−1

level) was 90.6% for six measurements. The calculated detection limit was 0.0299 ng ml−1 with a 60-s accumulation
time. The applicability of such a method was evaluated through the assay of PAP in human plasma and urine samples
after a simple extraction procedure and in pharmaceutical preparation. The mean recovery was 9792 (100 ng ml−1

plasma). © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Adsorptive stripping voltammetry; Differential pulse mode; Phenazopyridine hydrochloride; Plasma and urine samples
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1. Introduction

Phenazopyridine hydrochloride exerts an anal-
gesic effect on the mucosa of the urinary tract and
is used to provide symptomatic relief of pain in
conditions such as cystitis and urethritis [1]. It is
given in conjunction with an antibacterial agent
for the treatment of urinary-tract infections.

The USP 20 (1980) recommends a direct spec-
trophotometric procedure for the assay of
phenazopyridine hydrochloride (PAP) bulk drug
and tablets [2]. The USP 23 (1995) gives a HPLC
method for PAP tablets assay [3].

A variety of analytical techniques have been
used to assay PAP including amperometry in a
flowing stream at the glassy carbon electrode [4],
UV spectrophotometry [5], and colorimetry [6,7].
Quantitation of PAP combination with nitro-
furantoin has been achieved by spectrophotomet-
ric [8–10], HPLC [11], polarographic [12], and
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gravimetric [13] methods. Simultaneous determi-
nation of PAP and sulfonamides has also been
reported [14–16].

The polarographic reduction of PAP has been
investigated by Surmann and Aswakun [12] The
studies have been performed with differential
pulse polarography using Pt electrode (vs. Ag/
AgCl) in Britton–Robinson buffer of pH 5.5. The
method was adopted for simultaneous determina-
tion of PAP and nitrofurantoin in tablets.

The adsorption behaviour of PAP at the mer-
cury electrode has not yet been studied. So it
would be of interest to investigate the properties
of adsorption process of PAP at hanging mercury
drop electrode (HMDE). The work presents a
study of the factors that may influence both the
accumulation process and the voltammetric re-
sponse. A sensitive adsorptive stripping procedure
for voltammetric measurement of PAP was
developed.

Reviewing the literature, it was revealed that up
to the present time, nothing has been published
concerning the determination of PAP in human
biological fluids using electrochemical method.
This article deals with the application of the pro-
posed voltammetric method to the assay of PAP
in biological fluids and its dosage form.

2. Experimental

2.1. Apparatus

The voltammograms were obtained with a
Metrohm 693 VA Processor. A Metrohm 694 VA
Stand was used in the HMDE mode. The three-
electrode system was completed by means of a
Ag/AgCl (3 M KCl) reference electrode and a Pt
auxiliary electrode.

2.2. Chemicals and reagents

Phenazopyridine hydrochloride was purchased
from Kahira Pharm., Egypt and used as received.
All experiments were performed with analytical-
reagent grade chemicals and pure solvents.

Urisept tablets (Kahira Pharm., Egypt) labelled
to contain 100 mg phenazopyridine hydrochloride
per tablet

Stock standard solution (1.00 mg ml−1) of
PAP was freshly prepared in distilled water.
From this solution, intermediate dilution steps
were made with distilled water in accordance
with the concentration range used in the analyti-
cal technique.

The studies were carried out in Britton–
Robinson buffer (0.04 M in each of acetic, o-
phosphoric and boric acids) adjusted to the
required pH with 0.2 M sodium hydroxide
solution.

2.3. Procedure for 6oltammetric analysis

Supporting electrolyte (10 ml) was placed in
the voltammetric cell and the required volume
of standard PAP solution was added by mi-
cropipette (1–20 ng ml−1). The stirrer was
switched on and the solution was purged with
nitrogen gas for 5 min. The accumulation poten-
tial was then applied to a new mercury drop,
whilst still stirring the solution. Following the
accumulation period, the stirring was stopped
and allowed to equilibrate for 10 s. The voltam-
mogram was obtained by applying a negative
going potential scan. Unless otherwise stated the
following parameters were used; accumulation
time 60 s, accumulation potential −50 mV, −
100 mV pulse amplitude for differential pulse
stripping, scan rate 5 mV s−1 and a potential
interval 10 mV. The maximum drop size, 9 (Ca.
0.60 mm2 drop area) and constant stirrer speed,
2000 rpm were used.

2.4. Pharmaceutical formulation

A quantity of the mixed contents of 20 tablets
equivalent to 100 mg of PAP was dissolved in 50
ml of distilled water with stirring. The solution
was filtered into a 100-ml calibrated flask, the
residue washed several times with distilled water
and the solution diluted to the mark. Suitable
dilution steps were made with distilled water. For
the analysis, the experimental work described in
the previous section was followed using the phar-
maceutical sample solution instead of the stan-
dard one.
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2.5. Preparation of biological samples

Frozen plasma (or urine) was thawed at room
temperature, saturated with sodium chloride (ca.
0.5 g of NaCl for each ml) and alkalinised to a
pH�13 with 2 N sodium hydroxide solution.
Into a set of separators, separate aliquots of the
prepared sample, 1 ml each, were spiked with
varying amounts (ranged from 500 to 100 ng) of
the standard PAP solution and extracted with
four 5-ml portions of chloroform. Each extraction
was shaken for 2 min. The extracts were filtered
through anhydrous sodium sulfate. The combined
chloroform extracts (relevant for each sample)
were carefully evaporated to dryness. The remain-
ing residue was reconstituted in Britton–
Robinson buffer (pH 11) and the volume was
completed to 25 ml. The resulting solution was
taken for voltammetric analysis following the op-

timised instrumental adjustments. The recovery
was calculated with reference to the data obtained
from standard PAP solution.

3. Results and discussion

3.1. Adsorpti6e beha6iour of phenazopyridine
hydrochloride

Adsorption of the analyte was confirmed by the
results obtained with cyclic voltammetry. Fig. 1
shows two sets of sequential cyclic voltam-
mograms for 200 ng ml−1 PAP. For 10 s accumu-
lation, only a small peak is observed at −0.760 V
(A). When the experiment is repeated with 40 s
accumulation period (−50 mV), a significantly
(� three-fold) larger adsorptive stripping peak is
observed (B), indicating an interfacial accumula-

Fig. 1. Cathodic–anodic sequential cyclic voltammogram for PAP (200 ng ml−1) in pH 11 Britton–Robinson buffer using a scan
rate of 500 mV s−1. tacc= (A) 10 s and (B) 40 s. Accumulation potential= −50 mV.
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Fig. 2. A: Effect of accumulation time on the peak current, PAP concentration=a, 4; and b, 20 ng ml−1 in pH 11
Britton–Robinson buffer (scan rate=5 mV s−1, accumulation potential= −50 mV, pulse amplitude= −100 mV). B: Effect of
accumulation potential on the response to 20 ng ml−1 PAP. tacc=60 s, other conditions as in A.

tion of PAP. Clearly the reduction of PAP is
totally reversible, with the product of reduction
also being adsorbed. The peak decreased rapidly
upon repetitive scan, indicating rapid desorption
of the compound from the surface.

3.2. Factors influencing the accumulation step

The spontaneous accumulation of PAP can be
exploited for effective preconcentration prior to
the voltammetric scan. Fig. 2A displays the result-
ing peak current versus preconcentration time
plot for 4 (a) and 20 (b) ng ml−1 PAP. The rapid
increase of the current observed at short precon-
centration time, is followed by a levelling-off for
longer periods. The plots do not pass through the
origin possibly because of the strong adsorption
of the analyte at the electrode surface at the
equilibrium time which was fixed at 10 s. Hence to
maximise sensitivity, a 60-s accumulation time
was generally used for subsequent quantitative
determinations. However, the ultimate choice of
accumulation time should depend on the concen-
tration range studied.

The effect of the accumulation potential on the
adsorptive stripping peak current was evaluated
over the range −0.800–0 V (Fig. 2B). Larger
peaks were obtained over the range from −0.050
to −0.060 V, the peak decreased rapidly at lower
and higher potentials. Therefore an adsorption

potential of −0.050 V was adopted for analytical
determination of PAP.

3.3. Influence of the pH of the supporting
electrolyte

The effect of pH on the peak current and the
reduction potential was studied over the range
4.0–11.0 (20 ng ml−1 PAP). Plots of peak poten-
tial versus pH and peak current versus pH are
given in Fig. 3 (curves a and b, respectively). The
potential of the adsorptive stripping peaks moves
to more negative values with increasing pH, with

Fig. 3. Influence of pH on the DP adsorptive stripping peak
potential, a, and peak current, b, of PAP (20 ng ml−1) in
Britton–Robinson buffer. Other conditions as in Fig. 2.



S.M. Sabry / Talanta 50 (1999) 133–140 137

Table 1
Parameters of calibration graphs and limit of detection (DL) of phenazopyridine hydrochloride by DP cathodic stripping
voltammetry

tacc (s) Slope, b Correlation coefficient (r)Intercept, aConcentration range DL (ng ml−1)
(nA)(ng ml−1) (nA ml ng−1)

0.4762 0.07250.999910.01191–20 30
−1.7415 11–20 60 17.2636 0.0299

a change of slope at pH\8. The slope of the
linear portion from pH 4 to 8 being 95 mV pH−1.
The peak current has its maximum value at pH
10–11.

3.4. Calibration graph and detection limit

Under the optimised conditions of a preconcen-
tration potential of −50 mV, a scan rate of 5 mV
s−1 and a pulse amplitude of −100 mV, the peak
current monitored was found to be proportional
to the PAP concentration. Data recorded in Table
1 summarises the characteristics of the calibration
plots following 30 and 60 s of preconcentrations.
Both plots are highly linear over the entire range
examined (1–20 ng ml−1) with slopes, 10.01 and
17.26 nA ng−1 ml, respectively.

According to IUPAC [17], the detection limit
DL=3 s/k, where s is the standard deviation of
replicate determination values under the same
conditions as for the sample analysis in the ab-
sence of the analyte; k is the sensitivity, namely
the slope of the calibration graph. Now, n=6,
s=0.1722 nA, k=17.26 nA ng−1 ml, hence
DL=3 s/k=0.0299 ng ml−1.

3.5. Precision

The adsorptive accumulation of PAP results in
reproducible adsorptive stripping peak currents.
For six successive measurements of 20 ng ml−1 of
the analyte, the mean peak current was 346.3 nA,
with a range of 344–350 nA and a relative stan-
dard deviation of 0.6%.

3.6. Pharmaceutical applications

The proposed method was applied to the de-
termination of PAP in its dosage form. The re-

coveries were calculated with reference to the
calibration graph (Table 1). As can be seen
from the results shown in Table 2, the method
gave satisfactory recovery data. The statistical
calculations for the assay results show good pre-
cision of the method. According to the t- and
F-test, there were no significant differences be-
tween the calculated and theoretical values at
P=0.05, demonstrating that the proposed
method is as accurate and precise as the official
spectrophotometric method [2].

3.7. Interferences from co-formulated drugs

Interference studies were carried out in order to
investigate the effect of sulphamethoxazole, sul-
phadiazine, nalidixic acid, oxytetracycline and ni-
trofurantoin that are co-formulated with PAP in
some of its dosage forms.

The determination of PAP (10 ng ml−1) by the
proposed procedure in the presence of each of the

Table 2
Application of the voltammetric and spectrophotometric
methods for the assay of Urisept tabletsa

SpectrophotometricdRecovery9sb (%)cVoltammetric
declared (ng recovery9sb (%)c

ml−1)

99.690.498.790.78
98.690.420
t=3.71; F=1.25e

a Urisept tablets (Kahira Pharm., Egypt) labelled to contain
100 mg phenazopyridine hydrochloride per tablet.

b s refers to standard deviation.
c Mean of five determinations.
d Ref. [2].
e Tabulated value for t-test=3.83 and for F-test=6.39 at

P=0.05.
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aforementioned ingredients, at 40 ng ml−1 level,
was evaluated. The recovery of PAP ranged
from 98 to 101%.

The voltammograms were recorded in the
range from −0.2 to −1.4 V. Under the instru-
mental parameters adjusted for PAP determina-
tion, only nitrofurantoin exhibits a signal at
−0.470 V.

Another factor has to be considered is the
solubility of the tested drugs in water. Nalidixic
acid, sulphamethoxazole, sulphadiazine, oxyte-
tracycline and nitrofurantoin are known to be
very slightly soluble in water. So, whenever wa-
ter is used as a solvent, negligible amounts, or
even nil, of the latter drugs will co-extracted
with PAP.

It could be concluded that using the proposed
procedure with the specified instrumental
parameters, the signal monitored at −0.760 V
can be used for selective measurement of PAP.

3.8. Application to biological samples

Preliminary experiments were carried out to
recover the analyte from spiked plasma (or
urine) samples (200 ng ml−1) after a prior
purification step of protein deposition with
ethanol, methanol or acetonitrile. A flow of ni-
trogen was used to flush out the organic solvent
(supernatant) and the residue was reconstituted
with Britton–Robinson buffer. Under the opti-
mised instrumental conditions, the voltammetric
signal was monitored. About 90% of the peak
current decreased.

The previous results indicated that the natural
components of human plasma (or urine) inter-
fere with the analyte signal, possibly the surface
active compounds that can competitively adsorb
on the electrode surface. This necessitates the
development of extraction procedure to effi-
ciently recover the drug from plasma or urine to
exclude the matrix interferences.

The extraction of PAP from aqueous solu-
tions alkalinised with 2 N sodium hydroxide so-
lution (pH�13) was carried out using
chloroform. The percent recovery obtained for
the extraction of 500 ng ml−1 of PAP from an
aqueous solution with four 5-ml portions of

Table 3
Analytical results of phenazopyridine hydrochloride in biolog-
ical samples

Standard addition procedureRecovery9saSpiked plasma
(%)bper 1 ml (ng) Recovery9sa (%)b

9992c8093500
9791100 7193

Spiked urine per
1 ml, ng

500 10091d8494
8197100 9992

a s refers to standard deviation.
b Mean of four determinations.
c Day-to-day precision (9891).
d Day-to-day precision (9892).

chloroform was �98%. The extraction with
chloroform has been described in the USP [3]
for PAP in its combined dosage form with
oxytetracycline and sulfamethizole.

The applicability of the proposed voltammet-
ric method following the extraction procedure
was evaluated through the analysis of biological
samples, fortified with varying amounts of PAP
(500–100 ng ml−1). The recoveries of PAP were
calculated comparing the signals provided by the
examined samples after following the procedure
in the experimental section with the direct mea-
sure of a PAP standard of the same theoretical
concentration in Britton–Robinson buffer.

At a concentration level of 500–100 ng ml−1

PAP in biological sample, the peak current ob-
tained was �75%. Obviously this does not
mean that the yield of PAP extraction is worst,
but some amount of interferents can be co-ex-
tracted with it, resulting in a decrease of the
adsorption capacity for PAP.

To assess the reproducibility, four determina-
tions for each concentration examined were con-
ducted and the standard deviation was
calculated. The results obtained are listed in
Table 3. As can be seen, recovery varies be-
tween 70 and 80%. So, if a direct calibration
with standards is employed, a 20–30% of error
in defect will be obtained.
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Fig. 4 shows the voltammograms of a plasma
blank and a 10-ng ml−1 PAP in plasma (prepared
by spiking 1 ml plasma with 250 ng PAP) ob-
tained following the proposed procedure. No elec-
trochemical signal appears in the blank at the
potential where reduction of PAP occurs.

3.9. Standard addition procedure and precision
study

The relatively low recovery makes it advisable
to employ a standard addition procedure for the
determination of PAP in biological samples rather
than the employment of a calibration with stan-
dards. Samples can be determined using the fol-
lowing standard addition procedure: a sample is
first treated following the general procedure de-
scribed in the experimental section and after that
the sample is spiked with a known amount of
PAP and the voltammetric measurement is taken
again. The increase on peak current can be used
to determine the amount of PAP present in the
sample. Determination of a 100-ng per 1 ml
plasma (spiking) or urine sample based on this
procedure, showed errors between 2 and 4%.

Day-to-day precision was studied by analysing
plasma and urine samples spiked with PAP at a
concentration level of 500 ng per 1 ml (ca. com-
bined before and after extraction). The analysis
was followed up to 4 days using standard addition
technique. The results presented were acceptable
(Table 3).

3.10. Metabolites

Studies [18] of urinary metabolites of PAP in
man showed that the drug is subjected to in vivo
reductive metabolism with the cleavage of the azo
linkage. The metabolites identified in man’s urine
included; aniline, N-acety-p-aminophenol, p-
aminophenol and traces of o-aminophenol. About
45% of the drug is excreted unchanged.

Voltammetric measurement of solutions of ani-
line, N-acety-p-aminophenol and o-aminophenol
in Britton–Robinson buffer, pH=11, under the
specified instrumental parameters indicated only a
signal for o-aminophenol at −0.530 V.

However, theoretically the phenolic metabolites
can not be extracted from urine samples alka-
linised with 2 N sodium hydroxide into the chlo-

Fig. 4. Voltammograms obtained from A, a plasma blank and B, 10 ng ml−1 PAP in prepared plasma sample, after following the
general procedure described in the experimental section. Other conditions as in Fig. 2.
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roform layer. Accordingly the procedure de-
scribed for PAP extraction (Section 2.5) from
biological samples excludes interference, if any, of
these metabolites.

In conclusion, the method described provides a
sensitive approach to the determination of PAP in
biological samples. Moreover, the proposed
method is simple, sensitive and accurate, and can
be applied to the quality control analysis of PAP
pharmaceutical formulations.
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Abstract

Enzyme reactors for the determination of biogenic amines have been developed using diamine oxidase (DAO) from
porcine kidney and from lentil and putrescine oxidase (PUO) from microorganism (Micrococcus roseus). Determina-
tion is based on the electrochemical oxidation of enzymatically produced H2O2 at platinum electrode poised at 600
mV versus Ag/AgCl. The enzymes are immobilized on controlled pore glass beads activated by glutaraldehyde in a
small reactor (diameter 5 mm, length 50 mm) and included in a flow injection analysis assembly. The reactor using
DAO from porcine kidney as the biochemical component responds mainly to histamine (with a detection limit of 0.5
mM), and it can be used for the evaluation of fish spoilage. The PUO reactor shows a significant response only to
putrescine. It is linear in the range 0.07–500 mM. The reactor using DAO from lentil is sensitive to several amines
and it could be useful to evaluate a total value. The buffer used for both types of oxidase based sensors is phosphate
0.10 M pH 7.0 containing 0.10 M NaCl. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Biogenic amines; Diamine oxidase; Putrescine oxidase; Fish spoilage
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1. Introduction

Biogenic amines, low molecular weight organic
bases, possess biological activity [1]. In foods,
amine levels are a good index of food decomposi-

tion: they are formed upon degradation of
proteins and amino acids by decarboxylase-posi-
tive microorganisms [2]. Putrescine, cadaverine
and histamine, have been confirmed useful chemi-
cal indicators [3] of bacterial spoilage of food. The
most frequent intoxication involves histamine,
and histamine poisoning is referred to as ‘scom-
broid fish poisoning’ because is often associated
with the consumption of scombroid fish: tuna,
mackerel and sardines [1].

* Corresponding author. Tel.: +39-55-2757267; fax: +39-
55-2476972.
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The analytical methods used for their separa-
tion and quantification are mainly based on
chromatographic methods: gas chromatography
[4], thin-layer high-performance liquid chro-
matography (HPLC) [5,6], reversed phase HPLC
[7–9] and HPLC with precolumn [7,10], post-
column [11,12] or oncolumn derivatization tech-
niques [13].

Official AOAC methods for analysis of his-
tamine in seafood involve biological, colorimet-
ric or fluorometric procedures [14].

The maximum level allowed in fish samples
by Italian law is 100 mg/kg, and similar limits
are adopted by EC regulations.

Recently due to the commercially availability
of enzymes like monoamine oxidase (MAO) and
putrescine oxidase (PUO) several groups tried to
couple the enzymatic reactions with electrochem-
ical sensors in order to obtain simple and repro-
ducible biogenic amine biosensors. In some cases
the amines have been coupled with oxygen sen-
sors [15,16] or hydrogen peroxide sensors [17–
19]. In such attempts several immobilization
procedure were proposed.

Also in this laboratory, previous attempts [20]
to obtain biogenic amine biosensor with a flow
injection analysis (FIA) arrangement and several
procedures using one or two enzymes with or
without a mediator dissolved in the carrier
stream have been worked out.

In this paper, three other approaches were de-
veloped using different enzymes (diamine oxi-
dase (DAO) from porcine kidney commercially
available, from lentil not commercially available
and PUO again commercially available from
Micrococcus roseus) immobilized in a small reac-
tor (diameter 5 mm, length 50 mm) in FIA and
a Pt electrode for amperometric detection of hy-
drogen peroxide at an applied potential of 600
mV (vs. Ag/AgCl). The system was chosen as it
allows great flexibility: the amperometric sensor
for hydrogen peroxide can be coupled with the
different enzyme reactors.

The different enzymes have been evaluated for
sensitivity, lifetime and selectivity.

The enzyme systems chosen operated accord-
ing to the following reaction sequence:

RCH2O2+H2O �
DAO

RCOH+H2O2+NH4
+

Put+O2+H2O�
PUO

4-aminobutyraldehyde

+NH4
+ +H2O2

H2O2 production due to the oxidative activity
of the enzyme immobilized in the reactor in-
creased the output current of the Pt electrode.

2. Experimental

2.1. Chemicals

DAO (EC 1.4.3.6; from porcine kidney; 0.14
U/mg solid), amines and amine hydrochlorides
were purchased from Sigma, St. Louis, MO
(USA). PUO (EC 1.4.3.10, from Micrococcus
roseus, Toyobo Enzymes, PUO-301; 38 U/mg
solid) was used as received.

The enzyme DAO from lentil (26 U/mg solid,
5.4 mg/ml) has been obtained and purified by Dr
Volpe G. (Istituto Superiore Sanità, Rome, Italy).

Amine standard solutions were prepared by
dissolving the amines or their hydrochlorides in
phosphate buffer. The amines selected in this
work were the most commonly found in fish
samples. Glutaraldehyde (25% aqueous solution)
was obtained from Merck.

2.2. Immobilization

DAO and PUO were immobilized on controlled
pore glass beads (aminopropyl glass, average pore
size 700 A, , particle size 80–120 mesh from Sigma)
activated by glutaraldehyde. One hundred milli-
grams of controlled pore glass were gently stirred
in a 2.5% glutaraldehyde solution (1 ml of buffer
pH 7.0) for 1 h at room temperature. After the
reaction, this mixture was washed with water.
Sixty milligrams of DAO from porcine kidney,
600 ml of DAO from lentil or 0.8 mg of PUO were
added and stirred at 4°C for 24 h. The enzyme-
immobilized beads were put into a reactor column
(Tygon™ tube of 5 mm internal diameter and 50
mm long) and flowed continuously until the beads
were uniformly packed.

The working buffer for the procedure was 0.10
M phosphate buffer at pH 7.0 containing 0.10 M
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NaCl. The reactor is stored at about 4°C in the
working buffer when not in use.

2.3. Apparatus and assay procedure

The FIA system included a peristaltic pump
(Minipuls 3 Peristaltic Pump Gilson), a sampling
device (Rheodyne 5020) and an amperometric
biosensor detector (Universal Sensors) used as
potentiostat and connected with an Amel model
868 recorder.

The electrodes were placed in a suitable flow
cell. The carrier buffer solution was continu-
ously pumped to the flow cell at a constant rate
by the peristaltic pump. When the current
reached a stable value (drift less than 1% in 10
min), a known volume of sample solution was
injected through the sampling valve. A flow
rate of 0.8 ml min−1 with an optimum sample
volume fixed at 1 ml was used throughout.
This system had a delay time of 3 min (time
elapsed between sample injection to current
peak maximum observed with sampling rate of
20 h−1).

The working electrode is a platinum wire (di-
ameter of 0.7 mm), and the reference (Ag/AgCl)
surrounding it has the form of a tube. The sil-
ver tube was placed in a stirred solution of
sodium hypochlorite for about 5 min, then it
was rinsed with water and placed on UV light
for 5 min). A thin (20 mm) membrane of cellu-
lose acetate was stretched over the platinum
electrode surface and secured to it by an O ring.

The cellulose acetate membrane was prepared
as follows: cellulose acetate (1.98 g) and
polyvinylacetate (20 mg) were dissolved in 20 ml
of cyclohexanone and 30 ml of acetone. The
solution was cast on a glass plate with a thick-
ness of 200 mm with the aid of a casting tool.
After complete evaporation (10 h) the mem-
brane was immersed in water and peeled off the
glass surface. The dried membrane has a thick-
ness of about 20 mm.

All standard solutions were prepared by dis-
solving reagent in phosphate buffer 0.10 M pH
7.0 containing 0.10 M NaCl and were diluted
with the buffer solution.

2.4. Preparation of samples for fish spoilage
determination

Several authors proposed a treatment of fish
sample according to Ehira’s methods [21] for
deproteinization.

For storage experiments mackerels and sar-
dines were used. These fish samples were pur-
chased from a local fish market in Florence,
Italy. They were stored at room temperature
(20–25°C) for 2 days. The fish extracts were
obtained by pressing fish muscle (without skin)
placed in a membrane of nylon with a suitable
squeezer. The extracts were analyzed immedi-
ately and in some cases stored at −40°C until
use.

The fish extracts were generally diluted ten or
100 times with phosphate buffer 0.10 M pH 7.0
containing 0.10 M NaCl, filtered through 0.45
mm pore filters, and immediately injected into
the sampling valve. The results of such proce-
dures are reported as mg of amine/l of sample
extract.

Some samples (sardine, mackerel, tuna,
salami, sausage and cheeses) were homogenized
with 20 ml of phosphate buffer 0.1 M NaCl 0.1
M pH 7.0 and centrifuged at 4000 rpm for 30
min. The aqueous phase was separated and
filtered through a 0.45 mm filter and injected
directly after dilution into the buffer solution.
The results in this case are expressed as mg of
amine/kg of sample.

3. Results

3.1. Selecti6ity of the sensor

Uric and ascorbic acid are commonly associ-
ated with physiological liquids, and are electro-
chemical interferents at the platinum electrode.

Permeable membranes such as Nafion (Nafion
117, perfluorinated membrane, 0.007 in. thick,
Aldrich) and cellulose acetate covering the plat-
inum electrode were used to reduce the interfer-
ence effect [22,23].

Table 1 shows that with Nafion in the con-
centration range 10–100 mM, 15–16% of these
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two compounds was still interferent, whereas the
cellulose acetate membrane eliminated almost
completely such interfering effects.

3.2. Selecti6ity of enzyme

Diamine oxidase has been obtained in two
preparations: from lentil (20 U/mg) and porcine
kidney. Only this latter form is commercially
available.

In the pea seedling, DAO is predominantly
found in the cotyledons, and activity reaches a
peak at 8–16 days after germination in the dark
[24]. Pea seedlings are the most active source of
DAO, exceeding the classical hog kidney 105-fold
in terms of crude material and 58 times in terms
of purified enzyme [25]. When isolated from pea
seedlings, the enzyme shows broad specificity, but
there can be differences in oxidation rates between
substrates as reported [26].

With the enzyme DAO (from porcine kidney)
for 60 mM substrate concentrations, the calibra-
tion with histamine was set as 100%, agmatine
represents 37%, the putrescine 28%, the cadaver-
ine 14%, the tyramine 1% and spermine,
tryptamine and spermidine below 1%.

With the enzyme DAO (from lentil), several
amines gave a current signal. For 50 mM substrate
concentrations, we obtained 100% response to
cadaverine, 98% to agmatine, 93% to histamine,
76% to spermidine, 74% to putrescine, 60% to
tyramine, 37% to tryptamine and 9% to spermine.
Though this system did not allow the determina-
tion of the concentrations of the individual
amines in the mixture, it could be used as a useful
indicator of total amines.

The sensor PUO with 10 mM substrate concen-
trations showed 100% response to putrescine, 12%
to cadaverine, 10% to agmatine and tyramine, 9%
to spermidine, and 8% to tryptamine. For this
system, both spermine and histamine levels are
undetectable (1%, and B1%, respectively).

The enzyme preparation from lentil was ob-
tained with the higher activity (20 U/mg, cadaver-
ine as main substrate). The preparation from the
porcine kidney has histamine as major substrate
and cadaverine gave ca. 1/7 of the response (14%).
The preparation from the lentil has cadaverine as
main substrate and histamine gave 93% of relative
response.

The sensitivity of the different systems did not
change using a pool of amines instead of single
amine standard solutions.

Hypoxanthine and histidine were examples of a
possibly interfering substance in histamine analy-
sis because the concentrations of these two com-
pounds are important in the fish extracts.
However any response was obtained at the elec-
trode if the reactor was or not excluded from this
system.

3.3. Calibration cur6es

Calibration plots were always obtained in
buffer phosphate 0.1 M-NaCl 0.1 M pH 7.0. The
dynamic response of a typical histamine (using
DAO from porcine kidney) and putrescine (using
PUO) sensor is illustrated in Fig. 1.

The sensor for histamine (with DAO from
porcine kidney) has a useful detection range of up
to 60 mM (Fig. 2) with a detection limit of 0.5

Table 1
Electrochemical interferents (uric acid, ascorbate)a

Hydrogen peroxideUric acid Ascorbate

i (nA) % i (nA) % i (nA) %

15097 100 7597Without membrane 100 50095 100
10.50900 300.3090.01Cellulose acetate 15092

2294 15 1292 16 5092 10Nafion

a Current increase (nA) for 50 mM concentration equivalent. Carrier solution (0.1 M phosphate buffer containing 0.1 M NaCl pH
7.0) was pumped at a flow rate of 0.8 ml min−1.
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Fig. 1. Typical FIA peaks of the histamine (using the system
assembled with the immobilized enzyme DAO from porcine
kidney) and putrescine (using the system assembled with the
immobilized enzyme PUO) standards detected at Pt electrode.
Flow rate, temperature, pH and sample volume were 0.8 ml
min−1, 20°C, 7.0 and 1 ml, respectively.

solution. Previous work reported a smaller range
(0–20 mM) in putrescine determination [2].

3.4. Reactor stability

The present system based on FIA and one
reactor (DAO or PUO) has the advantage of
simplicity of manual operation. The enzyme reac-
tor was stored at 4°C when not in use and the
intermittant tests were done at room temperature.
In these conditions, 20–30 measurements were
realized with each reactor.

Both DAO reactors (obtained from porcine
kidney and from lentil) kept nearly 70% initial

Fig. 2. Typical calibration curves of the DAO (from porcine
kidney) sensor for histamine. Flow rate, temperature, pH and
sample volume were 0.8 ml min−1, 20°C, 7.0 and 1 ml,
respectively.

Fig. 3. Typical calibration curves of the PUO sensor for
putrescine. Flow rate, temperature, pH and sample volume
were 0.8 ml min−1, 20°C, 7.0 and 1 ml, respectively.

mM; we obtained a standard deviation of 1%
when 20 mM standard solution was injected.

The sensor for putrescine (Fig. 3; using PUO)
has a linear response range of up to 400 mM with
a detection limit of 0.07 mM and with a standard
deviation of 1% for 8 mM putrescine standard
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Table 2
Recovery study performed by adding standard solutions of cadaverine, histamine or putrescine to fish samples

Recovery (%)Cad added (mM) Expected value (mM)Amines found in the sample before spiking (mM) Found value
(mM)

1391 1086.090.5 6.0 12.0
10612.0 199118.06.090.5

His found in the sample before spiking (mM) His added (mM)

10.0 11.090.15.090.1 5.0 110
15.590.1 10315.010.05.090.1

Put found in the sample before spiking (mM) Put added (mM)

1391 937.090.5 7.0 14.0
21.0 20917.090.5 14.0 95

Table 3
Changes in biogenic amines (histamine and putrescine) measured as fish extracts content in two different species of fish during
storage at 20–25°Ca

Days of storage Histamine content (Eq. mg/l) Putrescine content (Eq. mg/l)

MackerelSardineMackerelSardine

0 2698 0 3696 6095
291951 161981997132911

14197 4096 509952 48294

a Measurements were obtained with DAO from porcine kidney and PUO-reactors.

sensitivities in the first month while the PUO
reactor can be used for about 1 month with nearly
90% of initial sensitivity.

3.5. Application to real samples

Preliminary experiments have been realized
with fish samples prepared as described in Section
2.4.

For all measurements with real samples (DAO
or PUO reactors), the fish extracts were diluted
with buffer in order to fall in to the linear range
of the sensors.

When the sensor was not coupled with reactors,
no electrochemical signals were obtained, there-
fore it was concluded that any significant amount
of electrochemically interfering substances was
present in fish extracts.

PUO reactor was calibrated with standard solu-
tion of putrescine, DAO (from porcine kidney)
reactor with histamine and DAO (from lentil)
with cadaverine. The current values obtained with
the three different systems when assaying real
samples were therefore expressed, respectively, as
histamine content (DAO obtained from porcine
kidney), as cadaverine content (DAO from lentil)
and as putrescine content (from PUO).

We can again be reminded that histamine and
putrescine values are very near to the real amount
of such amines, because the respective enzymes
are very selective, while the cadaverine values
obtained are more near to the total amount of
amines because of the low selectivity of the DAO
from lentil.

The procedure of extraction with 0.1 M phos-
phate buffer, 0.10 M NaCl pH 7.0 was tested for
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Table 4
Concentration of biogenic amines in can seafood and other food samples performed with DAO (from porcine kidney, from lentil)
and PUO reactors measured after homogenization, centrifugation and filtrationa

Histamine (Eq. mg/kg)Samples Cadaverine (Eq. mg/kg)Putrescine (Eq. mg/kg)

791Salmon 892 2793
Mackerel 2092892391

33961192Tuna 891
Salami 5109251109107799

2392 3795 160912Sausage
4709202397Parmesan 2094

1280940‘Pecorino’ cheese 991148920

a The dilution of the original sample was in the range of 10–50 according to the result obtained.

recovery (Table 2). Standard solutions of cadaver-
ine (using the system assembled with the immobi-
lized enzyme DAO from lentil), histamine (using
the system assembled with the immobilized enzyme
DAO from porcine kidney) or putrescine (using the
system assembled with the immobilized enzyme
PUO) were added to the extracts of fish samples.

In all cases a recovery from 93 to 110% was
observed.

Table 3 shows in two fish samples, the changes
in biogenic amines expressed as histamine and
putrescine content during storage at room temper-
ature (20–25°C) using the DAO (from porcine
kidney) and PUO reactors. During storage, his-
tamine and putrescine were formed and, hence, a
marked increase of the signal of the DAO and PUO
reactors was observed. It can be observed that
during such a period of storage at 20–25°C, the
putrescine values were higher in comparison with
histamine levels.

Table 4 shows preliminary results on the determi-
nation of biogenic amines (histamine, putrescine
and cadaverine) in several foods obtained, respec-
tively, with the reactor assembled with the immobi-
lized enzyme DAO from porcine kidney, with PUO
and with DAO from lentil. Cheese was found to be
the food with the highest amine content.

4. Conclusions

A simple and rapid method for the evaluation of
biogenic amines was developed. This method is
based on an hydrogen peroxide probe coupled with

a reactor with immobilized enzyme DAO (from
lentil and porcine kidney) and PUO.

The three enzyme reactors have a different pat-
tern of selectivity, which can be exploited in some
specific study of fish spoilage. The DAO (from
porcine kidney) reactor and the PUO reactor are
quite selective and therefore give sharp informa-
tion on individual amine content (histamine and
putrescine, respectively) while the DAO (from
lentil) reactor is quite unselective and allows the
measurement of the total amines.

In all cases, the biosensor procedure has advan-
tages, such as low cost, short analysis time, simplic-
ity of use and it can be used outside an organized
laboratory like directly in the market place or in a
custom office. Moreover, the biosensors show a
low detection limit with a lifetime estimated at 1
month with a 10–30% loss of sensitivity.

In view of these facts, the whole procedure can
be considered a valuable approach for the quality
control of fish processing and storage.
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Abstract

A hydride generation gas phase molecular absorption spectrometry (HG-GPMAS) method for the determination
of butyltin compound is optimized by experimental design. This method is based on the conversion of the butyltin
chloride into gaseous monobutyltin hydride by adding a sodium tetrahydroborate (III) solution. The hydride
generated is collected in a liquid nitrogen cryogenic trap. This is revolatilized, driven to the quartz flow cell and
measured with GPMAS with diode array detection. A Plackett–Burmann design is used for the study of the factors
that influence the absorption signal. The optimization of the parameters affecting the production and collection of the
monobutyltin hydride is achieved using a central composite design. Partial least square (PLS), multiple linear
regression (MLR) and univariate calibration are applied to the spectra obtained. The quality parameters (detection
limits and precision) for the butyltin chloride are reported. An interference study is made. © 1999 Elsevier Science
B.V. All rights reserved.
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1. Introduction

One of the most important steps in the develop-
ment of a new analytical method is its optimiza-
tion: the study of those factors which have an
influence on the analytical signal, and selection of
the values that produce the best results for the
analytical method. In the traditional strategy of

one variable at a time, only one variable is
changed while all the others remain constant. This
approach requires a large number of experiments
and does not allow the study of any response
changes which may occur when two or more
factors are modified simultaneously.

Experimental design is an alternative to this
strategy. It allows a large number of factors to be
screened simultaneously to determine which of
them has a significant effect on the analytical
signal; in addition, the factors can be optimized to
give the best possible results with a relatively low
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number of experiments. This methodology also
allows for sequential experimentation, in such a
way that each group of experiments is based on
the previous group.

A variety of analytical techniques have been
described for the determination of organotin com-
pounds. Many of these are based on separation
via high performance liquid–liquid chromatogra-
phy (HPLC) [1,2] or more often using gas chro-
matography (GC) [3–5]. The derivatization by
hydride generation with sodium tetrahydroborate
(III) [1,6], sodium tetraethyl borate [5,7] and alky-
lation by Grignard reagents [8] are the most com-
monly used methods for the analysis of these
compounds by conversion to volatile species. Sev-
eral detection techniques have been coupled to
GC and HPLC for the determination of deriva-
tized organotin compounds. These include atomic
absorption spectrometry (AAS) [9], atomic emis-
sion spectrometry (AES) [4], mass spectrometry
(MS) [10], flame photometric detection (FPD) [11]
and microwave-induced plasma atomic emission
spectrometry (MIP-AES) [5,12].

Gas phase molecular absorption spectrometry
(GPMAS) is a consolidated technique; analytical
applications of GPMAS have been independently
developed by Syty [13] and by Cresser [14] since
1973. The technique is based on the measurement
of the absorption of molecular species in the gas
phase, generated at room temperature. Its appli-
cation has focused on sulphur compounds [15],
nitrogenated compounds [16], halides [17], cova-
lent hydride volatiles [18] and more recently, ar-
senic and tin organo-metals [19]. The introduction
of a diode-array system as the detector has
widened the technique’s application range. Ob-
taining the volatile spectrum generated over a
wide wavelength range allows the study of the
changes produced in the structure of the molecule
generated [20] or the simultaneous determination
of the various analytes involved [21].

The aim of this study was to establish the best
possible experimental conditions for the determi-
nation of monobutyltin chloride using the genera-
tion of monobutyltin hydride, carried out by
continuous addition of the reducing agent and
subsequent determination by GPMAS. The opti-
mization study was performed in a sequential

way. Owing to the numerous experimental factors
that influence the response of the analyte, a statis-
tical model of the Plackett–Burmann [22] design
was used to evaluate the significance of each
factor. A statistical model of central composite
design [23] was then used to study the influence of
the interaction between variables and the opti-
mum conditions.

2. Experimental

2.1. Apparatus

All measurements were made with a Hewlett-
Packard (model HP 8451) diode-array Spec-
trophotometer equipped with an HP 98155A
keyboard, an HP 9121 disk drive for bulk data
storage, an HP Thinkjet printer and an HP 7475A
graphics plotter. A Hellma 174QS 1 cm quartz
flow cell was used, together with a Masterflex
peristaltic pump Ref. E07523-37 (Cole-Parmer,
USA), a Heidolph MR 3003 agitamatic (Heido-
lph, Kelheim, Germany) with platinum probe, a
Mettler PJ 3600 Delta Range, a Dilvac Dewar (2
l) and a Schott ISO 250/1000 ml generator flask.

For mathematical treatment, a Hewlett-Pack-
ard Vectra VL was used; the statistical designs
were created and analyzed with the Statistica 5.0
software package [24]. For multicomponent anal-
ysis, Parvus 3.0 [25] was used.

2.2. Reagents

All reagents used were of analytical grade qual-
ity. Double distilled water was used.

A stock solution of tin compound was pre-
pared, of 1000 mg ml−1 of Sn as follows: butyltin
trichloride, C4H9SnCl3 from Aldrich (Sigma–
Aldrich, USA) dissolved in double-distilled water.
Working standards were prepared by serial dilu-
tion of the stock solutions with double-distilled
water, immediately before use.

Aqueous solutions of sodium tetrahydroborate
(III), NaBH4 from Carlo Erba (Milan, Italy) were
prepared immediately prior to use.

Hydrochloric acid (37% m/m, 1.186 g ml−1)
and acetic acid (80% m/m, 1.070 g ml−1) from
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Carlo Erba-RPE (Milan, Italy). Working solu-
tions were prepared daily by diluting concentrated
solutions with double-distilled water.

Dried granular calcium chloride from Carlo
Erba-RE (Milan, Italy).

The carrier gases were nitrogen and hydrogen
(C-50 Carburos Metálicos).

2.3. System description. Basic procedure

The system used for the generation and mea-
surement of the butyltin hydride is shown in Fig.
1; the scheme consists of: (i) the hydride genera-
tor; (ii) the trapping section; (iii) the revolatizing
section; and (iv) UV detection.

A volume of the acidified standard solution was
added to the generation vessel, the peristaltic
pump introduced the reducing agent and a gas
flow was applied through the solution. Once the
reducing agent was consumed, the gas flow was
maintained for some minutes more. The volatiles
generated were condensed in the U-tube immersed
in liquid nitrogen.

The U-tube was then removed from the liquid
nitrogen and left for a short period at room
temperature. Volatilization of the hydrides was
achieved by a controlled heating of the trap. The
trap was connected to the flow cell with a Teflon
tube. The butyltin hydrides were detected using
the BASIC program as given in the experimental
procedure; a time overlap was obtained of the

volatile absorbance spectra from 190 to 220 nm
every 0.2 s for 7 s (enough time for the ab-
sorbance to fall to zero).

Using the determination system selected, the
total absorbance spectrum of monobutyltin hy-
dride, shown in Fig. 2, was obtained.

3. Results and discussion

3.1. Study of significant factors

In order to achieve the significant factors, a
Plackett–Burman design was used. This experi-
mental design allows a large number of factors to
be screened simultaneously to determine which of
them has a significant effect on the response. This
design supposes that only the principal effects
influence the absorbance signal; the interactions
among the variables are not considered.

Several variables could potentially affect the
absorbance signal: reducing agent flow, reductor
concentration, acid type, gas flow rate during
hydride generation, revolatilizing temperature,
carried time, carrier gas type, time at room tem-
perature, revolatilizing time, sample volume and
pH. Each variable was studied at two levels; these
levels were selected on the basis of previous re-
sults [19], in function of the bibliography found
[1,6], and taking into account the limitations of
the experimental system. The levels of control are

Fig. 1. Schematic diagram of the determination system. (i) The hydride generator; (ii) the trapping section; (iii) the revolatizing
section; (iv) UV detection.
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Fig. 2. Three-dimensional absorption molecular spectrum of monobutyltin hydride.

listed in Table 1. The experiments were carried
out with three replicates per run, to obtain a value
for the experimental error. Randomization was
used in order to obtain a random distribution of
unknown systematic errors. The sample amount
was 208.5 mg for butyltin chloride. Table 2 gives
the design matrix for the Plackett–Burman de-
sign, the mean response obtained (absorbance of
the monobutyltin hydride measured at 192 nm)
and the main effects of the factors.

The analysis of the results given in Table 2
produced the bar chart shown in Fig. 3. In this
chart, the bar lengths are proportional to the

absolute value of the estimated main effects; those
which exceed the reference line, corresponding to
the 95% confidence interval (CI), are significant as
regards to the response.

The factors which gave significant effects on the
signal were reductor concentration, gas flow rate
during hydride generation, carried time, carrier
gas type, time at room temperature, revolatilizing
time and sample volume. The sign of the main
effects showed whether the response would be
improved or decreased on passing a given factor
from the lower level to the higher level, and
determined the new experimental domain to be
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Table 1
Factors and levels used in Plackett–Burman design

LevelFactors

Low (−) High (+)

10(A) Reductor flow (ml 2
min−1)

(B) Reductor concentra- 40.5
tion (%)

Hydrochloric(C) Acid Acetic acid
acid
500170(D) Generation flow (ml

min−1)
(E) Revolatilizing tem- 9060

perature (°C)
(F) Carried time (min) 2 5

H2 N2(G) Carrier gas
31.5(H) Time at room tem-

perature (min)
(I) Revolatilizing time 1.50.5

(min)
(J) Sample volume (ml) 150 750

1 4(K) pH

hydrogen gas. The reductor agent concentration,
gas flow rate during hydride generation, carried
time, time at room temperature and revolatilizing
time were significant and positive effects, so that
the region of their higher level was studied fur-
ther. The reducing agent flow, acid type,
revolatilizing temperature and pH were not sig-
nificant effects and these were fixed at the values
of 2 ml min−1, hydrochloric acid, 90°C and pH 1.
The results of this first study led to the elimina-
tion of four variables of the sequential optimiza-
tion (reducing agent flow, acid type, revolatilizing
temperature and pH) and also allowed the fixing
of those variables which were non-continuous
(carrier gas type, acid type and sample volume).

3.2. Optimization of the experimental conditions

A second-order polynomial function was postu-
lated with the aim of obtaining a response map. A
five level central composite design with three cen-
tral points was carried out. This design gave the
surface response; the experimental data were fitted
to the polynomial mathematical model:

ypred.=b0+% bixi+% bijxixj+% biix i
2+o

explored to obtain response optimization. The
sample volume and carrier gas type were not
continuous variables and showed negative signs,
and these were therefore fixed as 150 ml and

Fig. 3. Graphic analysis of the main effects obained from the Plackett–Burman design. The vertical line defines the 95% confidence
interval (CI).
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Table 2
Experimental matrix and results for Plackett–Burman design

Factors BT responseRuns

A B C D E F G H I J K

+ − + − −7 − + + + − + 0.0398
+ +3 − + − − − + + + − 0.1666
− + + − + −5 − − + + + 0.0466
+ − + + − +1 − − − + + 0.1541
+ + − + + −4 + − − − + 0.1023
+ + +10 − + + − + − − − 0.2164
− + + + − +9 + − + − − 0.2301
− − + + + −2 + + − + − 0.0366
− − − + + +11 − + + − + 0.2992
+ − − − + + +6 − + + − −0.0010
− + − − − +12 + + − + + 0.0373
− − − − − − −8 − − − − 0.0746

−0.008 0.033 0.007 0.096 −0.000 0.078 0.085Effect 0.032 0.027 −0.087 −0.007
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(with i and j ranging from A to E) where bii and
xi

2 are the quadratic regression coefficients and
the quadratic settings respectively.

Time limitations on the great number of experi-
ments potentially involved led to the selection of a
minimum set of experiments to estimate the
model coefficients. In this case, the number of
experiments was reduced by running a fractional
factorial design, 25–1. In this design, the main
effects were confused with four-way interactions,
normally not significant, whereas the interactions
of order two were confused with the interactions
of order three. The central composite design con-
sisted of the points of fractional factorial design
augmented with ten star points. These star points
were located at +a and −a from the centre of
the experimental domain. An axial distance (a)
was selected with a value of 2 in order to establish
the rotatability condition.

On the basis of the previous results, the experi-
mental domain for the remaining variables was
adjusted as follows: reductor agent concentration
(A): 1–5 (%), gas flow rate during hydride genera-
tion (B): 250–750 (ml min−1), carried time (C):
2–6 (min), time at room temperature (D): 2–4
(min) and revolatilizing time (E): 0.5–2.5 (min).
The sample amount was 88 mg for butyltin chlo-
ride. Due to anticipated problems of overpressure
in the system as a result of an excessive quantity
of gas, it was not possible to investigate reductor
agent concentration of over 5% or carried time of
over 6 min. The results obtained are shown in
Table 3, together with the corresponding matrix
design. The experimental runs were randomized
and were carried out with three replicates per run.

Variance analysis (ANOVA) was used to esti-
mate the significance of the main effects and
interactions (Table 4). In this table, the sum of
squares (SS) is the information that was used to
estimate the F-ratios (F), which are the ratios of
the respective mean square effect and the mean
square error. The P-values indicate when the ef-
fect of each factor is statistically significant (PB
0.05) or statistically not significant (P\0.05).

The analysis of the results showed that, out of
all the factors studied in this experimental design,
the reductor concentration and the revolatilizing
time had the highest influence on the response.

Several interactions and quadratic terms were also
significant.

The design allows the obtaining of the response
surface. This is an effective way of locating the
optimum and for the interpretation of the most
influential interactions if a mathematical relation-
ship between the variables is known. Fig. 4 shows
the response surfaces including the significant in-
teractions. Fig. 4(a) shows the response surface
function developed by the model for gas flow rate
during hydride generation and carried time. The
response obtained showed a maximum between
200 and 600 ml min−1 when the carried time was
at its lowest level. Fig. 4(b) shows the response
surface function developed by the model for
revolatilizing time and time at room temperature;
the response obtained was greatest when the two
factors were at their lowest levels; when one of the
two factors was at its highest level and the other
at its lowest level, the response was minimum.
The response was inversely proportional to the
two factors. Fig. 4(c) shows the function for car-
ried time and time at room temperature. In this
case, the function showed a maximum when the
two factors were at the lowest or the highest level.

Fig. 4(d) shows the function for reductor con-
centration and time at room temperature; the
response obtained was a maximum when the first
factor was at its high level and the other at its low
level. The response is directly proportional to the
reductor concentration. Fig. 4(e) shows the re-
sponse surface function developed by the model
for revolatilizing time and carried time. The func-
tion was at a maximum when the two factors were
at their lowest levels. Fig. 4(f) shows the function
for revolatilization time and gas flow rate during
hydride generation. As can be seen, the response
surface presents a maximum for high flows and
low times.

It can be seen that these results confirm those
obtained in the above study. Of all the factors
investigated, the reductor concentration and the
revolatization time are those which most affect
the response. This design completes the previous
study, since it permits the obtaining of the interac-
tions between the factors and the optimum work-
ing conditions. The most important interactions
were seen between the parameters affecting the
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Fig. 4. Response surfaces estimated from the central composite design for (a) carried time vs gas flow rate, (b) time at room
temperature vs revolatilizing time, (c) time at room temperature vs carried time, (d) reductor agent concentration vs time at room
temperature, (e) revolatilizing time vs carried time, and (f) revolatilizing time vs gas flow rate.
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Fig. 4. (Continued)
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Fig. 4. (Continued)
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Table 3
Design matrix and response of fractional factorial central composite design

BT responseFactorsRuns

(192 nm)Carried time (min) Revol. time (min)Reductor (%) Time room TaGas flow rate (ml
(min)min−1)

0.1774++1 ++ +
− −2 + + + 0.1575
+ −3 + + − 0.1537

+− 0.17004 −+ +
− 0.13815 + − + +

0.1188+−6 ++ −
+ +7 + − − 0.1474
− −8 + − − 0.1244

0.1967+ −9 +− +
+ − + 0.157810 − +

0.1617++11 −− +
− −12 − + − 0.2025
+ +13 − − + 0.1612

0.1590− −14 +− −
0.1339−15 − − − +
0.1372+−16 −− −

0 0 0 0.156817 −a 0
0 0.1141018 0+a 0

0 019 0 −a 0 0.1053
0.19480020 00 +a

0 021 0 0 −a 0.1338
0 022 0 0 +a 0.1483

0−a 0.159823 00 0
0 0.165024 0 0 0 +a

0.1654−a025 00 0
0 +a26 0 0 0 0.1344
0 027 0 0 0 0.1659

0.16430 028 00 0
0 0 029 0 0.16590

volatile’s generation (carried time and gas flow
rate during hydride generation) and those affect-
ing the revolatization (time at room temperature
and revolatizing time).

During the volatile generation, a displacement
of water vapor from the generator was seen. To
ensure that this vapor was not carried to the
four-way valve, a CaCl2 U-tube was used; how-
ever, it was seen that the elimination of the vapor
was not complete in some experimental conditions
(high reducer concentration or high gas flow dur-
ing hydride generation). This circumstance could
be due to the increase in water vapor in the gas or
to the higher velocity of the gas passing through
the water trap. To avoid overpressure problems in

the system, the gas flow rate during hydride gen-
eration had to be sufficiently high to guarantee
the correct carrying of the volatiles to the liquid
nitrogen trap; a low carried time allows for con-
trol of the movement of water vapor without
causing volatile loss.

The effect of the water vapor carried to the
four-way valve explains the interaction between
the factors which affect the revolatilization. In the
optimum conditions found for the generation, a
displacement of water vapor to the four-way valve
is seen, in such a way that short times at room
temperature and of revolatization act against the
dissolving of the analyte in the aqueous phase,
thus favoring its revolatilization.
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Resulting from this study, the optimum work-
ing conditions to obtain the highest absorbance
responses were selected. There are: revolatilizing
time 0.5 min; reductor agent concentration 5%;
carried time 2 min; gas flow rate during hydride
generation 550 ml min−1, and time at room tem-
perature 2 min.

3.3. Analytical characteristics

Under the instrumental and chemical condi-
tions obtained in Section 2, calibration studies
were made for the butyltin chloride. The regres-
sion equation was obtained by simple linear re-
gression, multiple linear regression (MLR) and
partial least square regression (PLSR). The ab-
sorbance was obtained on a wavelength interval
from 190 to 220 nm. For the univariate regres-
sion, the wavelength selected was 192 nm; the
MLR results were obtained after reducing by
stepwise selection the total set of 20 predictors to
an optimum subset (192 and 214 nm). For PLS, in

order to select the number of factors, a cross-vali-
dation method, leaving out one sample at a time,
was used.

The detection limit of 5.6 ng ml−1 was calcu-
lated according to the IUPAC; the value reported
is the mean of five replicates, using the ab-
sorbance signal measured at the peak height at
192 nm. The relative standard deviation (RSD)
value for precision, calculated from 20 determina-
tions from a solution containing ten times the
corresponding detection limit and taken on differ-
ent days, was 5.1%.

Table 5 shows the root mean square difference
(RMSD) and R2 of the calibration model. The
RMSD is an indication of the average error in the
analysis

RMSD=
�

1/N %
N

i=1

(ŷi−yi)2n0.5

and the square of the correlation coefficient (R2)
is an indication of the quality of fit of all the data
to a model:

Table 4
Analysis of variance (ANOVA) for the fractional factorial central composite design

P-valueSource of variation F-ratioSum of squares Mean squareDegrees of freedom

320.480.0237910.02379(A) Reductor (L) 0.0000
(AA) Reductor (Q) 0.00008 0.30781 1.060.00008

0.00052 7.02(B) GAS FLOW RATE (L) 0.01000.00052 1
(BB) GAS FLOW RATE (Q) 1 0.00084 11.37 0.00120.00084

0.00036 4.82(C) CARRIED TIME (L) 0.03150.00036 1
(CC) CARRIED TIME (Q) 0.03324.720.0003510.00035

15.530.00115 0.000210.00115(D) TIME ROOM TA (L)
(DD): TIME ROOM TA (Q) 1 0.00009 1.15 0.28810.00009

0.00541 1(E) REVOL. TIME (L) 0.00541 72.82 0.0000
(EE): REVOL. TIME (Q) 0.000023.280.0017310.00173

2.710.00020 0.104110.00020(AB)
(AC) 0.00029 1 0.00029 3.96 0.0507

0.00052(AD) 7.020.00052 0.01001
0.00000 1(AE) 0.00000 0.02 0.8981

(BC) 0.00259 1 0.00259 34.94 0.0000
(BD) 0.00027 1 0.00027 3.63 0.0609

0.00035 1(BE) 0.00035 4.74 0.0329
(CD) 0.000118.200.001350.00135 1

0.00045 1(CE) 0.00045 6.02 0.0167
(DE) 0.00000.00243 1 0.00243 32.80

690.00512Error 0.00007
0.04794 89Total SSa

a Sum of squares.
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R2=1− %
N

i=1

(yi− ŷi)2/ %
N

i=1

(yi− ȳi)2

where yi is the standard concentration of analyte
in the sample i, ŷi is the estimated concentration
of the analyte in the sample i, ȳ represents the
mean of standard concentrations and N is the
total number of samples. It can be seen that the
best results were obtained using MLR, which gave
the best correlation coefficient and the lowest
RMSD.

The proposed simple linear regression, MLR
and PLS methods applied to the absorption spec-
tra allowed the resolution of drinking waters for-
tified with butyltin compound. In Table 6, the
results obtained for the determination of the
butyltin in the synthetic samples of butyltin chlo-
ride are shown. It can be seen that the RSD
values were significantly lower when multivariate
methods were used. The accuracy values obtained
for the MLR and PLS methods were greater than
for the univariate regression; within this group,
the best results were obtained using PLS.

3.4. Interference study

The effect of several ions on a monobutyltin
chloride standard of 0.30 mg ml−1 Sn are shown
in Table 7. Solutions containing butyltin chloride
(BT) and various concentrations of the potential
interferents, one at a time, were subjected to the
generation and determination procedure and the
signals obtained by this method were compared
with the signals obtained without the interference.
All experiments were performed in triplicate.

No effects were observed for up to 200 mg ml−1

of Na (I), K (I), Ca (II), Ba (II), Sr (II), Mg (II),
Mn (II), Hg (II), Cd (II), Zn (II), V (V), Mo (VI),
Al (III), Cr (III), NH4

+, Te (VI), Sn (IV), Bi (III),
Pb (II), Ge (IV), MnO4

−, Br−, F− and I−; up to

1000 mg ml−1 of chloride, sulphate and nitrate did
not interfere. Those elements which gave rise to a
signal depression of less than 1 S.D. of the ex-
pected response were deemed not to interfere.

Depression of the signal was observed in the
presence of Co (II), Ni (II), Cu (II), Ag (I), Fe
(II), Fe (III) and Cr (VI).

Significant interference effects were seen from
the sulphite ion and the elements which form
volatile hydrides under the generation conditions.
Sb (III), Sb (V), Sn (II), As (III), As (V) and the
S= anion caused a quantitative increase in the
absorbance signal which can be used for the
simultaneous determination of mixtures of several
elements. The Se (IV) showed a different behav-
ior: for low interferent/analyte ratios, the error
was almost the same, but when the [mg ml−1

Int / mg
ml−1

BT ] ratio increased, the interference increased
also. This behavior may be due to the equilibria
which becomes established between the butyltin
chloride and the selenium species in the liquid or
gas phase.

4. Conclusions

With the Plackett–Burman design used in this
work, the variables which affect the determination
of butyltin chloride by HG-GPMAS were iden-
tified: reductor agent concentration, gas flow rate
during hydride generation, carried time, time at
room temperature and revolatilizing time. This
design allows a reduction in the number of factors
to be studied, from 11 to 5, and establishes a new
region to study.

The proposed experimental design methodology
allows the finding of the optimal conditions for
the determination of butyltin chloride by HG-GP-
MAS, together with an identification of the inter-
actions between the factors studied, parameters
which cannot be obtained when optimization of
one factor at a time is used. It can be concluded
that the most influential parameters on the re-
sponse are reductor agent concentration,
revolatilizing time and the interactions between
carried time and gas flow rate during hydride
generation and between time at room temperature
and revolatilizing time.

Table 5
Statistical parameters of the calibration

Univariate PLSMLR

R2 0.99890.99910.9991
0.8651RMSD 1.71660.2178
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Table 6
Results obtained from the resolution of the artificial samples of butyltin chloride

PLSAdded (ng Univariate MLR
ml−1)

Founda (ng RSDa (%)Recov. (%) RSDa (%) Founda (ng ml−1) Recov. (%) RSDa (%) Founda (ng ml−1) Recov. (%)
ml−1)

45.8 107 8.3 42.6 9942.9 1.9 43.2 101 1.1
54.8 102 5.9 53.153.6 99 1.4 54.1 101 1.8
68.9 92 7.8 74.5 100 1.474.3 74.4 100 0.89

140.2 94 12.9 145.8 98 1.6148.6 147.9 99 0.95

a Mean of three independent determinations.
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Table 7
Results from the interference study

Interferent RatioInterferent Ratio % Error % Error
[Int.]/[BT]a[Int.]/[BT]a

Sb (III) 17.560.1–Co (II) 10
0.225 50.85−20.61

88.020.3−45.2575
0.5 151.7125 −73.27
1 257.1200 −96.3

Sb (V) 0.25 24.15−44.05Ni (II) 10
0.5 42.5625 −57.18

106.211−90.9100
1.5 178.25150 −98.02

As (III) 0.25Cu (II) 10 −34.01 67.66
101.490.5−71.2550

0.75100 −80.74 135.32
1250 −88.06 202.98

As (V) 0.25Ag (I) 5 −21.96 67.79
0.5 134.225 −40.3
0.7550 −70.67 179.55

265.321−98.5100

74.20.25Se (IV)–Fe (II) 10
0.525 −38.28 71.38
1.575 −51.07 69.28

87.593.5−78.16150
5 102.8300 −91.58

5Sn (II) 28.3–Fe (III) 25
1075 −13.8 100.14
25 240.65150 −25.11
50300 −75.74 322.7

−95.97400

−38.2310NO2
−–Cr (VI) 5

25 −49.4425 −46.37
75 −58.6975 −67.2

100125 −77.42 −98.23
−86.84325

S= 0.25 99.25
0.5 120.59
1 161.9
2 254.14

a [mg ml−1
Int /mg ml−1

BT(as Sn)].

The use of a diode-array molecular absorption
spectrophotometer as the detector allows the spec-
tra of generated volatiles to be obtained over a
wide wavelength range, making possible the appli-
cation of a multivariate calibration system. Fur-

thermore, the different effects that the various
interferents present on the analytical signal can be
observed. The spectra obtained for the interfering
compounds allows, in some cases, the simulta-
neous determination of several compounds.
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Abstract

A method developed to determine organic and inorganic selenium species in human urine samples is presented in
detail. After a simple sample treatment based on elimination of non-charged organic compounds, selenium species
were separated by high performance liquid chromatography (HPLC) on a Spherisorb 5 ODS/AMINO column using
two different chromatographic conditions: phosphate buffers at pH 2.8 and 6.0. Detection was carried out using an
on-line inductively coupled plasma mass spectrometer (ICP-MS). Trimethylselenonium ion and two unknown
selenium species in urine samples were found. Selenium species were shown to have stability problems, with the
maximum allowed storage time of 1 week. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Inductively coupled plasma mass spectrometry; High performance liquid chromatography; Selenium speciation; Human
urine
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1. Introduction

Selenium has been recognised as an essential
trace element, based on its presence as a structural
component of the enzyme glutathione peroxidase
[1]. This element has a complex impact on man
and animals depending on the concentration and

the chemical form in which it is present [2]. How-
ever, the difference between the necessary daily
intake and the toxic dose is narrow.

Selenium exists in many different chemical
forms in the environment and in biota. The inor-
ganic species selenite and selenate are very impor-
tant in the biochemical cycle of selenium.
Seleno-amino acids take part in the biological
selenium cycle and are incorporated into proteins
[1,2]: selenomethionine (SeMet) is used as sele-
nium supplements for man and animals and has
been found in plants, selenocysteine is part of the

* Corresponding author. Tel.: +34-91-3944222; fax: +34-
91-3944329.

E-mail address: carreras@eucmax.sim.ucm.es (A.M. Gutiér-
rez)
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active site of the enzyme glutathione peroxidase.
The trimethylselenonium ion (TMSe+) is known
to be a detoxified form of other more toxic sele-
nium compounds [3,5]. The relationship between
TMSe+ and other selenium compounds, such as
selenocysteine, is not yet clear, though excess
amounts of selenomethionine and several other
amino acid derives administered to rats were
shown to be metabolised to trimethylselenonium
[4].

Detailed information concerning analytical
methods for speciation of selenium will be found
in some reviews [5–8]. Unfortunately, applica-
tions of selenium speciation techniques to real
samples is scarce.

Urinary selenium concentration is used as an
indicator of selenium status. Some articles have
been published reporting clinical studies of the
total selenium concentrations in biological fluids
[5,9]. In human urine, amounts between 20 and
200 mg day−1 are considered as normal excretion,
but knowledge of the total concentration gives
only poor information.

A few studies of analytical methods for deter-
mining selenium species in urine samples have
been reported, most of them were performed on
spiked urine samples [10–12]. A knowledge of the
chemical form and concentration of selenium in
urine is of interest; however, reports on the iden-
tification of Se species in urine are contradictory.
TMSe+ has been identified as an important sele-
nium metabolite in urine, ranging from 10 to 70%
of total selenium [2,16], while other studies de-
tected a major inorganic contribution [13–15].

Blotcky et al. [16] found that TMSe+ made up
about 30% of total selenium in urine for a normal
diet, and that the excretion level increased when
the diet was supplemented by selenium-containing
vitamins. TMSe+ was determined using a
polystyrene column packed with cation exchange
resin and neutron activation detection.

Yang and Jiang [14] determined TMSe+, selen-
ite and selenate in urine samples by ion-pairing
chromatography coupled to ICP-MS with ultra-
sonic nebulisation. They found a major selenite
contribution (between 100 and 400 mg l−1), while
TMSe+ was detected in a few samples at a level
of 10 mg l−1.

Fodor and Barnes [15] differentiated selenate
and selenite in urine samples using different pH-
values for complexation with a poly(dithiocarba-
mate) resin. Analysis of the urine of 11 healthy
persons showed that the average selenite content
(8.6 mg l−1) was about three times higher than the
selenate concentration (3.1 mg l−1).

Other peaks present in chromatograms of urine
samples were considered to be possible seleno-
amino acids. Muñoz Olivas et al. [17] differenti-
ated selenocystine (SeCys), selenomethionine and
trimethylselenonium ion by ion-pairing chro-
matography and ICP-MS detection. They found a
principal peak attributed to SeCys, without any
presence of TMSe+. No quantification was possi-
ble due to the overlapping of peaks.

Sample complexity makes it necessary to deal
with sample storage and stability problems. Some
studies have been carried out on the stability of
selenium species in aqueous solution [18,19].The
best storage conditions for organic selenium spe-
cies in aqueous solution, were found to be Pyrex
containers at 4 and 20°C in the dark [19].The
authors observed excellent stability of TMSe+,
SeCys and SeMet for 3 months under all condi-
tions studied. Inorganic species in aqueous solu-
tion are stable for 12 months in polyethylene and
PTFE containers at −20°C, and in these condi-
tions it is not necessary to acidify the samples [18].
In biological fluids, the sampling and storage
conditions may differ due to the presence of the
matrix. In contrast to most elements, selenium
sampling and storage are essentially free from
contamination problems, but selenium species sta-
bility is a problem to be considered. At ambient
temperature, bacterial growth transforms urea
into ammonia, causing an alkaline urine. pH
changes can affect urine composition [20]. Sanz
Alaejos and Dı́az Romero [5] reported no losses
of Se when urine samples are stored at 4°C in
polyethylene bottles for 12 h, but the study deter-
mined total selenium without monitoring trans-
formation of species.

The aim of this work is to present a sensitive
method for determination of selenium species in
human urine samples and to describe a sample
treatment that obviates immediate analysis. The
analytical developments presented complete the
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method proposed by us for the simultaneous sepa-
ration of SeCys, SeMet, selenite and selenate by
HPLC with ICP-MS detection [21]. For the appli-
cation of this method to human urine samples, we
included two more selenium species: TMSe+ and
selenoethionine (SeEt).

2. Experimental

2.1. Apparatus

The chromatographic system used consisted of
a Milton Roy CM4000 HPLC pump with a Mil-
ton Roy six-port sample injection valve fitted with
a 100-ml loop (Milton Roy LDC Division, Riviera
Beach, FL, USA). Separations were performed on
a Spherisorb ODS (octadecyl silica)/AMINO 5-
mm, 250×4.6 mm i.d. column (Phenomenex,
Torrance, CA, USA).

Detection was performed using an ICP-MS in-
strument, VG Instrument PQ3 (Thermo Instru-
ments, Uxbridge, Middlesex, UK). The PQ3 was
first optimised separately from the chromato-
graphic system, for nebuliser gas flow rate, ion
lens voltages, quadrupole resolution and pole
bias, using a standard solution containing ele-
ments spanning the mass range from beryllium to
uranium at concentrations of 10 mg l−1. The
optimisation was also performed using a 20-mg
l−1 standard selenium solution.

The chromatographic system was then coupled
to the ICP-MS instrument by 20 cm of poly(te-
trafluoroethylene) capillary tubing (0.5 mm i.d.)
from the column outlet to the inlet of the stan-
dard Meinhard nebuliser.

During the HPLC-ICP-MS runs only m/z=82
was monitored. The conditions used are sum-
marised in Table 1. Total selenium concentration
was performed by flow injection, using the same
system without an analytical column and employ-
ing 2% HNO3 as a carrier solution.

Bond Elut C18 cartridges (3.0 ml and 500 mg)
from Varian (CA, USA) were used to remove the
organic matrix from urine samples and Millipore
0.45-mm nylon filters (Bedford, MA, USA) to
filter all HPLC solutions.

2.2. Reagents and standards

Selenium stock standard solutions (10 mg l−1

of Se) were prepared by dissolving the appropriate
amount in ultra-pure Milli-Q water (Millipore).
Inorganic selenium solutions were obtained by
dissolving sodium selenate and sodium selenite
(Merck, Darmstadt. Germany), selenocystine (Se-
Cys), selenomethionine (SeMet) and selenoethion-
ine (SeEt) purchased from Sigma (St. Louis, MO,
USA). Trimethylselenonium chloride was synthe-
sised in our laboratory following the procedure of
Palmer et al. [22]. Stock solutions were stored in
the dark at 4°C. Working standards were ob-
tained daily.

The eluents used for separations were 3.5 and
7.0 mmol dm−3 phosphate buffer at pH=6.0
(both concentrations) and 5.0 mmol dm−3 phos-
phate buffer at pH=2.8. Solutions were prepared
by mixing separately prepared solutions of
Na2HPO4 and H3PO4 (Panreac, Barcelona, Spain)
until the desired pH was reached.

Table 1
Operating conditions of the chromatographic and ICP-MS
system

Chromatographic
system
HPLC column Spherisorb ODS/AMINO (250×4.6 mm

i.d.), 5 mm
Mobile phases Phosphate buffers:

5 mmol dm−3 at pH=2.8
3.5 and 7.0 mmol dm−3 at pH=6.0

Flow rate 1.0 ml min−1

100 mlSample injection
volume

Dead volumea 2.0290.01 ml

ICP-MS
Forward power 1350 W
Reflected power 0.5 W
Coolant gas flow 14 l min−1

rate
0.8 l min−1Auxiliary gas

flow rate
Nebuliser gas 0.9 l min−1

flow rate
Single ion monitoringData collection

mode
Integration time 2.0 s

a Measured with 10 mg l−1 of Lithium (LiNO3) at m/z=7.
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Methanol, HPLC grade, was purchased from
Scharlau (Barcelona, Spain).

All solutions used were filtered through a 0.45-
mm nylon filter and de-gassed before use.

2.3. Procedure

2.3.1. Separation and determination of selenium
species in urine samples

Selenium species were separated by HPLC us-
ing two different sets of chromatographic
conditions:

Chromatographic separation of organic sele-
nium standard solutions (TMSe+, SeCys, SeMet
and SeEt) was performed by injecting solutions
containing the four compounds onto the column
and eluting with 5.0 mmol dm−3 phosphate
buffer at pH=2.8, at a flow rate of 1.0 ml min−1.

Chromatographic separation of organic and in-
organic selenium standards solutions (TMSe+,
SeCys, SeMet, SeEt, selenite and selenate) was
carried out by elution with 3.5 mmol dm−3 phos-
phate buffer at pH=6.0. After 7 min, the eluent
concentration was changed to 7.0 mmol dm−3 at
pH=6.0, by applying a linear concentration gra-
dient over a 1-min period. The flow rate was 1.0
ml min−1.

Human urine samples (4 ml) were processed in
a vacuum manifold system by passage through
Bond-Elut C18 cartridges previously conditioned
with 5 ml of methanol followed by 5 ml of Milli-Q
water. The cartridge was washed with 5 ml of 3.5
mmol dm−3 phosphate buffer at pH 6.0. The
eluate was diluted to 10 ml with Milli-Q water,
resulting in a 2/5 dilution of the sample.

Detection of the eluted selenium species was
carried out by the ICP-MS using the operating
conditions given in Table 1. The analytical peaks
obtained were evaluated by peak area
measurements.

2.3.2. Design of the stability study
The storage containers used for the stability test

were 10 ml vials of polyethylene and Pyrex. Vials
were previously washed and immersed in a 10%
HNO3 bath for 24 h and rinsed with Milli-Q
water several times before use.

Different aliquots of an urine sample were pro-
cessed as it is above indicated. All of them were
mixed and splited into vials and maintained in the
dark at −18 and 4°C. Storage flasks were sealed
with paraffin paper.

A total of ten vials was prepared for storage
under each experimental condition. In order to
determine the reference signal values (SRef), two
different vials taken randomly from each series
were analysed immediately after sample prepara-
tion. Measurements for the stability study were
made after 1, 7, 14 and 28 days.

3. Results and discussion

3.1. Analytical performance

In previous work, we evaluated chromato-
graphic parameters such as mobile phase pH and
concentration for SeCys, SeMet, selenite and sele-
nate separation, and found that the best working
conditions were achieved using a phosphate con-
centration gradient from 3.5 to 7.0 mmol dm−3 at
pH 6.0 [21]. High resolution was obtained in
organic selenium species separation at pH=2.8,
but inorganic selenium species did not elute below
pH 6. Selenium species separation over a pH
gradient from 2.8 to 6.0 was not feasible, due to
the long time required for the column equilibrium.

As there is considerable controversy over the
selenium species present in urine samples, this
study included two more selenium species in addi-
tion to the four above mentioned: SeEt and
TMSe+. The latter necessarily had to be included
because most authors agree that it is present in
this kind of samples [2,14,16].

Table 2 lists the chromatographic parameters
for the six selenium species mentioned above. The
mobile phase pH exerts little influence on SeEt
retention, as occurs with other amino acids (Se-
Cys and SeMet). TMSe+ elutes in the dead vol-
ume at low pH, but its retention time increases
when pH is increased, possibly due to interaction
with deprotonated silanol groups (Si-O−) in the
stationary phase. The capacity factor (k %) for the
two selenium species studied was independent of
buffer concentration, and only inorganic selenium
species were affected by this parameter [21].
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Table 2
Chromatographic parameters for aqueous selenium speciesa

Se(VI)TMSe+ SeCys SeMet SeEt Se(IV)

–k % at pH=2.8 0.14 0.58 1.16 2.35 –
Resolution 1.02 1.19 2.30

14.8k % at pH=6.0 0.27 0.89 1.47 3.17 5.64
1.68 5.66Resolution 0.70 0.76 1.65

a k % is the capacity factor.

The chromatogram of standard solutions at pH
2.8 is shown in Fig. 1(a). There is a good separa-
tion between organic selenium species. The chro-
matogram at pH 6.0 (Fig. 1(b)) shows that SeEt
elutes between SeMet and selenite with a good
resolution, but that TMSe+ elutes close to SeCys.
In conclusion, at pH=6.0 it is possible to obtain
separation of selenium species, but in the presence
of TMSe+ it is necessary to carry out the separa-
tion of organic selenium species at pH=2.8.
These results suggest that both chromatographic
conditions (pH 6.0 and 2.8) will have to be used
in the speciation of urine samples.

3.2. Urine sample analysis

3.2.1. Qualitati6e analysis
Urine samples can be analysed by simple dilu-

tion, generally 1/5, in distilled water and direct
injection into the chromatographic column [14].
The proposed method was applied to urine sam-
ples collected from three healthy subjects, all hav-
ing a normal diet. In all cases the chroma-
tographic profiles were the same.

Urine chromatograms showed two peaks at
pH=2.8 (Fig. 2(a)) and three peaks at pH=6.0
(Fig. 2(b)).

At pH=6.0, the first peak elutes at 2.9 min; at
this pH TMSe+ cannot be differentiated from
SeCys. This peak was identified as TMSe+ at
pH=2.8 because of the increase in its area when
standard TMSe+ solutions were added, though it
could be other cationic selenium species that also
eluted in the dead volume. The absence of SeCys
under this chromatographic condition was
confirmed.

The second peak found in urine analysis eluted
around 5.2 min at pH=2.8 and around 5.7 min
at pH 6.0, between SeMet and SeEt under both
chromatographic pH conditions. This peak can-
not be attributed to any selenium species studied,

Fig. 1. HPLC-ICP-MS chromatogram of a standard mixture
of (1) TMSe+; (2) SeCys; (3) SeMet; (4) SeEt; (5) Se(IV) and
(6) Se(VI) (5 mg l−1 of selenium each). Mobile phase: (a)
phosphate buffer 5.0 mmol dm−3 at pH=2.8; (b) phosphate
buffers 3.5 and 7.0 mmol dm−3 at pH=6.0.
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Fig. 2. HPLC-ICP-MS chromatogram of urineA (1) TMSe+;
(2) U1; (3) U2. Mobile phase: (a) phosphate buffer 5.0 mmol
dm−3 at pH=2.8; (b) phosphate buffers 3.5 and 7.0 mmol
dm−3 at pH=6.0.

concentration. U2 eluted close to selenite, which
could create confusion in its identification. The
fact that this unknown selenium species only
elutes at pH=6.0 suggests a strong negative
charge on the molecule.

As there was no evidence of the presence of
SeCys, which overlapped with TMSe+ at pH=
6.0, and the unknown peaks (U1 and U2) did not
overlap, the selenium species in these urine sam-
ples can be analysed in a single chromatographic
run.

3.2.2. Sample treatment
Because of instability, the urine samples had to

be stabilised to avoid the need for immediate
analysis. Some authors have added compounds
such as toluene, formaldehyde, hydrochloric acid,
nitric acid and others to prevent bacterial growth
and minimise selenium adsorption losses [5].
However, these additives can induce species trans-
formation and create interferences in the instru-
mental detector used. Other authors describe
complex methods of sample treatment based on
protein precipitation and selenium species precon-
centration by evaporation to dryness and redisso-
lution of the residue in a reduced volume [12].

To improve stability of urine samples, we at-
tempted to remove the organic matrix using a
simple treatment consisting of phase solid extrac-
tion with C18 cartridges.

In the working pH range (2.8–6.0), all the
selenium species studied are charged. Inorganic
selenium species are present as HSeO3

− and
SeO4

2−, trimethylselenonium is a cation and se-
leno amino acids (selenocystine, selenomethionine
and selenoethionine) are present as zwitterions.
As non-charged species are retained in C18 car-
tridges, selenium species will be eluted and sepa-
rated from the retained organic matrix. However,
it is possible that in the presence of urine matrix,
some selenium species could form ion-pairs with a
resulting change in their behaviour.

Recovery from the C18 cartridges was studied
by addition of known amounts of selenium stan-
dards to the urine sample. Aliquots of human
urine (8 ml) were spiked with 0.1 mg of each
selenium standard, and half of each aliquot was
diluted directly to 10 ml with Milli-Q water and

because as was proved by adding the other known
selenium species. The retention time suggests that
this selenium species could be a different seleno
amino acid or a methylated form of selenome-
thionine. We will refer to this selenium species as
U1.

The third peak found in all urine samples only
eluted at pH=6.0 as an inorganic selenium spe-
cies, and the retention time of 10.5 min was
similar to that of selenite elution; however, when
selenite was added, it yielded a different retention
time. We will refer to this selenium species as U2.
A better resolution between these two selenium
species was achieved using a 3.5-mmol dm−3

mobile phase, without a concentration gradient,
because selenite is retarded at this lower buffer
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the other half was processed through C18 car-
tridges. The study was extended to the unknown
selenium species present in the sample (U1 and
U2), by comparing the results obtained after clean-
up step with those obtained after simple dilution.

Recoveries were evaluated as the ratio of the
selenium signal for processed samples to that for
unprocessed samples. C18 cartridges were washed
with Milli-Q water (method 1) and with 3.5 mmol
dm−3 mobile phase at pH=6 (method 2). Table
3 shows losses of about 30% for SeCys and SeEt
using method 1, while method 2 provides good
recoveries for all selenium species. Losses of seleno
amino acids and unknown selenium species could
be attributed to a partial retention on C18 station-
ary phase. An increase of the eluent ionic strength
produces an improvement of recoveries. Thus, we
chose the method 2 for further experiments.

3.2.3. Stability study
Selenium species stability in urine was evaluated

by measuring the analytical peaks of TMSe+, U1

and U2. The addition of other selenium species,
absent in the original sample, was avoided because
it could cause chemical interaction with the sele-
nium species present in urine.

Stability was calculated as the ratio between the
mean signal obtained under the different storage
conditions (Sx) and the mean value taken as refer-
ence (SRef), expressed as a percentage (%R). Re-
sults are shown in Fig. 3.

Severe losses of U1 species appears after only a
week of storage in all cases, except in polyethylene
vials maintained at 4°C in which losses were
detected after 2 weeks of storage. This species
tends to be lost with time in all the storage
conditions tested. TMSe+ and U2 seem to be
more stable, but samples kept frozen at −18°C in
two storage materials underwent a gradual loss.

Losses observed upon samples storage cannot
be attributed to species conversion, because there
are no new peaks in the sample chromatograms.
We did not observe the appearance of any precip-
itate in samples that could adsorb these com-
pounds. Slightly better results were obtained in
polyethylene than in Pyrex containers, possibly
due to their better resistance to light and oxidising
agents. The effect of temperature was similar for
the two materials tested. Losses of TMSe+ and U2

species were more notable at −18°C and, con-
trary to expectations, better results were obtained
at 4°C. The possible loss of selenium through
volatilisation into DMSe is not ruled out, how-
ever, it would be minimal at the storage tempera-
tures used.

The results show that the best storage condition
was in polyethylene vials at 4°C. If held in these
storage conditions and subjected to the sample
treatment indicated, the selenium species present
in urine samples remain stable for a week, avoid-
ing the need for immediate analysis.

3.2.4. Quantitati6e analysis
Total selenium content in urine samples was

determined by flow injection ICP-MS, using stan-
dard selenite solution. Previously we verified that
there were no differences in the selenium signal
produced by the six selenium species studied. No
appreciable matrix effect was found at a sample
dilution of 1/10, as evidenced by the similar slopes
of the aqueous and standard addition flow injec-
tion calibrations (Table 4). The total selenium
concentrations found in the three human urines
analysed are shown in Table 5.

Table 4 shows the slopes obtained for the six
selenium species in aqueous and standard addi-
tion HPLC calibrations. No significant differences
were found at the 95% confidence level and, there-
fore, it was concluded that there is no matrix

Table 3
Recovery percentage (9standard deviation) on spiked urine
samples processed by passage through C18 cartridgesa

Method 2Method 1Species

9794% 10193%TMSe+

7398% 9494%SeCys
8997%SeMet 9893%

9595%7195%SeEt
10294%Selenite 9994%

Selenate 9695% 9893%
U1 9796%8595%

9094%U2 10295%

a Cartridges were washed with Milli-Q water (method 1) and
3.5 mmol dm−3 mobile phase at pH=6.0 (method 2). Results
are the mean of three separate experiments.
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Fig. 3. Stability of seleno compounds present in urines stored in two kinds of container at two different temperatures: (a) Pyrex at
−18°C; (b) Pyrex at 4°C; (c) polyethylene at −18°C; and (d) polyethylene at 4°C.

effect in species quantification at the 1/5 sample
dilution used.

The concentrations of the two unknown sele-
nium species (U1 and U2) were estimated as sele-
nium analyte, by calibration against the nearest
neighbouring peak of a known substance, which
was SeEt for U1 and selenite for U2. The concen-
trations of different species in three human urines
are shown in Table 5.

There was an excellent recovery calculated by
comparison of the sum of selenium species concen-
tration and the total selenium found in urine. The
recoveries were 95.0, 87.6 and 90.5% for urine A,
B and C, respectively.

The analytical characteristics in urine matrix
were evaluated for the six selenium compounds.
The precision of the method was found to be better
than 5%, and detection limits in urine matrix was

0.05 ng using a 100-ml injection volume, slightly
worse than for the aqueous standard (0.04 ng).

4. Conclusion

Three different human urines were analysed.
Qualitative urine analysis showed the presence of
TMSe+ and two unknown selenium peaks de-
noted U1 and U2, which were present in all urines.
Based on its retention times and acidic nature, U1

could be a seleno amino acid or a methylated form
of selenium. U2 does not elute at pH=2.8, possi-
bly due to a strong negative charge. Research is
now in progress to elucidate the structure of these
two unknown species. No appreciable presence of
selenite and selenate was found in any of the all
urines analysed.
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Table 4
Calibration slopes (9standard deviation, sb) for total sele-
nium (1/10 dilution) and selenium species (1/5 dilution) in
aqueous and standard additions calibration

Aqueous Standard additions
calibration calibration

6743972 (r=0.9992)6898928 (r=0.9998)aTotal Se
TMSe+ 6734940 (r=0.9997) 6509958 (r=0.9993)

6505927 (r=0.9998) 6366938 (r=0.9997)SeCys
SeMet 6179926 (r=0.9998) 6102948 (r=0.9995)

5987934 (r=0.9997) 6058973 (r=0.9987)SeEt
Se(IV) 6035947 (r=0.9996) 5940970 (r=0.9988)
Se(VI) 6615928 (r=0.9998) 6302956 (r=0.9993)

a r is the correlation coefficient of regression.
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Table 5
Quantitative results for selenium species in human urine ex-
pressed as mg l−1 of selenium (mean9s, n=3)

TMSe+ U1 U2 Total Se

UrineA 459117.590.67.790.317.890.6
14.990.614.390.5 16.990.6UrineB 5392

389119.890.7UrineC 8.590.3 6.190.2

Simple sample treatment with Bond-Elut C18

cartridges removes organic matrix without loss of
selenium species, there by improving storage
characteristics.

The stability study focused on finding a storage
method in order to avoid the immediate need for
analysis. The possible seleno amino acid U1 was
more unstable than the others species present, and
limited the storage time. The selenium species
present in the urines studied were stable for 1 week
in polyethylene vials maintained at 4°C.
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Abstract

Ozone was tested as an alternative digestion/oxidation system to the permanganate/peroxidisulfate currently used
in the cold vapor mercury method. The results indicate that the digestion of comparable size samples to the ‘Standard
Method’ was complete in less than 2 min. A 0.5 ml (10 ppb) sample size was completely oxidized in less than 30 s.
The batch system used produced a limit of detection (LOD) for mercury(II) chloride, methylmercury chloride, and
phenylmercury acetate of about 0.5 ppb. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Ozone; Cold vapor mercury method
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1. Introduction

The determination of mercury in environmental
samples has been complicated by the fact that the
discharged inorganic mercury can be converted to
organomercury species. In the cold vapor atomic
absorption method, these organomercury species
must be digested and the mercury ion stabilized in
its Hg2+ valence state before subsequent reduc-
tion to the volatile Hg0 species. To accomplish the
reduction, the standard method subjects the sam-

ple to a digestion process that includes potassium
permanganate, potassium persulfate and heating
for 2 h [1]. The excess oxidant is reduced by a
hydroxylamine salt and then the digested sample
has stannous chloride added, followed immedi-
ately by a gas purging of the Hg0 into the atomic
absorption spectrometer cell.

This method has suffered from poor precision
and accuracy because of the 2-h digestion step.
Until now, automation of this method has only
been possible for the steps after the digestion.
Obviously, if the mercury procedure is to be fully
automated, the time required for the digestion
step must be reduced. Some attempts using flow
injection analysis (FIA) have been made [2–6].
Birnie used a strong oxidizing acid concurrently
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with a strong oxidizing agent and external heat-
ing [2]. The poor detection limit of 20 ng/ml Hg
was attributed to the large internal volumes of
the system. Attempts at utilizing on-line mi-
crowave digestion still require off-line oxidation
[6]. Hanna et al. eliminated the external heating
source by taking advantage of the heat of mix-
ing between the concentrated sulfuric acid and
the carry stream [7]. Potassium persulfate was
still used. A detection limit of 0.23 ng/ml was
reported. The recovery from this system was
good. The down side to this approach was a
significant problem with water vapor. The in-
creased temperatures produced problematic fog-
ging of the cell windows.

The problem for the oxidation has been in the
oxidants used. The use of a stronger and kineti-
cally more vigorous oxidant like ozone is neces-
sary. Ozone readily decomposes to produce
radicals that are believed to be responsible for
the majority of the observed reactivity [8].
Therefore, unlike the permanganate/peroxidisul-
fate system where excess oxidant and by-prod-
ucts must be destroyed, the excess ozone can be
removed by degassing. This means that the hy-
droxylamine reduction step currently in ‘Stan-
dard Methods’ can be eliminated. The only
potential downside is that ozone cannot be gen-
erated and saved for later use. Ozone must be
generated on site. This paper reports the prelim-
inary data on the oxidation of organomercury
compounds.

2. Experimental

2.1. Apparatus

Fig. 1 shows the manifold diagram for the
batch ozone digestion system used for the
organomercury determination. The typical cold
vapor system was modified to allow for the
ozonizer.

A small ozonizer was constructed consisting of
a glass discharger (Fig. 2) with aluminum and
copper electrodes coupled with a Tesla coil.
Ozone was generated by passing oxygen at 140
kPa. The feedstock oxygen contacts only the glass
sheath and the aluminum electrode. The copper
counter electrode is located in a closed compart-
ment isolated from the feedstock oxygen and the
ozone. This is necessary to minimize the potential
for corrosion. The design of the discharger may
be simplified more if all aluminum wire is used
instead of copper.

A 100 ml of standard or sample was placed into
the standard mercury digestion glass bottle. The
sparger/stopper was placed in the digestion bottle.
The sparger and bottles were used only after a
cleansing procedure where they were soaked with
mercury-free concentrated nitric acid for at least 5
min.

For the smaller scale 0.5 ml experiments, a
fish-tank ozonizer (SANDEL Model 50) was used
as the ozone source. For these experiments, a
homemade digestion bottle and a bubbling capil-

Fig. 1. Manifold design for the batch ozone digestion system.
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Fig. 2. Small ozonizer used in this work.

lary (0.5 mm i.d.) that had a glass plate at the gas
outlet was used. This design provided better con-
trol of the bubble size (Fig. 3). The bottle was
connected with glass capillaries and tygon joints
to the atomic absorption spectrometer (AAS) flow
cell. A switching valve was used to direct the
ozone to waste in order to eliminate the possibil-
ity of ozone adsorption on the tubing or AAS cell.
Use of this design minimized the area that pro-
duced the major delay in removal of ozone from
the system. The bottles and capillary were used
only after a cleansing procedure where they were
soaked with mercury-free concentrated nitric acid
for at least 5 min.

A model 3110 Perkin Elmer AAS, equipped
with a mercury electrodeless discharge lamp oper-
ated at 210 mA, was used for the measurement of
mercury. Wavelength, slit width, and slit height of
the spectrophotometer were adjusted to 253.7 nm,
0.7 nm, and low position, respectively. A plastic
spectrophotometric flow cell (Perkin Elmer) of
14.5 mm i.d. and 145 mm in length with quartz
windows of 11 mm in diameter on the end of the
cell was used for the 100 ml scale samples. All
connections in this system were made with tygon
tubing. For 0.5 ml scale samples, a T-shaped flow
cell of 3.2 mm i.d. and 200 mm length with quartz
windows placed 1 mm apart from the vapor out-
lets was used. All connections for this system were
made using 0.5 mm teflon tubing.

The gas flow rates were determined manually
using a flowmeter or a gas burette at the outlet of

digestion bottle in real time or after AAS signal
reading.

2.2. Reagents

The standard solution of mercury(II) ion was
prepared by dissolving mercury(II) chloride
(Fisher) into 0.14 M nitric acid and diluted by
triple-distilled water immediately before use. The
standard solution of methylmercury(II) chloride
and phenylmercury(II) acetate (Aesar) were pre-
pared by dissolving each compound in triple dis-
tilled water. Commercially available standard
solution of methylmercury(II) chloride (1000910
mg/l mercury) (Alfa) was also used, but the con-
centration was lower than our laboratory-pre-
pared standard solution and its use discontinued.
A tin(II) solution was prepared by dissolving
tin(II) chloride dehydrate (5 g; Fisher) in concen-

Fig. 3. Reactor design.
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trated hydrochloric acid (20 ml), and the solution
was diluted (to 100 ml) with triple-distilled water
and was flushed with nitrogen. All the other
chemicals used in the present work were of analyt-
ical reagent grade or higher, and used without
purification.

2.3. Procedure

For the initial experiments, the 100 ml sample
size was chosen since the current standard method
for organomercury determinations used 100 ml
[1,2]. A 100 ml sample solution was placed in a
295 ml glass digestion bottle with a sparger/stop-
per. Sodium hydroxide solution and water were
added to adjust the hydroxide ion concentration
(7×10−4 M) and the volume to 140 ml, the same
reaction volume as the standard method. Ozone
was produced using the large-scale ozonizer (Fig.
2) at an oxygen flow rate of 0.35 l/min. This flow
rate produced about 0.015 moles of ozone/min.
The ozone was bubbled into the digestion bottle
for 1 min. After the excess ozone was removed
using a 1-min air bubbling step, the outlet of the
digestion bottle was connected to the AAS flow
cell. Two milliliters of a 5% tin(II) chloride solu-
tion (in 2.5 M hydrochloric acid) was added,
quickly pipetted into the solution, and the mer-
cury(II) was reduced to mercury(0). The volatile
mercury(0) was purged using bubbled nitrogen
with a flow rate between 11 and 15 ml/min. Peak
absorbance was read on an AAS display.

The flow rates of oxygen and nitrogen for
ozone purging were measured using a direct read-
ing flow meter at the gas outlet of digestion bottle
when the flow cell was disconnected from the
outlet in real time. The nitrogen flow rate for the
mercury purging was measured after atomic ab-
sorption measurement in the same way.

Once it was clear that the ozone digestion was
viable on the large scale, the smaller version that
could be used on-line in a flow injection system
was tested. A 0.5 ml sample solution was placed
in the small digestion bottle (Fig. 3). The concen-
tration of hydroxide ion was adjusted to 5×10−4

M with sodium hydroxide. The ozone was gener-
ated using the Sandel ozonizer model 50 at oxy-
gen flow rates between 0.8 and 1.0 ml/min, and

bubbled through the microcapillary sparger with a
glass blocking plate for 20 s. The ozone concen-
tration was about 1.2×10−5 moles of ozone/min.
The nitrogen used for ozone-purging at a flow
rate of 5 ml/min. was bubbled for 2 min. The
outlet of the digestion bottle was connected to the
AAS flow cell. After the absorbance from residual
ozone was confirmed to be negligibly small, 0.05
ml of 5% tin(II) chloride solution was added to
the bottle using a peristaltic pump connected
through the microcapillary sparger. Mercury(0)
was vaporized, purged and transferred to the
small T-shaped flow cell with nitrogen at a flow
rate of 5 ml/min. The peak absorbance was read
on the display panel of the AAS.

The flow of ozone and nitrogen into the aerator
was switched using a PTFE multi-way rotary
valve. The flow rates were measured using gas
burettes placed at the end of an outlet of the
aerator. The flow rates of ozone/oxygen and ni-
trogen for ozone purging were monitored in real
time, but nitrogen flow rate for mercury purging
was monitored after atomic absorption
measurement.

3. Results and discussion

The first question to be answered was whether
ozone would digest organomercury species com-
pletely and rapidly. Fig. 4 shows the observed
peak absorbances for mercury as a function of the
volume of oxygen feed into the ozonizer at vari-
ous sodium hydroxide concentrations. All excess
ozone was removed before the mercury determi-
nation was made. The optimized concentration of
hydroxide ion was between 0.0005 and 0.001 M.
At these concentrations of hydroxide ion, the
digestion of a 0.5 ml (10 ppb) sample of
methylmercury was complete in less than 0.5 ml
ozone/oxygen or, in other words, a 30 s ozonation
at a flow rate of 1 ml/min. Assuming a uniform
ozone production rate, the mole ratio of mercury
to ozone was about 1:3×106. Using the home-
made ozonizer, similar quick saturation curves
were obtained. The 100 ml sample scale exhibited
a complete digestion within 1 min or 350 ml
ozone/oxygen at a flow rate of 0.35 l/min. From
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Fig. 4. The observed peak for mercury as a function of oxygen volume at various concentrations of sodium hydroxide at 1 ml/min.

these types of test, it is clear that the rapid
digestion of organomercury species can be accom-
plished using ozone. In addition, it was clear that
the smaller sample volumes envisioned for a com-
pletely automated system would require less than
30 s of ozone contact time.

The next problem to address was the removal
of excess ozone. Any ozone that remains will be
sparged into the spectrometer cell and will absorb
photons at the 253 nm mercury line produced by
the electrodeless discharge lamp. Residual ozone
in the system was removed by flushing air or
nitrogen for 1 or 2 min. This residual ozone was
monitored using the AAS. Once the AAS signal
returned to baseline, the stannous chloride could
be added and the absorbance from the mercury
observed. It was clear from the length of time that
it took to remove the ozone from the system that
the ozone was being held up in the system.. Most
likely, this was adsorption to the walls of the flow
system. The automated system would have to be
designed with a valve system to direct the excess
purged ozone out of the system prior to the AAS
connection. With this approach, the ozone would
be more efficient and less time consuming.

The reducing activity of the stannous chloride
was good for more than 2 weeks in a glass
stoppered bottle. However, the glass walls of the
digestion bottle adsorb significant amounts of
tin(II). Ozone and concentrated nitric acid could
not completely oxidize or remove it from the glass

surfaces. It was clear that the residue was tin(II)
since mercury(II) chloride was readily reduced by
the species adsorbed on the wall of the previously-
used bottle even after soaking with concentrated
nitric acid, even though no additional tin(II) chlo-
ride was added. This often caused poor reproduci-
bility in determining mercury and potentially
limits the types of materials that can be used in
the fully automated system.

The dissolved mercury metal was readily
sparged using an air/nitrogen mixture. However,
it was desired to increase the sparging rate,
thereby making a more concentrated mercury va-
por. This was accomplished by redesigning the
sparger in order to produce smaller bubbles. The
specific design uses a capillary tube having a plate
at the outlet shown in Fig. 3. Fig. 5 shows a
comparison study of the response difference be-
tween capillaries with and without the plate. Al-
though the difference was relatively small, poor
reproducibility (98%) was observed for the capil-
lary without the plate. By placing the plate in
front of the capillary, the reproducibility for the
mercury system improved to 93%.

Once this batch system was optimized, the re-
sponse for three mercury species, mercury(II)
chloride, methyl mercury chloride and phenylmer-
cury acetate was observed (Fig. 6). All three spe-
cies gave comparable results. A linearity range for
methyl mercury from 0.5 to 10 ppb with a linear
regression of y=0.0225x+3×10−5 and a corre-
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lation coefficient of 0.9998 was observed. A LOD
of 0.3 ppb was calculated. For phenyl mercury(II)
acetate, a linear range from 0.5 to 10 ppb with a
linear regression of y=0.0229x+0.0007 and a

correlation coefficient of 0.9996 was observed. A
LOD of 0.3 ppb was calculated. For mercury(II)
chloride, a linear range from 0.5 to 10 ppb with a
linear regression of y=0.0223x+0.0039 and a

Fig. 5. Comparison of reactor designs.

Fig. 6. A plot of ozonation time versus peak absorbance for mercury(II) chloride, methyl mercury chloride, and phenyl mercury
acetate.
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correlation coefficient of 0.9990 was observed. A
LOD of 0.5 ppb was calculated. A combined
methyl mercury(II) chloride and mercury(II)
chloride sample produced a linear range from 1
to 10 ppb with a linear regression of y=
0.0215x+0.0033 and a correlation coefficient
of 0.9990. A LOD of 0.6 ppb was calculated.
The linearity began to be lost after the upper
limits.

4. Conclusion

From this preliminary work, it is clear that
the ozone digestion system meets the require-
ments for a fully automated system. The ozone
digestions are quick, being less than 30 s. The
equipment requirements are simple, meaning
that they can be added to a flow injection sys-
tem. The entire operation is at room tempera-
ture. As compared with ‘Standard Methods’,
there is a significant reduction in the amount
and number of reagents needed. The reagents
were not overly reactive with traditional tubing
materials like PTFE and Tygon, since they
lasted 2 months or longer.

Acknowledgements

The Perkin-Elmer Corporation is gratefully
acknowledged for the donation of atomic ab-
sorption equipment.

References

[1] A.D. Eaton, L.S. Clesceri, A.R. Greenberg (Eds), Standard
Method for the Examination of Water and Wastewater,
19th ed., American Public Health Association (APHA),
American Water Works Association (AWWA) and the
Water Environmental Federation (WEF) 1990.

[2] S.E. Birnie, J. Autom. Chem. 10 (1988) 140–143.
[3] J.C. de Andrade, C. Pasquini, N. Baccan, J.C. Van Loon,

Spectrochim. Acta 38B (1983) 1329–1338.
[4] Z. Fang, S. Xu, X. Wang, S. Zhang, Anal. Chim. Acta 179

(1986) 325–340.
[5] C. Pasquini, W.F. Jardim, L.C. de Faria, J. Autom. Chem.

10 (1988) 188–191.
[6] B. Welz, D. Tsalev, M. Sperling, Anal. Chim. Acta 261

(1992) 91–103.
[7] C.P. Hanna, J.F. Tyson, S. McIntosh, Anal. Chem. 65

(1993) 653–656.
[8] G. Gordon, G. Pacey, An introduction to chemical reac-

tions of ozone pertinent to its analysis, in: R.G. Rice, L.J.
Bollyky, W.J. Lacy (Eds.), Handbook of Ozone Technol-
ogy and Applications, vol. Vol. 1, Lewis Publishers,
Chelsea, MI, 1986, pp. 41–52.

.
.



Talanta 50 (1999) 183–191

Simultaneous determination of iron and ruthenium as
ternary complexes by extractive second derivative

spectrophotometry

M. Inés Toral a,*, Pablo Richter a, A. Eugenia Tapia b, Jimmy Hernández b

a Department of Chemistry, Faculty of Sciences, Uni6ersity of Chile, P.O. Box 653, Santiago, Chile
b Department of Chemistry, Faculty of Natural Sciences, Mathematics and En6ironment, Technological Metropolitan Uni6ersity,

P.O. Box 9845, Santiago, Chile

Received 9 November 1998; received in revised form 24 March 1999; accepted 2 April 1999

Abstract

A highly sensitive and selective second derivative spectrophotometric method has been developed for the
determination of ruthenium and iron in mixtures. The method is based on the formation of the binary complexes of
iron and ruthenium with 4,7-diphenyl-1,10-phenanthroline (bathophenanthroline) in the presence of ethyleneglycol.
These complexes are formed at pH 4.0–6.0 upon heating at 90°C for 60 min. The ternary perchlorate complexes are
then separated by liquid–liquid extraction. The extracts were evaluated directly by derivative spectrophotometric
measurement, using the zero-crossing approach for determination of both analytes. Ruthenium and iron were thus
determined in the ranges 9.6–450 and 16.3–280 ng/ml, respectively, in the presence of one another. The detection
limits achieved (3s) were found to be 2.9 ng/ml of ruthenium and 4.9 ng/ml of iron. The relative standard deviations
were in all instances less than 1.5%. The proposed method was applied to the determination of both analytes in
synthetic mixtures. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The increasing importance of the use of ruthe-
nium in widely different fields, particularly in
metallurgy and in high technology components,
has made it necessary to develop simple, inex-

pensive and sensitive methods for the determina-
tion of traces of ruthenium in different samples.
Various spectrophotometric methods have been
proposed for ruthenium determination, but they
present low sensitivity which makes them unsuit-
able for the determination of trace ruthenium
[1–3]. Compared with other organic reagents
when the heterocyclic azo derivatives [4–7] and
sulfur containing compound [8,9] are used as
chromophore reagents the sensitivity is consider-

* Corresponding author. Fax: +56-2-2713888.
E-mail address: analitic@abello.dic.uchile.cl (M.I. Toral)
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ably increased. On the other hand, it is well
known that the sensitivity and the selectivity can
be increased also by ion-pair solvent extraction
[10–12] and by using derivative spectrophotome-
try [13–18].

From an analytical point of view, the devel-
opment of analytical methods for the determina-
tion of ruthenium together with other metals is
more attractive. There are a number of methods
reported using classical spectrophotometry and
derivative spectrophotometry, for example the
simultaneous determinations of ruthenium with
other analytes such as osmium [19,20], palla-
dium [21–23] and platinum [24]. Other analyti-
cal techniques which have been used for these
pairs include polorography [25], thin-layer chro-
matography [26], differential pulse voltammetry
[27], high performance liquid-chromatography
[28], graphite-furnace atomic absorption spec-
trometry (AAS) [29–32], inductively coupled
plasma atomic Auger electron spectroscopy
(ICP-AES) [33] and inductively coupled plasma
mass spetrometry (ICP-MS) [34–36]. These last
two spectroscopic methods are specifically de-
signed for multielement determination, but re-
quired the use of expensive and sophisticated
instrumentation.

The simultaneous determination of iron and
ruthenium is also important because interest in
development of methods for catalytic systems
containing both metals is increasing, for exam-
ple in NH3 synthesis. The simultaneous determi-
nation of ruthenium and iron has been achieved
using techniques such as radiochemical neutron
activation analysis [37] and XRF, using an em-
pirical inter-element correction method [38]. The
latter case proposed the simultaneous determina-
tion of ruthenium with iron and other metallic
analytes in corrosion resistant steels. In this
method, it is also necessary to use expensive and
sophisticated instrumentation.

This work reports a simple, sensitive and se-
lective method by second derivative extractive
spectrophotometry for the simultaneous determi-
nation of iron and ruthenium. The method is
based on the formation of the complexes of iron
and ruthenium with 4,7-diphenyl-1,10-phenan-

throline (bathophenanthroline) in the presence
of ethyleneglycol.

2. Experimental

2.1. Apparatus

A Shimadzu UV-160 spectrophotometer with
10-mm cells was used for measurements of the
absorbance and derivative absorption spectra.
For all solutions, the second derivative spectra
were recorded over the range 700–400 nm
against solvent, at a scan speed of 480 nm/min
with Dl=17.5 nm. An Orion Research Digital
Ion-Analyzer 701 with glass and saturated
calomel electrodes was used for pH determina-
tions.

2.2. Reagents

All reagents were of analytical grade and the
solutions were prepared with high-purity water
from a NANOpure Barnstead ultrapure water
system device: ruthenium(III) standard solution
(Sigma ruthenium atomic absorption standard so-
lution, 1005 mg/ml Ru in 5% HCl); standard
iron(II) solution (Titrisol Merck, 1000 mg/ml).
Solutions of 10 mg/ml of the analytes were pre-
pared by diluting these standard solutions, and
other ranges of concentrations were prepared by
appropriate dilution. A solution of bathophenan-
throline 1×10−3 mol/l was prepared by dissolv-
ing 0.03324 g in 100 ml of methanol. A 1 mol/l
solution of sodium perchlorate was prepared by
dissolving 140.46 g of sodium perchlorate mono-
hydrate in 1000 ml of water. Hydroxylamine hy-
drochloride (NH2OH·HCl) solution was prepared
by dissolving 100 g of the salt in 1000 ml of water.
Sodium acetate–acetic acid buffer pH 5.0 was
prepared by dissolving 164.0 g of sodium acetate
(Merck) in 100 ml of water and then adding 64.4
ml of acetic acid (Merck) and diluting to 1000 ml
with water. Solutions of various foreign ions for
the interference studies were prepared by dissolv-
ing the calculated amount of each compound to
give 10–1000 mg/ml solutions of each species. All
these solutions were stored in polyethylene con-
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tainers. 1,2-Dichloroethane (DCE) Extrapure
(specific gravity 1.25) was used.

2.3. Procedure

To an aliquot of sample solution containing less
than 28 mg of iron and 45 mg of ruthenium in a
glass beaker were added 1 ml of acetic acid–ac-
etate buffer (pH 5.0), 1 ml of 10% NH2OH·HCl
solution, 0.5 ml of ethyleneglycol, 10 ml of 1×
10−3 M bathophenanthroline solution and 30 ml
of high-purity water, and heated at 9095°C for
60 min. After cooling, the solution was trans-
ferred into a 250-ml separating funnel, 5 ml of 1
M sodium perchlorate solution were added, the
total volume adjusted to 100 ml, mixed and set
aside. The mixture was shaken for 3–4 min with 5
ml of DCE. The phases were allowed to separate
and the organic layer was run into a dry flask.
The zero-order spectrum of the DCE extract was
recorded over the range 700–400 nm against a
reagent blank prepared under the same experi-
mental conditions, using 10-mm cells. The second
derivative spectrum was recorded over the same
wavelength range, using Dl=7.5 nm.

3. Results and discussion

The reaction between Ru(III) and bathophen-
anthroline to give the binary complex Ru(III)–
bathophenanthroline is very slow at room temper-
ature. Consequently the rate of reaction depends
on the heating time, temperature and the presence
of the water-soluble organic compound, in order
to promote the complex formation and prevent
the hydrolysis of the Ru(III). In contrast, Fe(II)
reacts quickly under the same conditions. The
simultaneous determination proposed in study is
therefore only possible by heating the reaction
mixture.

3.1. Spectral characteristics

The analyte Fe(II), in the presence of hydroxy-
lamine hydrochloride, bathophenanthroline,
ethyleneglycol and sodium perchlorate (pH 5.0),
forms a ternary complex that is extractable into

1,2-dichloroethane. The zero-order spectrum of
the extract of the Fe(II)–bathophenanthroline–
perchlorate complex over the range 700–400 nm
exhibits one band centred at 532 nm, correspond-
ing to the absorption of Fe(II)–bathophenanthro-
line chromophore (Fig. 1A). Under the
experimental conditions described above, Ru(III)
can be extracted also as the ternary complex. The
zero-order spectrum of the extract of this complex
shows one band centred at 466 nm, over the same
range of wavelengths (Fig. 1B).

Under these conditions, when iron and ruthe-
nium are simultaneously present in a sample, both
analytes are quantitatively extracted, after heat-
ing, into the organic phase, in which the forma-
tion of the mixed complexes Fe(bathophen)3-
(ClO4)2 and Ru(bathophen)2(ClO4)3 takes place.
This extraction process permits both analytes to
be separated and preconcentrated by a factor of
20.

As derivative spectrophotometry provides addi-
tional possibilities because it enhances the de-
tectability of minor spectral features, this
technique was adopted. In this context the first
and second derivative spectra of the extracts of
Ru(III)–bathophen–perchlorate, Fe(II)–batho-
phen–perchlorate and the mixture of the com-
plexes were recorded, respectively (Figs. 2 and 3).
It can be seen by comparing Fig. 2and Fig. 3 that

Fig. 1. Absorption spectra of the DCE extract of the Fe(II)–
bathophen–perchlorate and Ru(III)–bathophen–perchlorate
complexes measured against a reagent blank. (A) Fe(II)–
bathophen–perchlorate, 0.04 mg/ml; (B) Ru(III)–bathophen–
perchlorate, 0.10 mg/ml.
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Fig. 2. First derivative spectra of the DCE extract of the
Fe(II)–bathophen–perchlorate and Ru(III)–bathophen
perchlorate complexes measured against a reagent blank. (A)
Fe(II)–bathophen–perchlorate, 0.04 mg/ml; (B)Ru(III)–
bathophen–perchlorate, 0.10 mg/ml. Dl=17.5 nm. DU,
derivative units.

tive spectrum at an abscissa value at 445.0 nm,
corresponding to the zero-crossing point in the
spectrum of Ru(III)–bathophen–perchlorate (H1)
can be satisfactorily used for the determination of
iron. In contrast, the ruthenium determination
can be carry out at 481.5 nm, corresponding to
the zero-crossing point in the spectrum of Fe(II)–
bathophen–perchlorate (H2). In summary, the
following parameters were selected: second
derivative, using the zero-crossing approach with
l=445.0 nm for iron determination and l=
481.5 nm for ruthenium determination.

3.2. Study of the physicochemical 6ariables

The chemical and spectral variables were opti-
mized by the univariate method, for each element
separately. Table 1 shows the range studied, the
optimum ranges found for chemical and spectral
variables and the working values selected.

The ruthenium reaction depends on the heating
time and temperature. In order to obtain the
optimum condition for the complex formation,
the effect of temperature in the range 25–95°C
(for 60 min) was examined. It was found that at
9093°C the signal was at a maximum and con-
stant and remained stable for over 48 h at room
temperature. Heating time at 9093°C was then
studied. The results show that after 50 min the
formation and extraction of Ru(III)–bathophen–
perchlorate complex is quantitative. In contrast,
Fe(II) reacts quickly under the same conditions. A
value of 60 min was selected for further
experiments.

As the reaction of each analyte depends on pH,
the optimum pH value for simultaneous determi-
nation of ruthenium and iron was selected to
ensure that the formation and extraction of both
ternary complexes was quantitative. In this con-
text, the pH value selected was pH 5.0, which was
achieved with an acetic acid–acetate buffer.

The bathophenanthroline and sodium perchlo-
rate concentrations were selected by taking into
account not only the presence of both species but
also that foreign cations can be present in the
sample, with the consequential additional com-
suption of both reagents.

the second derivative spectra are more resolved
than those obtained for the first derivative. How-
ever, even higher derivative orders yield sensitive
but irreproducible signals, so this possibility was
discarded.

In order to make the proposed simultaneous
determination more sensitive, selective, repro-
ducible and simple, the second derivative spec-
trophotometry was adopted and the zero-crossing
approach can be used for determination of both
analytes. The measurement of the second deriva-

Fig. 3. Second derivative spectra of the DCE extract of the
Fe(II)–bathophen–perchlorate and Ru(III)–bathophen–
perchlorate complexes measured against a reagent blank. (A)
Fe(II)–bathophen perchlorate, 0.04 mg/ml; (B) Ru(III)–
bathophen–perchlorate, 0.10 mg/ml. Dl=17.5 nm. H1 at 445.0
nm is used for Fe determination and H2 at 445.0 nm for Ru
determination. DU, derivative units.
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Table 1
Study of variables and selection of working values

Range studied Optimum range Working valueVariable

RutheniumIron

Physics and chemistry
25–95 87–93Temperature (°C) (60 min) 25–95 90

50–100NNa 6020–100Heating time (min) (9093°C)
3.0–6.0 4.0–7.0pH 1.0–13.0 5.0

7.0–12.0 12.0bathophenanthroline (10−3 mol/ml/ml) 1.0–12.0 1.0–12.0
2.0–5.0 2.0–5.0Sodium perchlorate (1.0 mol/ml/ml) 0.0–5.0 5.0

12–234.0–40 2012–23Aqueous/organic phase ratio

Spectral
1–2 1–2Derivative order 1–4 2

14.0–21.0– 17.5–Dl (nm)
Wavelength Dl (nm) Ru, 481.5; Fe, 445.0400–700

a Not necessary.

In the solvent-extraction process the maximum
enrichment factor was obtained with an aqueous/
organic phase volume ratio of 20. Above this
value, miscibility of the phases occurred.

The derivative order and Dl values for differen-
tiation were the spectral variables studied, because
these variables affect the shape and the resolution
of the spectra. The second-order derivatives were
selected for this simultaneous determination of
Ru and Fe because the best spectral resolution
was then obtained. In order to select the Dl value
for differentiation, a series of second derivative
spectra of mixtures of 0.1 mg/ml ruthenium with
increasing concentrations of iron ranging from
0.02 to 0.1 mg/ml were evaluated under the se-
lected conditions, at different Dl values. The re-
sults are shown in Fig. 4.

Similarly, the second derivative spectra of mix-
tures of 0.04 mg/ml iron with increasing concen-
trations of ruthenium from 0.05 to 0.25 mg/ml
were obtained (Fig. 5). After evaluating these
results, a Dl of 17.5 nm value was used for
differentiation, because using this value in these
conditions a good sensitivity and also no interfer-
ence between the analytes were observed.

Under the selected conditions, the simultaneous
determination of iron and ruthenium by the zero-
crossing method at 445.0 nm and 481.5 nm, re-
spectively, is possible.

3.3. Features of the method

Calibration graphs were obtained by plot-
ting the second-derivative value H1 for iron
and H2 for ruthenium with Dl=17.5 nm, versus
the respective analyte concentrations. The linear
regression equations and the correlation coeffi-
cients calculated for mixtures of both analytes
were:

Iron:

H1= (7.80×10−1×C)+ (2.0×10−4)

r=0.996

Ruthenium:

H2= (1.63×C)+ (3.0×10−4) r=0.999

where H is in derivative units and the concen-
tration (C) is in mg/ml.

The ranges in which determinations could
be made were found to be 0.0163–0.28 mg/ml
for iron and 0.0096–0.45 mg/ml for ruthenium.
The detection limits (calculated by using the 3s

recommendation) were found to be 0.0049 mg/ml
for iron and 0.0029 mg/ml for ruthenium. The
relative standard deviations for ten standard sam-
ples containing 0.02 mg/ml of each element were
1.1% and 1.4% for iron and ruthenium, respec-
tively.
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3.4. Interference studies.

The effect of various foreign ions on the simul-
taneous determination of iron and ruthenium was
studied by adding known quantities of a selected
foreign ion to solutions of 40 ng/ml of iron and
100 ng/ ml of ruthenium. The tolerance limit was
taken as being the amount causing an error94%
in the signals. Table 2 indicates the levels at which
different ions can be tolerated. Because the toler-
ance for some ions was rather small, in all cases a
5×10−3 mol/l batho-phenanthroline solution
and appropriated masking agents were used. The
tolerance limits of Au(III) and Cu(I) were im-
proved by using KBr and NaNO2, respectively, as
masking agents. The masking agents were added
before heating the solution.

It was found that the most common anions are
tolerated even when present in large amounts.

Fig. 5. (a) Calibration graph of ruthenium in the presence of
0.04 mg/ml iron for second derivative spectra at 481.5 nm,
using different Dl values: (A) 14.0 nm; (B) 17.5 nm; (C) 21.0
nm. (b) Effect of the ruthenium concentration on the signal
from 0.04 mg/ml iron for second derivative spectra at 445 nm,
using different Dl values: (1) 14.0 nm; (2) 17.5 nm; (3) 21.0
nm.

Fig. 4. (a) Calibration graph of iron in the presence of 0.10
mg/ml ruthenium for second derivative spectra at 445 nm,
using different Dl values: (A) 14.0 nm; (B) 17.5 nm; (C) 21.0
nm. (b) Effect of the iron concentration on the signal from
0.10 mg/ml ruthenium for second derivative spectra at 481.5
nm, using different Dl : (1) 14.0 nm; (2) 17.5 nm; (3) 21.0 nm.

3.5. Application of the proposed method

The proposed method was applied to the deter-
mination of both analytes in synthetic mixtures.
In this context, the recoveries of samples contain-
ing standard solutions of ruthenium and iron in
different ratios were carried out. It can be seen
from Table 3 that the content of each cation can
be reliably determined using this second derivative
spectrophotometric method. It was found that the
recovery was between 98.3% and 102.5% and that,
in all cases, the relative standard deviation was
less than 1.5%.

Samples containing trace amounts of iron and
ruthenium were not available. Therefore, syn-
thetic samples containing iron 30 ng/ml, ruthe-
nium 70 ng/ml and metals of the VIII group and
other possible interferening ions were prepared.
Iron and ruthenium contents were determined
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using the proposed method. As can be seen from
Table 4, in all cases good recoveries were
obtained.

4. Conclusions

In this work a simple, sensitive, selective and
inexpensive method has been developed for the
simultaneous determination of ruthenium and

Table 3
Simultaneous determination of ruthenium and iron in syn-
thetic mixtures
Concentration added Concentration founda, mg/ml (re-
(mg/ml) covery, %)

Ruthenium Iron Ruthenium Iron

0.0200.180 0.1797 (99.8) 0.0205 (102.5)
0.1503 (100.2) 0.0397 (99.3)0.0400.150

0.060 0.0602 (100.4)0.130 0.1294 (99.6)
0.0800.110 0.1110 (100.9) 0.0795 (99.4)

0.090 0.100 0.0914 (101.5) 0.0980 (98.0)
0.1200.070 0.0720 (102.8) 0.1190 (99.4)
0.1400.050 0.0509 (101.8) 0.1410 (100.7)

0.050 0.020 0.0496 (99.4) 0.0205 (102.5)
0.0699 (99.8)0.040 0.0397 (99.3)0.070
0.0908 (100.8) 0.0602 (100.4)0.090 0.060

0.110 0.080 0.0792 (99.4)0.1092 (99.3)
0.1000.130 0.1319 (101.4) 0.0987 (98.7)

0.150 0.120 0.1509 (100.6) 0.1179 (98.3)

a Average of eight determinations.

Table 2
Effect of foreign ions on solutions containing iron (40 ng/ml)
and ruthenium (100 ng/ml)

Foreign species Tolerance limita (ng/ml)

Iron Ruthenium

Cations
1.0×1041.0×104K(I), Na(I), Al(III),

Mg(II), Ca(II), Sr(II),
Zn(II), Cd(II), Cr(III)

Ni(II) 5.0×102 1.5×103

Co(II) 7.0×102 2.0×103

1.7×103Mn(II) 1.7×103

1.0×104Bi(III) 1.0×103

1.0×104Hg(II) 1.5×103

Zn(II) 1.0×104 4.0×103

Cd(II) 3.0×1031.0×104

1.0×104Ir(II) 1.5×103

Pt(IV) 1.0×104 5.0×102

5.0×102Pd(IV) 5.0×102

1.0×103Au(III) 1.0×102b

Cu(II) 5.0×102c5.0×102

Anions
5.0×106NO3

−, SO4
2−, Br−, Cl− 5.0×106

4.0×1061.5×106F−

1.0×106 1.0×106PO4
−3

5.0×106 2.0×106I−

1.0×1034.0×106SCN−

1.0×1051.4×106S2O3
−2

2.0×105Citrate 1.0×103

Tartrate 5.0×1031.8×106

5.0×104 1.0×103Oxalate
EDTA 1.0×105 1.0×103

6.0×105 6.0×105P2O7
−4

a The tolerance limit was taken as the amount causing an
error of 94% in the signals.

b 0.3–0.4 g of KBr.
c 0.3–0.4 g of NaNO2.

iron by second-order extractive derivative spec-
trophotometry. In this method the binary com-
plexes are formed at pH 4.0–6.0, upon heating
at 90°C for 60 min, in order to obtain the
quantitative formation of these complexes. The
formation of the ternary complexes using
NaClO4 as counter-ion permits the separation of
the analytes, by liquid–liquid extraction in 1,2-
dichloroethane, increasing the sensitivity and se-
lectivity of the method. In this conditions the
determination of microamounts of ruthenium
and iron is favoured. The use of the masking
agent allows the selectivity to be increased
considerably. According to the high sensitivity
and selectivity reached, the proposed method
can be applicable to a variety of different sam-
ples.
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Table 4
Simultaneous determination of ruthenium and iron in synthetic mixtures by second derivative spectrophotometry

Synthetic mixtures (ng/ml) Recoverya Ru RSD (%)Sample RSD (%) Recoverya Fe
(%) (%)

Fe(II) Ru(III) Pt(IV) Pd(IV) Cu(II) Ir(II) Co(II) Zn(II) Cd(II) Mn(II) Hg(II) Bi(III) Ni(II)

30 70 501 50 50 50 50 50 50 50 50 50 50 101.6 1.2 102.5 1.3
30 70 50 50 50 100 50 1002 100 100 100 100 100 99.9 1.4 104.1 1.3

3 30 70 100 50 – – 150 600 300 – 100 – 100 98.2 1.4 99.4 1.2
30 70 200 100 –4 300 100 – 300 – – 50 – 98.7 1.2 99.4 1.4
30 70 – 150 300 – – 505 – 50 – 50 50 100.1 1.3 98.9 1.3

6 30 70 200 200 50 – – 100 – 100 100 – – 99.0 1.3 101.6 1.2
30 70 400 – 200 – – 150 – 1007 100 50 – 100.7 1.2 102.1 1.4
30 70 200 200 200 50 50 509 50 100 50 50 50 98.7 1.4 99.0 1.4

10 30 70 – – – 50 200 300 200 200 100 100 100 100.7 1.3 99.4 1.3

a Values are the average of five determinations.Determinations were carried out in the presence of the 0.3–0.4 g of KBr and 0.3–0.4 g of NaNO2 as masking agents.
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Abstract

A new and simple method of solventless extraction of volatile organic compounds (VOCs) from air is presented.
The sampling device has an adsorbing carbon coating on the interior surface of a hollow needle, and is called the
inside needle capillary adsorption trap (INCAT). This paper describes a study of the reproducibility in the
preparation and sampling of the INCAT device. In addition, this paper examines the effects of sample volume in
active sampling and exposure time in passive sampling on the analyte adsorption. Analysis was achieved by sampling
the air from an environmental chamber doped with benzene, toluene, ethyl benzene and xylenes (BTEX) compounds.
Initial rates of adsorption were found to vary among the different compounds, but ranged from 0.0099 to 0.016 nmol
h−1 for passive sampling and from 2.2 to 10 nmol h−1 for active sampling. Analysis was done by thermal desorption
of the adsorbed compounds directly into a gas chromatograph injection port. Quantification of the analysis was done
by comparison to actively sampled activated carbon solid phase extraction (SPE) measurements. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: INCAT; Microextraction; VOC; BTEX
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1. Introduction

Developing analytical methods for investigating
hazardous substance release into indoor air and
the environment for public health assessments is
important. The impact on human health from
exposure to hazardous substances has created the

need for determining the sources of exposure (i.e.
drinking water, air, soil, food sources, etc.). The
sheer number of analyses required for environ-
mental/public health assessments implies a need
for the development of simple and economical
techniques for such investigations.

Humans are exposed to volatile organic com-
pounds (VOCs) via the environment, workplace,
or consumer products. As a result, detecting and
monitoring these compounds to determine human
exposure is required. Several VOCs have severe
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Fig. 1. Schematic representation of an inside needle capillary adsorption trap (INCAT) device.

health effects depending on the duration and lev-
els of exposure. An abundance of human evi-
dence, and supporting animal studies, have shown
some of these VOCs to have carcinogenic or
mutagenic effects. Some VOCs will harm the im-

mune system while others have adverse effects on
tissue development [1–3]. VOCs will enter the
body easily through the air and therefore pose
health risks from long term exposure to even low
concentration levels (as low as 0.05 ppm) [1]. As

Table 1
Molecular weights, order of elution, response factors, and concentrations of the benzene, toluene, ethyl benzene and xylenes (BTEX)
compounds in a 70 l environmental test chamber

Order of elution Response fac- Chamber concentrationaCompound Molecular weight
tor(g mol−1)

in mmol m−3 in ppmbin mg m−3

88.290.9 2.19Benzene 78.11 1 1.48 6.8990.07
1.3353.790.54.9590.05Toluene 1.2492.13 2

1.3 2.2890.02 21.590.2 0.533Ethyl benzene 106.16 3
56.690.6 1.406.0190.06p-Xylene 1.13106.16 4

1.12 2.5090.03 23.790.2m-Xylene 0.588106.16 5
4.2790.04 40.290.4o-Xylene 106.16 6 1.18 0.997
Absentsec-Butyl benzenec (internal 7 1134.22

standard)

a Chamber concentration values based on four activated carbon solid phase extraction (SPE) tube measurements during the course
of these analyses.

b The concentration in ppm refers to parts per million by molar volume for an ideal gas at standard ambient temperature and
pressure (SATP) conditions of 298.15 K and 1 bar. The molar volume of a gas under these conditions is 24.79 l.

c The internal standard sec-Butyl benzene was used with the extraction solvent (107 mg g−1) for the activated carbon SPE tube.
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Table 2
Mean amounts of benzene, toluene, ethyl benzene and xylenes
(BTEX) compounds adsorbed, relative standard deviations
(RSD) from the mean, and the proportion adsorbed relative to
the amount present, determined by repeated measurements
(n=10) of an actively sampled 5 ml volume using a 26 gauge
inside needle capillary adsorption trap (INCAT) device

Mean amount Percent%RSDCompound
adsorbedd(nmol)

0.072 6.3Benzene 16.3
0.14 9.3 52.1Toluene
0.043Ethyl benzene 8.7 40.0

p-Xylene 0.2 9.4 70.7
49.880.059m-Xylene

0.12o-Xylene 8.1 59.7

d The proportionate amount of the analyte adsorbed relative
to the amount actually sampled from the test chamber, defined
by the relation:

Percent adsorbed=
moles of compound adsorbed

(volume sampled)(concentration)
×100

capillary adsorption trap (INCAT) [4]. The IN-
CAT device (Fig. 1) has an adsorbing carbon
coating on the interior surface of a hollow stain-
less steel needle. Sampling of a gaseous or
aqueous mixture can then be done by actively
drawing a fixed volume of the gaseous mixture or
headspace of an aqueous sample through the
device via a syringe. For aqueous samples, an
analyte will partition between the aqueous and
vapour phases to reach an equilibrium concentra-
tion in the static headspace above the aqueous
sample. Direct sampling of the VOCs in the ab-
sence of the nonvolatile matrix can then be
achieved by sampling the static headspace rather
than the aqueous mixture [5,6]. The volatile ana-
lytes adsorbed and concentrated inside the device
can then be thermally desorbed in the heated
injection port of a gas chromatograph (GC) for
separation.

The passive sampling of VOCs in air can also
be achieved by letting the vapour slowly diffuse
into the INCAT device. Passive sampling of
VOCs then allows for the determination of air
contaminants at very low concentrations by sim-
ply extending the exposure time of the device to

such, a simple method of determining VOCs in
ambient air is needed.

A new method of solventless extraction of
VOCs has been achieved using the inside needle

Fig. 2. The amounts of benzene, toluene, ethyl benzene and xylenes (BTEX) compounds determined by active sampling with a 26
gauge inside needle capillary adsorption trap (INCAT) device.
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Fig. 3. (a) The amount of benzene determined by active sampling with a 26 gauge inside needle capillary adsorption trap (INCAT)
device in the absence of all other benzene, toluene, ethyl benzene and xylenes (BTEX) compounds. (b) The Langmuir fit for benzene
active sampled with a 26 gauge INCAT device in the absence of all other BTEX compounds.

obtain an average concentration over the time
exposed. A concentration profile of a ‘sick’ build-
ing may be achieved by the passive sampling
method by simultaneously exposing the passive
INCAT samplers at various locations within the
building.

This paper reports the use of the INCAT device
to sample benzene, toluene, ethyl benzene, and
xylenes (BTEX) compounds. Sampling was per-
formed actively for a fixed volume to determine
the sampling reproducibility with the device, ac-
tively at varying volumes, and passively over
varying exposure times to investigate the satura-
tion effects with this type of carbon adsorbent. In
addition, the rates of adsorption in both the ac-
tive and passive modes of sampling were investi-
gated. Quantitation of the INCAT results was
based on comparison to measurements with ac-
tively sampled activated carbon solid phase ex-
traction (SPE) tubes.

2. Experimental

The INCAT devices used in this study were
prepared from stainless steel capillary tubing
(Small Parts, Logansport, IN) to which a Luer-
Lok was fitted. For these devices, the stainless
steel capillaries were either 26 gauge (0.25 mm
i.d., 0.46 mm o.d.), or 22 gauge (0.41 mm i.d.,

Fig. 4. The amount of benzene and toluene determined by
active sampling with a 26 gauge inside needle capillary adsorp-
tion trap (INCAT) device in the absence of heavier benzene,
toluene, ethyl benzene and xylenes (BTEX) compounds.

Table 3
Mean absolute passive rates of adsorption and relative stan-
dard deviations (RSD) from the mean, for 22 gauge inside
needle capillary adsorption trap (INCAT) devices (n=3)

%RSDCompound Mean rate (pmol h−1)

3.4 13Benzene
Toluene 12.4 8.6

7.7 11Ethyl benzene
p-Xylene 46.3 10

13.9 9.5m-Xylene
o-Xylene 28.7 11
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Fig. 5. The amounts of benzene, toluene, ethyl benzene and xylenes (BTEX) compounds determined by passive sampling with a 26
gauge inside needle capillary adsorption trap (INCAT) device over a range of exposure times.

0.71 mm o.d.). The entire length of the interior
surface of the capillary was coated with a layer of
colloidal graphite paint (SPI Supplies, West
Chester, PA). The coated device was heated at
300°C for 20 min while passing helium gas
through its length to dry the coating, and to
ensure that the capillary was not clogged. Follow-
ing the drying of the carbon coating, the device
was inserted into the injection port of a GC to
determine if any off-gassing occurred.

Gas chromatographic analysis was performed
using a Hewlett Packard 5710A GC with a flame
ionization detector (FID). BTEX compounds
were separated using a 2 m×3 mm packed
column of 5% bentone, 5% isodecylphthalate on
Chromosorb W. This packed column was chosen
since it can resolve all of the BTEX compounds
[7]. Most GC columns do not resolve para and
meta-xylene. The injection port temperature for
the GC was at 300°C, the column temperature
was 90°C, and the detector temperature was
200°C. For each analysis, the thermal desorption
of a sample from an INCAT device was followed
with a second desorption in the injection port of
the GC to verify that the sample had been com-
pletely desorbed in the first injection.

BTEX compounds were placed into individual
sample vials sealed with a small opening in the
cap. A layer of polyethylene membrane was
placed inside the vial cap to act as a semiperme-
able barrier. The sample vials were placed into a
70 l environmental test chamber that had dry air
(9–11% relative humidity) flowing in at a rate of
32 l h−1. Three fans were used to circulate the air
inside the chamber.

Fig. 6. The total amount of benzene, toluene, ethyl benzene
and xylenes (BTEX) compounds determined by active sam-
pling with a 26 gauge inside needle capillary adsorption trap
(INCAT) device.
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Table 4
Initial slopes and absolute rates of adsorption for the 26 gauge inside needle capillary adsorption trap (INCAT) device in active
sampling of the benzene, toluene, ethyl benzene and xylenes (BTEX) compounds (based of the initial five data points in the 0–8 ml
range)

Initial slope (nmol ml−1) Initial rate of adsorption (nmol h−1)fCompound Coefficient of determination (r2)

0.023Benzenee 5.5
0.029Toluene 0.985 7.0
0.0091 2.20.991Ethyl benzene

p-Xylene 100.9880.043
0.976 3.10.013m-Xylene

0.026 6.20.989o-Xylene

e The values determined for benzene are based on only the first three data points since the profile becomes clearly curved after
sampling 4 ml of chamber air. Thus, the values are only included for the purpose of an approximate comparison and cannot be
considered as relevant as the values for the other compounds. It is for this reason that the r2 value for benzene has been omitted
since it was based on only three points it is deceivingly high.

f The active rates of adsorption were determined by the relation: Initial rate of adsorption= (initial slope in nmol ml−1)(flow rate
through the INCAT of 4 ml min−1).

The BTEX concentrations in the test chamber
were measured using activated carbon SPE tubes
(SKC, Eighty Four, PA) attached to a Dräger
bellows pump (BGI, Waltham, MA) that repro-
ducibly sampled a 0.5 l volume (sampled five
times at 100 ml per sample) of the chamber air.
The BTEX compounds were extracted from the
carbon tube using 1.0 ml of CS2 doped with an
internal standard (sec-butyl benzene at 107 mg
g−1). The molar amount of each BTEX com-
pound relative to the internal standard was ob-
tained using the relation:

Dc=
Ac

Astd

Dstd

f
(1)

where Dc is number of moles of an individual
BTEX compound obtained by the carbon tube,
Dstd is the number of moles of the internal stan-
dard in the extract, Astd is the area of the standard
peak in the chromatogram, Ac is the area of an
individual BTEX peak in the chromatogram, and
f is the response factor for the BTEX peak of
interest.

The peaks in the INCAT chromatograms can
then be determined by comparison to the peaks
from the carbon tube using the relation:

D=
A
Ac

DcF (2)

where D is the number of moles of an individual
BTEX compound obtained by the INCAT, A is
the area of the BTEX peak of interest, and F is
the fraction of the SPE tube extract injected into
the GC (VinjV extract

−1 ).
The results of the activated carbon SPE tube

measurements of the BTEX concentrations in the
test chamber are listed in Table 1. To test the
INCAT device, higher BTEX concentration levels
(relative to environmentally significant levels)

Table 5
Initial absolute rates of adsorption for the 26 gauge inside
needle capillary adsorption trap (INCAT) device in passive
sampling of the benzene, toluene, ethyl benzene and xylenes
(BTEX) compounds (based on the initial six data points in the
0–5.75 h range)

Coefficient ofInitial rate ofCompound
adsorptiong determination (r2)
(nmol h−1)

0.9770.013Benzene
Toluene 0.011 0.991

0.9810.0034Ethyl benzene
0.016 0.984p-Xylene
0.0048 0.950m-Xylene

0.9600.0099o-Xylene

g The initial rates of adsorption are the initial slopes of the
adsorption profiles in Fig. 5.
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Fig. 7. The total amount of benzene, toluene, ethyl benzene
and xylenes (BTEX) compounds determined by passive sam-
pling with a 26 gauge inside needle capillary adsorption trap
(INCAT) device.

2.1. Acti6e sampling with the INCAT de6ice

Using the INCAT device, the reproducibility of
sampling was investigated by repeated measure-
ments (n=10) of the BTEX compounds within
the chamber. Actively sampled 5 ml volumes of
the chamber air were drawn through the device
using a 10 ml glass gas-tight syringe (Hamilton,
Reno, NV). Samples were taken at 30 min inter-
vals to allow the chamber to return to a steady
state. The temperature inside the chamber ranged
from 22.0 to 24.6°C and the relative humidity was
9–11%. All of the measurements were obtained
from a 26 gauge INCAT device. Active sampling
was performed by drawing the air sample through
the INCAT device via the syringe, and then push-
ing the same volume of air back through the
device into the chamber. The rate at which the
sample volume was withdrawn and expelled by
the syringe was approximately 4 ml min−1.

In addition to the constant volume measure-
ments of the BTEX compounds in the chamber,
the effect of different sample volumes on the
molar amounts of BTEX compounds adsorbed by
the device was also investigated. The interval

were used to determine if the device could work in
both the active and passive sampling modes, to
determine the effect of varying volume and expo-
sure time when dealing with concentration levels
that might saturate the adsorbent, and to deter-
mine the usefulness of the colloidal graphite
adsorbent.

Fig. 8. Plot of the effective initial adsorption rates for passive sampling against active sampling, of the benzene, toluene, ethyl
benzene and xylenes (BTEX) compounds with a 26 gauge inside needle capillary adsorption trap (INCAT) device.
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between samples here was 60 min, and the flow
rate through the device was again 4 ml min−1.
All of the measurements were performed using
the same 26 gauge INCAT device in the same
manner as the constant volume measurements.
The variable volume measurements involved the
chamber containing (i) all of the BTEX com-
pounds; (ii) only benzene; and (iii) benzene and
toluene.

2.2. Passi6e sampling with the INCAT de6ice

Application of the INCAT device to passive
sampling was investigated by preparing three
needles (22 gauge) made from a single continu-
ous piece of stainless steel capillary tubing,
which was subsequently cut into sections. The
three devices were left in the chamber for ap-
proximately 24 h. Reproducibility of the coating
process was measured relative to the passive
rates of adsorption (nmol h−1).

The effect of exposure time on the INCAT
device in passive sampling was investigated over
a period of several days. To account for any
instrumental drift over time, a toluene standard
was run each day and the results of the BTEX
analysis scaled relative to the toluene standard.
Sampling was performed using the same 26
gauge INCAT device used in the active sam-
pling experiments. The device was placed in a
3.5 ml cryogenic vial (Evergreen Scientific, Los
Angeles, CA). The open end of the vial was
then inserted into a small, snug-fitting opening
on top of the chamber, thus exposing the IN-
CAT device to the chamber air.

Once the VOC sample was adsorbed inside
the INCAT device (via active or passive
method), the Luer-Lok end was plugged with a
piece of septum. Subsequently, the device was
immediately inserted into the injection port of
the GC instrument for thermal desorption of the
sample. A 60 s injection time was suitable for
the desorption of the BTEX compounds. A sec-
ond thermal desorption injection of the device
was performed to ensure that the entire sample
had been desorbed in the first 60 s injection,
and showed that no carry-over occurred.

3. Results

3.1. Acti6e sampling with the INCAT de6ice

The mean molar amount of each compound
obtained from actively sampling 5 ml of the
chamber air are presented in Table 2. The peak
areas of the BTEX compounds were quantified by
comparison to the SPE tube measurements using
the relationships presented in Eqs. (1) and (2).
The mean molar amounts of BTEX compounds
were calculated based on ten sequential samples
of the test chamber air. The relative standard
deviations from the mean amount of compound
sampled (RSD) ranged from 6.3 to 9.4%. The
proportional amount of each compound adsorbed
relative to the amount present in the volume
sampled from the chamber ranged from 16.3 to
70.7%. These results show that despite the manual
sampling procedure, the sampling reproducibility
is comparable to the sampling error for direct
liquid injections onto packed GC columns, as
evidenced by the RSD values (Table 2) that were
calculated at less than 10%. The variation in the
efficiency of sampling (percent adsorbed relative
to the amount sampled) is independent of the
sampling reproducibility, and is likely due to the
individual affinities of the compounds for the
adsorbent.

The results of the adsorption profiles of all of
the BTEX compounds actively sampled at varying
volumes are presented in Fig. 2. The adsorption
profiles suggested that the amount of each com-
pound determined with the INCAT device were
dependent on the presence of other compounds.
Active sampling of all of the BTEX simulta-
neously showed a distinctive trend among the
heavier compounds (ethyl benzene and the xyle-
nes) for a Langmuir-like adsorption curve [8,9].
However, the adsorption profiles for benzene and
toluene reached a maximum and then ‘tailed off’
as the sample volume increased. This decrease in
the amounts of the compounds adsorbed implies
some sort of competition for space on the surface
of the carbon coating. The competition for space
seemed to favour the heavier compounds.

The adsorption profile of benzene, when sam-
pled in the absence of other BTEX compounds
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(shown in Fig. 3a), shows an initial rapid increase
in the amount adsorbed with increasing sample
volume. This rate of change begins to decrease as
the interior carbon surface becomes saturated.
Analysis of this single component system showed
that the adsorption of benzene followed a Lang-
muir-like isotherm, i.e. the reciprocal of the
amount adsorbed was directly proportional to the
reciprocal of the volume sampled as shown in Fig.
3b. However, the presence of an additional com-
pound again showed that competition for space
on the coating favouring the heavier species, thus
disturbing the Langmuir-like behaviour. This
trend was seen in the analysis of benzene and
toluene sampled in the absence of the heavier
compounds, shown in Fig. 4. The constant vol-
ume active sampling results listed in Table 2,
showed an efficiency value (percent adsorbed) of
52.1% for toluene relative to 16.3% for benzene.
As such, it is not surprising that benzene is the
compound affected as the capacity of the device
becomes a significant factor—even in a two com-
ponent system. Thus, when sampling several com-
pounds at once, a competitive adsorption profile
is likely to occur. It should also be noted that
benzene adsorbed in the absence of all other
compounds from ten replicate 5 ml measure-
ments, had a mean of 0.06290.004 and RSD of
7.2%. These constant volume results for the single
component system are consistent with the multi-
component system where all of the BTEX com-
pounds were sampled. The proportional amount
of benzene adsorbed, relative to the amount sam-
pled, was 15.3% (the test chamber concentration
of benzene was again 88.290.9 mmol m−3). This
low efficiency, even in the absence of other com-
pounds, implies that benzene has a low affinity for
the adsorbent despite the numbers of compounds
in the system being sampled.

3.2. Passi6e sampling with the INCAT de6ice

Mean passive rates of adsorption for the 22
gauge INCAT devices were determined from pas-
sive sampling with three devices for a 24 h period.
The mean passive rates of adsorption (absolute)
for the three 22 gauge INCAT devices are listed in
Table 3. Since competition for space on the car-

bon coating between the various species being
sampled was apparent, the mean adsorption rates
serve only to show consistency in sampling for a
specific amount of time. It is likely that a different
set of mean adsorption rates would result if the
devices were used to sample the BTEX com-
pounds passively for different lengths of time.
Thus, only information on the reproducibility of
the carbon coating and reproducibility in passive
sampling for a fixed time of exposure may be
obtained from these results.

The adsorption profiles for the BTEX com-
pounds, passively sampled over a range of expo-
sure times, are shown in Fig. 5. The competitive
effects observed in the active sampling of all of
the BTEX compounds are again present, but are
not as severe. Profiles for the passive adsorption
closely resemble the active sampling adsorption
profiles (in shape only but not magnitude) up to a
10 ml sample volume (Fig. 2). This similarity
suggests that similar adsorption phenomena oc-
cur, but on a slower (smaller) scale due to the
slower rate of uptake in the passive mode of
sampling.

4. Discussion

Active sampling of the BTEX compounds over
a wide volume range revealed an inconsistency in
the various adsorption profiles that was not di-
rectly related to their actual concentration. The
differences in the adsorption curves suggest a
preferential or competitive adsorption affect on
the carbon surface. The total molar amount of
compounds obtained from the INCAT shows a
typical adsorption profile (Fig. 6) similar to that
of benzene sampled in the absence of the other
compounds. This suggests that differences in the
profiles of the individual compounds when sam-
pled simultaneously, are the result of competition
for space on the carbon surface where the individ-
ual affinities of the compounds for the adsorbent
become more significant.

The competition for space on the adsorbing
surface of the INCAT device becomes significant
only as the coating is nearing saturation. There-
fore, looking more closely at the initial regions of
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the active and passive sampling results may be
prudent. The initial rates of adsorption for the
active samples are found in Table 4. Considering
the molar amount of each compound obtained
with the device in the actively sampled range of
0–8 ml, it appears that the adsorption of each
compound, with the exception of benzene, was
approximately linear. The coefficient of determi-
nation for the linear relationship was at least 97%
for all compounds other than benzene. Benzene
was not included as it reached its maximum and
then began to decrease within the initial range of
volume sampled. The best fit line for benzene
could not be determined to same degree of cer-
tainty as the other compounds since too few data
points were collected prior to the 5 ml sample. An
estimate of the slope and adsorption rate based
on the initial three data points is included in
Table 4 for comparison. The coefficient of deter-
mination for the linear fit for benzene has been
omitted since it is the result of only three data
points and is therefore misleadingly high.

In addition to the molar amounts of each com-
pound adsorbed (except benzene), having an ini-
tial linear relationship with the sample volume,
the initial slopes were in order of increasing cham-
ber concentration (see Table 1). The rates of
adsorption of the BTEX compounds, listed in
Table 4, are obtained from the initial slopes and
the flow rate at which they were actively sampled.
The sampling efficiencies of each compound with
this type of carbon surface (or affinities for the
adsorbent) are reflected by the initial slopes and
rates of adsorption. Differences in the amount of
each compound adsorbed, relative to the amount
sampled from the chamber (listed in Table 2), also
reflect the individual affinities of the BTEX com-
pounds for the adsorbent.

In comparison, analysis of the BTEX com-
pounds by passive sampling resulted in the same
linear trends being observed in the initial region
of sampling (0–5.75 h of exposure). The initial
slopes, or passive rates of adsorption, are listed in
Table 5. For each compound, the coefficient of
determination for the linear relationship (r2) was
greater than 95%. Although the curvilinear shape
to the benzene profile is present in the initial
passive sampling data, it is not as extreme as

observed in the active data. As such, benzene can
be included in the analysis to the same degree of
certainty as the other compounds.

The initial rates of adsorption listed in Table 5
are not meant to be compared with the mean
passive rates of adsorption found in Table 3. The
mean adsorption rates listed in Table 3 resulted
from sampling with three INCAT devices (22
gauge) over a 24 h period, whereas Table 5 lists
the initial adsorption rates for a single INCAT
device (26 gauge) exposed for up to 5.75 h. Even
if the devices used in the two analyses were the
same size (gauge), and had the same surface area
of adsorbent, the periods of sampling would not
be the same and are unlikely to result in equiva-
lent passive adsorption rates.

Passive sampling the BTEX compounds over
the entire range of exposure times, showed that
the amounts of benzene and toluene both reached
a maximum, but were still obtained in high
amounts relative to the heavier compounds being
sampled. Ethyl benzene is consistently adsorbed
to a lesser degree than all of the other com-
pounds, which is similar to the initial portion of
the active sampling curve of all of the BTEX
compounds (Fig. 2). Similarity between the pas-
sive sampling profiles and the initial portion of
the active sampling profiles (up to 10 ml) suggests
consistency of the adsorbing material. Again, the
shape of the total amount of compounds ad-
sorbed in Fig. 7 shows a typical adsorption
profile, as observed in the active sampling. The
correlation coefficient (r) between the active and
passive initial rates of adsorption (Tables 4 and 5)
was calculated to be 0.930, indicating reasonable
agreement between the independent sets of results.
The correlation coefficient between the active and
passive sampling rates is even greater, r=0.999,
when the benzene point is excluded due to the
higher error associated with its initial active rate
of adsorption. Moreover, if the efficiency of ad-
sorption of the individual analytes is taken into
account, the initial rates of adsorption in the
passive and active sampling modes show very
good agreement. The proportional amount of
each compound adsorbed (listed as the percent
adsorbed in Table 2) may be considered as the
efficiency for sampling the individual species in
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the initial linear region of the adsorption profiles.
Then, the passive and active rates of adsorption
may be scaled to account for the variation in the
individual affinities of the analytes for the adsor-
bent. Fig. 8 shows the ‘effective’ initial active and
passive rates of adsorption plotted against each
other, with the best fit line through the data. The
coefficient of determination for the linear fit
through the data in Fig. 8 was calculated to be
r2=0.996 with the benzene point included, and
r2=0.999 with the benzene point excluded. The
result of this correlation is that the INCAT device
can serve as both a passive or active sampler for
these VOCs. Direct correlation between the rate
of adsorption (active and passive) and the analyte
partition coefficient was poor. The lack of correla-
tion between the adsorption rates and partition
coefficients is likely due to the influence of the
individual efficiency or affinity factors for the
compounds.

Active sampling a 10 ml volume takes only 5
min, with the flow rate through the device of 4 ml
min−1 (to draw through and expel the sample
volume). Therefore, one can obtain relatively the
same amounts of the compounds in 5 min of
active sampling as one does in 24 h of passive
sampling with this device. If the rate of actively
drawing the air through the INCAT is reduced,
then the same sample volume would be sampled
over a longer period. As such, the analytes in the
sample volume would have more time to interact
with the adsorbing coating and increase the
amount adsorbed, thus raising the sensitivity of
analysis. In addition, longer periods of exposure
for passive sampling may be better for situations
where VOC levels vary with time, allowing an
integrating effect averaged over time.

5. Conclusions

BTEX compounds were chosen as an indicator
of the effectiveness of the INCAT device to act as
a representative set of VOCs that occur frequently
in urban environments and pose particular occu-
pational hazards [1]. BTEX compounds are found
in gasoline and automobile exhaust, in tobacco
smoke, and in commercial or industrial solvents.

Thus, the potential for human exposure to these
compounds is quite high, especially for individu-
als in occupations involving the use of these com-
pounds. Furthermore, the severe impact of the
BTEX compounds on human and animal health
has been observed and documented. Benzene is
listed as the fifth compound in the top 20 haz-
ardous substances by the Agency for Toxic Sub-
stances and Disease Registry (ATSDR) of the US
Department of Health and Human Services [1].
Benzene has been found to cause leukemia and to
have adverse effects on blood production and the
immune system. It is because of this level of
impact on humans that the need for passive mon-
itors for VOCs in certain occupational areas is
particularly necessary.

The reproducibility of the INCAT device in
measuring the BTEX compounds sampled ac-
tively at a fixed volume showed a variation in
sampling error ranging from 6.3 to 9.3% for the
different compounds when sampled simulta-
neously. The implication of the sampling error for
the individual analytes, all being less than 10%, is
that although the active samples were performed
manually, the consistency in sampling is very
good for packed column GC. Variation between
the sampling errors is likely due to the influences
of the individual analytes on each other resulting
from the high levels that the BTEX compounds
are present in the test chamber. The reproducibil-
ity of the coating surface, determined from pas-
sive sampling of three INCAT devices for a fixed
amount of time, showed relative standard devia-
tions from the mean adsorption rate ranging from
8.6 to 12.9% for the different compounds. Again,
the variation in the sampling error was perhaps
due to the effect of the compounds on each other
leading to different adsorption profiles when sam-
pling a mixture as opposed to a single component.
Variation in the adsorption profile for benzene
and toluene appeared dependent on other com-
pounds present. This variation implies that a spe-
cific calibration would be required for
quantitative analysis or that measurements would
have to be restricted to the range in which the
adsorption is essentially linear. Although these
analyses were performed using a packed column,
the INCAT has been used with capillary columns
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with split injection system. The use of a packed
column was to resolve all of the BTEX
compounds.

The adsorption profiles for both active and
passive sampling suggested competitive effects be-
tween the lighter and heavier compounds. These
effects become more pronounced as the carbon
coating inside the device nears saturation at which
point the individual affinities for the surface be-
come more evident. Since the competitive effects
were observed in the passive sampling mode as
well, it was concluded that an adsorbing coating
with a higher surface area, to raise the capacity of
the device, was needed. Colloidal graphite tended
to capacity too quickly with the BTEX concentra-
tions at such levels. It should be noted that some
concentration levels in the test chamber are much
higher than what the minimum risk levels (MRL)
are for indoor air (e.g. the test chamber concen-
tration for benzene is approximately 2.2 ppm and
the MRL is 0.05 ppm) [10].

In general, it can be concluded that most of the
shortcomings of the INCAT sampling methods
are directly related to the use of colloidal graphite
for the adsorbing coating. The colloidal graphite
was chosen only because it was commercially
available and of reasonable consistency to easily
coat the interior surface of the capillary. The
concept of principal importance is that ‘a carbon
coating material’ on the interior of the device can
be used to adsorb VOCs, either actively or pas-
sively, and that the device may then be inserted
into a GC or GC/MS instrument for thermal
desorption of the analytes. The simplicity of this
sampling method is related to: the INCAT device
being relatively robust and may therefore be used
many times before the adsorbing coating begins to
degrade; sampling is achieved in the solventless
extraction process; the active sampling of analytes
can be achieved for indoor air; the passive sam-
pling can be done for any amount of time and in
various locations of a site (a ‘sick’ building) to
obtain a profile of VOCs; and the device is techni-
cally simple for sampling and injecting. The aim is
to see if an INCAT sampler can sent by mail to a
site for passive sampling and then mailed back for
analysis.

The INCAT device is analogous to the acti-
vated carbon SPE air sampler used to measure the
test chamber concentrations in these analyses.
Rather than containing loosely packed adsorbent
particles that allow air flow, as with the activated
carbon SPE tubes, the INCAT has an adsorbing
coating on the interior surface of capillary. How-
ever, the fact that the adsorbent is present in the
device much like a GC capillary column, analyte
partitioning between air and the adsorbent should
not be confused with analyte partitioning in open
tubular gas chromatography (OTGC). OTGC in-
volves a ‘sample plug’ being transported through
the column via an inert carrier gas. The INCAT
device in the active sampling mode, involves the
continuous flow of analytes that are uniformly
distributed throughout the air volume sampled.
Although both systems are flow/velocity depen-
dent, the partitioning of the analytes between the
air and the INCAT adsorbent are not likely to
occur in the same manner as in OTGC. The
dependence on analyte velocity, in active sampling
with the INCAT device, is related whether the
analyte has sufficient time to interact with the
carbon adsorbent, and sufficient numbers of sites
available for adsorption. Physical adsorption in-
teractions are relatively weak, but occur readily
when the adsorbate comes into contact with the
adsorbent. As such, the proximity to an adsorbing
site and the speed at which the analyte moves
through the device, are two variables that will
affect analyte adsorption. The effect of these vari-
ables would then be more significant as the ad-
sorbing surface nears its capacity.

The passive adsorption rates do partially in-
volve the diffusion coefficient of the analytes
through air. As with SPME, the sampling rate will
depend on the rate of analyte mass transport
through a matrix (air in this study) to the adsor-
bent. However, in the environmental chamber
used here, the air is being constantly circulated via
fans and clean air is being blown in (32 l h−1).
Thus, the environmental chamber is not a static
headspace where the diffusion of the analyte
would be such an important variable.

This paper presents a new method of sampling
VOCs using a particular adsorbing coating in the
device. The use of carbon coatings with greater
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surface areas should reduce the problem of the
competitive effects for space by raising the level at
which the interior carbon coating becomes satu-
rated. The INCAT sampling method is still very
much in its infancy, and at this point the investi-
gations of its usefulness have been directed at
obtaining reproducible samples. Competitive ef-
fects and variation in sampling efficiencies for the
different compounds are the result of the low
capacity of the graphite adsorbent, not with the
sampling method. In summary, these results show
that the INCAT device may be used to sample
BTEX compounds from air in both the active and
passive modes. Future work is directed to improv-
ing the adsorbent in the device, to reduce the
variation in sampling efficiencies. New INCAT
devices will be made with activated carbon coat-
ings for similar studies. These new devices should
prove to have a much higher capacity and less
variation in sampling efficiencies for aromatic
VOCs.
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Abstract

A detailed comparison of the performance of inductively coupled plasma mass spectrometry (ICP-MS), with
quadrupole and double-focusing instruments for the speciation of selenium in urine has been carried out. Selenium
sensitivity about 23–59 times higher with double-focusing ICP-MS detection was observed, but limits of detection
were only 1–8.7 times better because of background noise. Selenium species separation has been carried out by both
reversed-phase and vesicle-mediated high-performance liquid chromatography (HPLC), coupled on-line with the
detector via conventional nebulization and via on-line focused microwave digestion–hydride generation. A remark-
able improvement in sensitivity (28–110 times better for 77Se depending on the chromatographic system) and
elimination of interference problems from the urinary matrix or the components of the mobile phases were achieved
when an on-line microwave digestion–hydride generation interface was used, but the background noise was much
higher than with conventional nebulization. Therefore, the limits of detection were not as low as expected from such
improvement in the sensitivity. More selenocompounds can be separated, and a slight improvement in the sensitivity
and limits of detection was obtained when the vesicle-mediated HPLC system was used as compared with
reverse-phase chromatography. However, the use of several complementary chromatographic systems, such as
reverse-phase HPLC, is recommended to bring some light on the selenocompounds present in basal human urine.
Comparative data of rat urine speciation are also given. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The present situation in the speciation of trace
elements in biological materials is characterised by
its great complexity. In the clearly better devel-
oped field of environmental chemical speciation,
we are usually dealing only with a few toxic
elements and their species, e.g. different oxidation
states or chemical forms of a particular trace
element [1,2]. However, in clinical and biological
chemical speciation, we found also many essential
and therapeutical trace elements, which can be
bound or interact with a huge number of possible
biocompounds of extremely complex chemical
structure [1,2] (proteins, enzymes, DNA, LMM
and MMM biocompounds, etc.). Only very sensi-
tive analytical detectors can evidence the possible
beneficial or detrimental role of the extremely low
amounts of such elements and species as they are
in the body at physiological levels.

In this sense, inductively coupled plasma mass
spectrometry (ICP-MS) has opened new avenues
for biological research when coupled to a power-
ful separation technique such as high-performance
liquid chromatography (HPLC): an increasing
number of unknown trace element species are
being reported in the latest analytical literature [3]
at such low levels. Therefore, the greater sensitiv-
ity of ICP-MS is now allowing biological toxic or
essential trace elements studies at basal levels
[4–6] (unspiked samples), useful to evidence the
presence of both unknown and known species in
the organisms at extremely low concentration lev-
els (only dreamed of a few years ago).

In this vein, the use of the ICP-Sector Field-MS
at low resolution can provide increased sensitivity
for HPLC–ICP-MS experiments [7]. Some Sector
Field instruments allow three resolution settings
(low, medium and high). Of course, the higher the
resolution, the lower the sensitivity. In the low
resolution mode, the sensitivity is about two or-
ders of magnitude better than that of quadrupole
ICP-MS, but a major problem is keeping blank
levels low enough to exploit the extreme sensitiv-
ity obtainable in such low resolution mode.

So far, the advantages and disadvantages of
different ICP-mass spectrometers coupled to
HPLC for the speciation of trace elements in

biological samples are not clearly evaluated in the
literature. Therefore, from our previous experi-
ence [8,9], the first objective of this research is to
perform a detailed comparison of quadrupole
ICP-MS and double-focusing sector field ICP-MS
for the speciation of selenium in urine, comparing
also different HPLC–ICP-MS interfaces (e.g. di-
rect nebulization and on-line microwave diges-
tion–hydride generation).

On the other hand, selenium speciation in bio-
logical fluids such us urine is of growing interest
[10,11] because controversial selenium speciation
results have been reported: at least, five species of
selenium have been found in urine [12], but only
trimethylselenonium, selenite and monomethylse-
lenol have been identified so far [12–14].
Trimethylselenonium seems to be a minor Se spe-
cies (1–7% of the total selenium in urine) in
normal conditions, but if nutritional selenium in-
take increases, this species becomes predominant
in urine (probably due to the detoxification pro-
cess taking place in liver and kidney). The inges-
tion of trimethylselenonium produces a rapid
urinary excretion of the non-metabolised species
[12]. Monomethylselenol has been found as the
predominant species in the urine of rats fed with
normal levels of selenium [13]. However, the uri-
nary concentrations of trimethylselenonium in
rats increased by Na2

82SeO3 intravenous injections.
Three species of selenium in human urine from
subjects with high urinary levels of the element
(137–427 mg l−1 of total selenium) were recently
reported [14]: in two cases, trimethylselenonium
was not detected, while in another two cases, a
concentration of 10 mg l−1 was found. In all
cases, selenite was reported as the predominant
species (98–423 mg l−1), while the third species
was not identified.

At present, there is an urgent need for pure Se
biocompounds and reference urine samples with
certified selenium species. In order to tackle the
present problems of identification/confirmation of
metal bio-molecules, the use of different comple-
mentary analytical methodologies/techniques able
to confirm speciation results is recommended [7].
So, the speciation information obtained by differ-
ent principle-based separation approaches is one
of the practical ways to proceed further in specia-
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tion work. In this paper, speciation information of
reversed-phase and vesicle-mediated HPLC is
compared, with the aim of shedding some light on
catabolism of selenium in mammals. This method-
ology has been applied to human and rat urine.

2. Experimental

2.1. Instrumentation

For the chromatographic separations, an LKB
(Browman, Sweden) Model 2150 HPLC pump
with a Rheodyne sample injection high pressure
valve (Berkeley, CA, USA) equipped with a 50 ml
loop was used for eluent delivery and sample
introduction. The two analytical columns (210
mm×4.6 mm id) were packed with 5 mm
Spherisorb C18 bonded silica stationary phase
(Phase Separations, Deeside, UK). One of them
was modified for vesicle-mediated speciation with
didodecyldimethylammonium bromide (DDAB)
from Merck (Darmstadt, Germany) 10−3 mM in
methanol 50% (v/v) at a flow rate of 0.5 ml min−1

during 3 h. This modified column was cleaned
daily with filtered DDAB 10−5 M in Milli-Q
water. A pre-column (30 mm×4.6 mm id) was
packed with 10 mm Spherisorb C18 bonded silica
stationary phase. This pre-column was cleaned

after 40 injections, first with methanol and, sec-
ond, with filtered DDAB 10−5 M in Milli-Q
water. A glass home-made three-way valve was
used for mobile phase change in vesicle-mediated
experiments. An ultrasonic device from Son-
ics&Materials (CT, USA), Mod. VC (250 W), was
used for the preparation of vesicles from surfac-
tant (DDAB) solution.

The quadrupole inductively coupled plasma
mass spectrometer used in this work was a
Hewlett-Packard model HP4500 (Yokogawa Ana-
lytical Systems, Tokyo, Japan). The double-focus-
ing sector field inductively coupled plasma mass
spectrometer used was an Element from Finnigan
Mat (Bremen, Germany).

For on-line microwave digestion–hydride gen-
eration interface (Fig. 1), a focused microwave
digestor Microdigest M301 from Prolabo (Paris,
France), two multi-channel peristaltic pumps from
Gilson Minipuls (Middleton, WI, USA), a labora-
tory-made glass cylinder for reaction coil wrap-
ping [15] and a glass gas–liquid separator [8] were
used.

2.2. Reagents and urine samples

Seleno-L-methionine, seleno-D,L-ethionine and
seleno-L-cystine (Sigma Chemicals, St. Louis,

Fig. 1. Schematic diagram of the coupling HPLC interface ICP-MS used in this work.
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MO, USA) stock solutions containing 10 mg l−1

Se were obtained by dissolving the appropriate
amount of the corresponding compounds with
filtered (0.22 mm) 18 MV deionized water (ultra-
pure water). This water was obtained from a
Milli-Q 185 system (Millipore, Molsheim,
France). Inorganic Se(IV) stock solution (1000 mg
l−1) was obtained from Merck (Darmstadt, Ger-
many). The Se(VI) stock solution (1000 mg l−1)
was prepared by dissolving Na2SeO4 from Merck
in ultrapure Milli-Q water.

Sodium tetrahydroborate (III) (0,5% w/v) was
prepared by dissolving 2.0 g of NaBH4 (Probus,
Barcelona, Spain) in 400 ml of 0.1% (w/v) NaOH
solution from Merck and filtering this solution.
Potassium bromate from Merck solution (1.5×
10−2 M) was prepared by dissolving the appropri-
ate amount of the salt in ultrapure Milli-Q water.
Hydrobromic acid (47% w/v) and hydrochloric
acid (37% w/v) were from Merck. A DDAB solu-
tion (10−2 M) was prepared by adding 0.4626 g
of the surfactant (Fluka, Buchs, Switzerland) to
100 ml of Milli-Q water. The DDAB 10−2 M
solution was sonicated for 10 min with a power
output of 60 W, and this solution was used for
preparing, by simple appropriate dilution, all
other vesicular mobile phases. Ammonium ace-
tate was obtained from Merck. Methanol (Supra-
pure) was from Teknokroma (Barcelona, Spain).
All other chemicals were of analytical-reagent
grade.

Human urine samples were obtained from
healthy volunteers. Urine from normal fed rats
were provided by the ‘Hospital Central de As-
turias’ in Oviedo, Spain. All urine samples were
kept at 4°C in the dark before analysis.

2.3. Procedure

Urine samples are diluted 1:1 with ultrapure
Milli-Q water, filtered through a Millipore 20
mm membrane and 50 ml of sample injected in
the chromatographic system (Fig. 1). Aqueous
standard calibration by direct nebulization is
carried out by injecting 50 ml of standards con-
taining 0, 25, 50, and 75 mg l−1 of each Se
species (as selenium) under study. For on-line
focused microwave digestion–hydride generation

coupling, these concentrations were lowered to
0, 5, 10, 15 and 20 mg l−1.

For reversed-phase separations, the mobile
phase consisted of 0.1 M ammonium acetate
buffer solution (pH 4). For vesicle-mediated ex-
periments, the mobile phase A consisted of 0.01
M ammonium acetate buffer solution (pH 4)
with 0.5% v/v methanol and DDAB 10−5 M.
The mobile phase B consisted of 0.2 M ammo-
nium acetate solution (pH 6.5) with 0.5% v/v
methanol and DDAB 10−5 M. Phase A is re-
placed by B by turning the three-way valve 5.5
min after the sample injection. Once the chro-
matogram is finished, phase B must be switched
again to phase A with the three-way valve. In
order to re-equilibrate the column, 15 min are
allowed before a second injection is carried out.
In both chromatographic systems, the carrier
flow is 1 ml min−1.

For on-line focused microwave digestion–hy-
dride generation coupling, the eluate from the
chromatographic system is first continuously
mixed with HBr 47% w/v at a flow rate of 1.2
ml min−1 and KBrO3 1.5×10−2 M solution at
a flow rate of 0.6 ml min−1 going through the
focused microwave digester setting at a power of
15% (see Fig. 1). During the digestion time
(around 1 min), the liquid sample rotates inside
the PTFE reaction coil immersed in the mi-
crowave field. The emerging flow, cooled by
passing through the additional PTFE coil im-
mersed in a room-temperature water bath, then
merges with NaBH4 0.5% w/v solution at a flow
rate of 2 ml min−1 pumped by the second peri-
staltic pump [15] to form volatile SeH2, which is
carried by a flow of argon to the atomiser via
the gas–liquid separator [8] (see Fig. 1).

Optimum operating conditions for Se detec-
tion by ICP-MS at the exit of the chromato-
graphic columns using the quadrupole HP-4500
and the sector field Element are shown in Table
1.

3. Results and discussion

Under the instrumental conditions given in
Table 1 and the procedure already described, the
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Table 1
Optimum operating conditions for Se detection by ICP-MS at
the exit of the chromatographic column for quadrupole HP-
4500 and double-focusing Element instruments

Quadrupole Double focus-
ing

Isotopes monitored 77Se, 78Se, 82Se 77Se, 78Se, 82Se
Radiofrequency power 1300 W1200 W

5.7 mm Manually opti-Sample depth
mised

1.29 l min−1 1.05 l min−1Carrier gas flowrate
Intermediate gas 0.91 l min−11.0 l min−1

flowrate
14.2 l min−1Outer gas flowrate 15 l min−1

Nebulizer Meinhard Meinhard
2°C Room tempera-Spray chamber tem-

tureperature
Nickel NickelSamples and skimmer

cones
Resolution 300 300

3Points per mass 25
0.5 s 0.025 sIntegration time

sorption spectroscopy, ICP-OES (optical emis-
sion spectroscopy) etc. are too high to follow
directly the selenium species concentrations nor-
mally found in this kind of sample. Of course, if
the sensitivity of the analytical technique is low
enough, unknown or new species present at low
levels in biological fluids could be detected.

An ICP-MS with double-focusing mass analy-
ser, working in the ‘low resolution’ mode (R=
300), can be used to provide enhanced
sensitivity at the exit of the chromatographic
column, compared with the quadrupole. In or-
der to compare the performance of both mass
detectors for selenium speciation in urine, differ-
ent species of selenium (selenocystine, selenome-
thionine, selenoethionine, selenite and selenate)
in human urine were investigated in terms of
sensitivity and limits of detection with the two
instruments, and the results were compared al-
ways using the HPLC–microwave–hydride gen-
eration system of Fig. 1.

Comparing the data obtained in the Element
(see Tables 2 and 3) with previously published
quadrupole data [9], the use of a double-focus-
ing mass detector, working in the ‘low resolu-
tion’ mode, enhanced the sensitivity 23–59 times
compared with the quadrupole. However, the
observed limits of detection were just 1–8.7
times better than those found with the quadru-
pole mass analyser. These results can be ratio-
nalised considering that background noise (from
polyatomic ions of Ar) and effects of selenium
contamination of the reagents also increased
substantially in the Element. Although further
studies are guaranteed to lower such negative
factors, the double-focusing instrument is still
more sensitive to Se and was selected for subse-
quent experiments.

3.2. HPLC–mass detector interface: con6entional
nebulization 6ersus on-line focused microwa6e–
hydride generation

Conventional nebulization and on-line focused
microwave–hydride generation interfaces (Fig. 1)
were compared in terms of limits of detection,
sensitivities and interferences.

selenium response to selenocystine, selenome-
thionine, selenoethionine, selenite and selenate
was evaluated using the double-focusing ICP-MS
by aqueous calibration and standard additions in
human urine. The obtained limits of detection,
calculated as 3sC/IC (n=3), C being equal to 25
and 5 mg l−1 of each selenospecies (as selenium)
for conventional nebulization and microwave di-
gestion–hydride generation, respectively, and IC

being the respective peak height in counts per
second, and the sensitivities (calculated from cali-
bration graphs for 0, 25, 50 and 75 mg l−1 and 0,
5, 10, 15 and 20 mg l−1 of each selenospecies as
selenium for conventional nebulization and mi-
crowave digestion–hydride generation, respec-
tively) are summarised in Tables 2 and 3.

3.1. Mass detectors: quadrupole 6ersus double
focusing

In previous papers [8,9], it was demonstrated
that the limits of detection obtained by an ICP
quadrupole mass analyser allows the direct reli-
able speciation of selenium in urine while the
limits of detection obtained by more classical
photon detectors, e.g. electrothermal atomic ab-
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Fig. 2A shows a typical chromatogram obtained
for a pure aqueous mixture of 25 mg l−1 of each
selenocompound (monitoring 77Se, 78Se and 82Se),
and Fig. 2B shows the corresponding chro-
matograms attained for spiked human urine (25
mg l−1), using reversed-phase separation and con-
ventional nebulization. As can be seen, selenite
was eluted in the dead volume and its ICP-MS
signal in urine samples did not change when the

amount of selenite increased; in other words, urine
matrix interferences occur, rendering this determi-
nation impossible. However, selenomethionine
and selenoethionine were not interfered with, sen-
sitivities being virtually the same in both matrices.

Similarly, Fig. 3A shows a typical chro-
matogram obtained for an aqueous mixture of 5
mg l−1 of each selenocompound (monitoring 77Se
and 78Se), and Fig. 3B shows basal and spiked

Table 2
Absolute detection limits (pg selenium) obtained by double-focusing ICP-MS (Element)a

Se-Met Se-Eth Se(IV) Se(VI)Se-Cys

Water

VESICLE-MEDIATED HPLC
Con6entional nebulization

111 107 12877Se 8190
173 17678Se 216 253 98

82Se 5621104872806868
Microwa6e digestion–hydride generation

38 (35) 42 (100)77Se 49 (220)45 (60) 52 (105)
88 71 9578Se 7260

REVERSED-PHASE HPLC
Con6entional nebulization

Overlapped Overlapped9815577Se 123
78Se 153Overlapped 177 136 Overlapped

164 209 13482Se OverlappedOverlapped
Microwa6e digestion–hydride generation

41 93 67 Overlapped77Se Overlapped
Overlapped 5778Se 88 63 Overlapped

Human urine

VESICLE-MEDIATED HPLC
Con6entional nebulization

187 248 20377Se 703 142
218 290 42278Se 275311
797 133282Se InterferedInterfered 556

Microwa6e digestion–hydride generation
41 (51) 45 (105) 26 (225)77Se 26 (115)88 (265)

130 57 6778Se 32 37

REVERSED-PHASE HPLC
Con6entional nebulization

Overlapped77Se 129 195 Interfered Overlapped
23878Se Interfered OverlappedOverlapped 188

157Overlapped82Se Interfered Overlapped234
Microwa6e digestion–hydride generation

84 132 Overlapped77Se Overlapped 63
50 68 10078Se OverlappedOverlapped

a Values in parentheses are LDs obtained by quadrupole ICP-MS (HP4500) [9].
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Table 3
Sensitivity (cps mg−1 l) obtained by double-focusing ICP-MS (Element)a

Se-Met Se-Eth Se(IV) Se(VI)Se-Cys

Water

VESICLE-MEDIATED HPLC
Con6entional nebulization

847 223377Se 935 922 868
2830 788478Se 3361 2939 3229

117382Se 1460 36041450
Microwa6e digestion–hydride generation

39 804 37 88477Se 38 580 49 06740 367
158 272117 781137 20878Se 128 099134 119

REVERSED-PHASE HPLC
Con6entional nebulization

Overlapped1236733103577Se Overlapped
2310 391378Se Overlapped 3326 Overlapped
907 163482Se Overlapped Overlapped1387

Microwa6e digestion–hydride generation
100 518 62 056 116 432 Overlapped77Se Overlapped

234 973 457 79378Se Overlapped 327 726 Overlapped

Human urine

VESICLE-MEDIATED HPLC
Con6entional nebulization

1717150877Se 235 1188 1082
538047543705395978Se 1010

Interfered 225982Se Interfered 1392 1424
Microwa6e digestion–hydride generation

33 360 (1028) 31 171 (532) 44 311 (993) 46 987 (1737)77Se 15 757 (674)
168 761119 418 138 88178Se 96 33857 351

REVERSED-PHASE HPLC
Con6entional nebulization

787 Interfered77Se Overlapped 1021 Overlapped
2462 Interfered78Se Overlapped 3694 Overlapped

OverlappedInterfered953142182Se Overlapped
Microwa6e digestion–hydride generation

68 401 117 59777Se Overlapped 111 937 Overlapped
Overlapped406 651343 77978Se 237 380Overlapped

a Values in parentheses are LDs obtained by quadrupole ICP-MS (HP4500) [9].

human urine (5 mg l−1) when a reversed-phase
separation and on-line microwave digestion–hy-
dride generation (MW–HG) system were used. As
can be seen, the ionisation suppression due to the
urinary matrix now disappears. As an example,
the observed sensitivity for 77Se was about 87–110
times higher by MW–HG than by conventional
nebulization. Unfortunately, again, the limits of
detection observed were only around two times

better by hydride generation because the observed
background noise increased using our on-line di-
gestion system.

Fig. 4A shows a typical chromatogram ob-
tained for an aqueous mixture of 25 mg l−1 of
each selenocompound (monitoring 77Se, 78Se and
82Se), and Fig. 4B shows the corresponding chro-
matogram attained for basal and spiked human
urine (75 mg l−1) with vesicle-mediated separation
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Fig. 2. Typical chromatograms obtained by reversed-phase
chromatography conventional nebulization double-focusing
ICP-MS: (A) aqueous mixture of 25 mg l−1 (a selenium) of
each selenocompound; (B) basal and spiked human urine (25
mg l−1) of each selenocompound. (1) selenite, (2) selenome-
thionine, and (3) selenoethionine.

Fig. 3. Typical chromatogram obtained by reversed-phase
chromatography microwave digestion–hydride generation
double-focusing ICP-MS: (A) aqueous mixture of 5 mg l−1 of
each selenocompound; (1), (2) and (3) as in Fig. 2; (B) basal
and spiked human urine (5 mg l−1) of each selenocompound;
(1%), (2%) and (3%) unspiked basal urine Se species.

and conventional nebulization. It is worth noting
the background 82Se signal strongly affected by
changing the mobile phase because of 81Br1H
(from DDAB) interference: bromide ion from the
DDAB of the mobile phase is continuously eluted
from the column so the background signal is high
at mass 82. When the mobile phase change and
the concentration of acetate anion increases
rapidly, the bromide anions are eluted until a new
equilibrium is reached [9]. This explains the odd
behaviour of the chromatogram (82Se) in Fig. 4B
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at 10–12 min. Again, the selenocompound eluting
at the dead volume (selenocystine in this case) is
strongly interfered with in urine samples, probably

Fig. 5. Typical chromatogram obtained by vesicle-mediated
chromatography microwave digestion–hydride generation
double-focusing ICP-MS: (A) aqueous mixture of 10 mg l−1 of
each selenocompound; (B) basal and spiked human urine (10
mg l−1) of each selenocompound. (1), (2), (3), (4), (5) as in Fig.
4. (1%), (2%) and (3%) as in Fig. 3.

Fig. 4. Typical chromatograms obtained by vesicle-mediated
chromatography conventional nebulization double-focusing
ICP-MS: (A) aqueous mixture of 25 mg l−1 of each seleno-
compound; (B) basal and spiked human urine (75 mg l−1) of
each selenocompound. (1) selenite, (2) selenomethionine, (3)
selenoethionine, (4) selenate, and (5) selenocystine.

due to changes in the plasma conditions when the
bulk of the urinary matrix reaches the plasma by
conventional nebulization.

Similarly, Fig. 5A shows a typical chro-
matogram obtained for an aqueous mixture of 10
mg l−1 of each selenocompound (monitoring 77Se
and 78Se), and Fig. 5B shows that for basal and
spiked human urine (10 mg l−1) when a vesicle-
mediated separation and on-line microwave diges-
tion–hydride generation system (Fig. 1) was used.
As can be seen in Fig. 4B and Fig. 5B, the
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selenocystine signal is now less depressed in the
urine matrix than that by conventional nebuliza-
tion. Once again, sensitivity for each Se species (as
77Se) is between 28–67 times higher by MW–HG
than by conventional nebulization, although limits
of detection are only 3.5–9.5 times better by
hydride generation because the background noise
increased. The effect on signals of phases change
was not so accused by hydride generation as by
conventional nebulization.

It can be concluded that the on-line microwave
digestion–hydride generation interface has two
main advantages over conventional nebulization:
(a) a remarkable improvement in the sensitivity,
and (b) elimination of interference problems com-
ing from the urinary matrix or from the compo-
nents of the mobile phases. However, it was clear
that with hydride generation, the background noise
was much higher than with conventional nebuliza-
tion in the Element. This explains why the limits of
detection for Se were not improved as much as it
should be expected from such improvement in
sensitivity.

3.3. HPLC separation: re6erse phase 6ersus
6esicle mediated

When the analytical performance of the two
chromatographic systems was compared, vesicle-
mediated HPLC showed two main advantages over
reverse phase: first, a slight improvement in the
sensitivity and limits of detection (Tables 2 and 3);
and, second, more selenocompounds can be sepa-
rated [9]. However, using vesicle-mediated HPLC,
a change of mobile phases is necessary in order to
elute inorganic species of selenium.

In order to compare speciation results obtained
by reversed-phase and vesicle-mediated HPLC, a
pool of human urine and a pool of rat urine fed
with normal selenium content (feed A04, Panlab®)
was speciated in the same day. Fig. 6 shows the
77Se chromatograms obtained for basal rat and
human urine by both chromatographic methods.
One main peak was obtained for basal rat urine
(3%), while three peaks were obtained for basal
human urine (1%, 2% and 3%). Monomethylselenol
has been found to be the predominant species in
the urine of rats fed with normal levels of sele-

nium [13], so the peak found for this kind of
sample could be attributed to such a compound
and, consequently, peak 3% found in the human
urine could also be attributed to such species. By
vesicle-mediated HPLC (Fig. 6B), peak 2% could
be adscribed to selenomethionine, because its re-
tention time coincides with this species. However,

Fig. 6. Chromatograms obtained for basal rat urine and basal
human urine, by both chromatographic methods: (A) reversed-
phase HPLC, and (B) vesicle-mediated HPLC (77Se).
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no peak was obtained at the retention time of
selenomethionine by reversed-phase HPLC. Thus,
it could be concluded that peak 2% is not se-
lenomethionine. Finally, peak 1% corresponds to a
species eluting at the dead volume in both chro-
matographic systems, so it could be selenocystine,
but this is just a hint which should be pursued
further for possible confirmation.

4. Conclusions

The use of a double-focusing mass detector,
working in the ‘low resolution’ mode, to detect
selenium enhanced the sensitivity 23–59 times, as
compared with a quadrupole mass detector. How-
ever, the limits of detection are only 1–8.7 times
better than those found with the quadrupole due
to a serious background noise increase (from
polyatomic ions of Ar and also selenium contami-
nation of the reagents).

On the other hand, the proposed on-line mi-
crowave digestion–hydride generation interface
(Fig. 1) has important advantages over conven-
tional nebulization: (a) sensitivities 28–110 times
better depending on the chromatographic system,
and (b) elimination of interference problems com-
ing from the urinary matrix or from the compo-
nents of the mobile phases. Unfortunately, the
hydride generation system increases substantially
the background noise, observed using conven-
tional nebulization, so the limits of detection were
only 2–9.5 times better (depending again on the
chromatographic system). Thus, work to decrease
background and contamination is guaranteed. On
the other hand, selectivity and slight improvement
in the sensitivity and limits of detection was ob-
tained when vesicle-mediated HPLC was used in-
stead of reverse-phase separations. However, the
use of only one chromatographic system to tackle
a problem like this (many species unknown in
human urine) could lead to erroneous results. For
example, from the chromatograms obtained by
vesicle-mediated HPLC, one of the peaks found
(Se species 2% in Fig. 6B) could be ascribed to
selenomethionine on the basis of just retention
time observed (Fig. 5B). However, by resorting to
complementary chromatographic systems, re-

versed-phase HPLC in this case, the erroneous
assignment becomes clear (Fig. 3B). In other
words, most of the data available so far about Se
species present in human urine [12–14] have been
derived from HPLC retention time values experi-
mentally observed with only one technique (that
of the concerned authors). As already shown, that
approach is rather limited for reliable identifica-
tion of species. Thus, complementary techniques
for confirmation [7] should be applied more and
more to tackle this modern problem of unknown
trace element speciation.
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[15] J.M. González LaFuente, M.L. Fernández Sánchez, J.M.

Marchante-Gayón, J.E. Sánchez Urı́a, A. Sanz-Medel,
Spectrochim. Acta Part B 51 (1996) 1849.



Talanta 50 (1999) 219–226

A miniaturized urea sensor based on the integration of both
ammonium based urea enzyme field effect transistor and a

reference field effect transistor in a single chip

Anne Senillou a,*, Nicole Jaffrezic-Renault a, Claude Martelet a, Serge Cosnier b

a Laboratoire d’Ingénierie et Fonctionnalisation des Surfaces, UMR CNRS 5621, Ecole Centrale de Lyon, BP 163,
F-69131 Ecully Cedex, France

b Laboratoire d’Electrochimie Organique et de Photochimie Rédox, UMR CNRS 5630, Uni6ersité Joseph Fourier, BP 53,
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Abstract

A urea biosensor prepared by covalent binding of urease directly to the surface of an ammonium-sensitive field
effect transistor (FET) is described. Nonactin incorporated in carboxylated polyvinyl chloride was used to obtain the
sensitive membrane of the ammonium-sensitive FET. The grafting of urease on the polyvinylchloride–COOH
membrane surface was performed through carbodiimide coupling. The activity of the immobilized enzyme was
spectrometrically controlled through the time-dependent disappearance of the absorbance of NADH at 340 nm. An
apparent activity of 50% was found, compared with free enzyme. The sensitivity of the urea enzyme FET is 50
mV/pUrea working in a differential mode of 2 mM to 1 mM, this sensitivity being constant during 15 days. Finally,
in order to test the potentialities of the urea biosensor for the environmental applications, the detection of heavy
metal ions such as Cu(II) and Hg(II) in solution was performed by measuring the remaining activity of the inhibited
enzyme. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Biosensor; Enzyme field effect transistor; Urease; Urea
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1. Introduction

The urea determination is of great interest in
biomedical and clinical analysis applications. The
determination of urea in biological serum has
been realized with biosensors. Most of these
biosensors are based on the immobilization of
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urease, an enzyme which catalyses the hydrolysis
of urea according to the reaction:

(NH2)2CO+2H2O+H+ �
urease

2NH4
+ +HCO3

−

Among these biosensors, the enzyme field effect
transistor (ENFET) is based on the ion-sensitive
field effect transistor (ISFET), the urease enzyme
being immobilized onto the surface of the gate
insulator. Effectively, the advance in semiconduc-
tor technology in the past few years has allowed
the development of this type of sensor. For the
determination of urea, two methods of detection
have been exploited with ENFET. Detection of
pH changes due to the enzymatic reaction was
measured around the gate surface of a pH-FET
[1–7] or detection of NH4

+ ions enzymatically
formed was obtained with an ammonium ISFET
[7,8].

With the pH-FET biosensor, the membrane
containing urease is directly deposited onto the
sensitive area of the sensor. The most commonly
used matrix was based on the cross-linking of a
mixture of bovine serum albumin and urease by
glutaraldehyde as the bifunctional agent. Results
obtained with this type of sensor were not satis-
factory. In particular, the sensitivity of the biosen-
sor for urea was low and detection limit was 50 to
100 mM, these characteristics being decreased by
an increase of the ionic strength and of the buffer
capacity [4]. These drawbacks have been mini-
mized by adding additional permselective mem-
branes [4] or using feedback with an integrated
pH actuator [9].

On the other hand, ENFET sensors for urea
have been developed through the elaboration of a
NH4

+-sensitive membrane such as plasticized
polyvinyl chloride [7,8] containing nonactin and
their deposition on the FET. Then, urease
molecules were immobilized on the NH4

+-sensi-
tive membrane surface by cross-linking with an
inert protein. Ammonium ions produced by the
enzymatic reaction were detected by the ammo-
nium-sensitive FET. The analytical characteristics
of the resulting biosensor were better than those
reported for the pH-FET biosensor. However, our
preliminary experiments focused on the elabora-
tion of this type of biosensor have highlighted a
major drawback of the biosensor configuration.

The low affinity between the two different mem-
branes induces a poor adhesion between them.

For the pH-FET and the NH4
+-ISFET, the

immobilization of the enzyme molecules was car-
ried out by a cross-linking process. Unfortunately,
this method induces a loss of the protein flexibility
and hence a deactivation of the immobilized en-
zyme. Moreover, this biologically sensitive coating
exhibits a cross-linked structure which hinders
markedly the diffusion of substrates and products
of the enzymatic reaction. High stability, good
sensitivity and short response time are mainly
dependent on the method of enzyme immobiliza-
tion and on the thickness of the resulting biologi-
cal layer. In order to obtain these characteristics
and to improve the mechanical stability of the
immobilized enzyme, we have investigated the
potentialities of a chemical grafting of the enzyme
molecules directly on the ammonium-sensitive
membrane [10]. It is expected that this approach
may improve the accessibility to enzyme
molecules and hence the sensitivity of the
biosensor.

The analytical performances of the ammonium
ISFET elaborated as previously described [11] and
working in the differential mode are studied and
discussed. After the functionalization of this
NH4

+-ISFET by urease molecules, the enzymatic
activity and the analytical characteristics of the
resulting ENFET for the detection of urea have
been investigated.

In addition, the determination of heavy metal
cations via an inhibition process of the biosensor
activity has been examined.

2. Experimental

2.1. Materials

2.1.1. ISFET sensors
n-Channel depletion-mode ISFETs were fabri-

cated at the Research Institute of Microdevices
(Kiev, Ukraine) on a p-Si wafer with a (100)
crystal orientation and 7.5 V cm was made by ion
implantation of phosphorus, the implanted
amount depended on the threshold voltage re-
quired. In the experiments, ISFETs with a chan-
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nel length of 20 mm and with a threshold voltage
of about −3 V were used.

Sensor chips including two ISFETs were glued
on a ceramic support made of fused alumina
measuring 28 mm×6 mm (thickness 1.0 mm).
The sensor contact pads were electrically bonded
by ultrasonic wiring to aluminum conducting
paths which were photolithographically patterned
on the ceramic support. After wiring, the contact
pads and wires were encapsulated with epoxy
resin. Details about the construction and opera-
tion of the ISFETs can be found in Ref. [12].

2.1.2. Solutions and reagents
Nonactin from streptomyces tsusimaensis, di-

isononyl phtalate (DNP; approximately 80%) and
tetrahydrofuran (THF; 99+%) were purchased
from Sigma. Solutions of ammonium, sodium,
copper and mercury chloride were obtained by
salts (from Sigma and Prolabo, ACS reagents)
diluted in bidistilled water. Polyvinylchloride
(PVC) was purchased from Solvay and carboxy-
lated polyvinylchloride (PVC–COOH) from
Aldrich.

Urease (EC 3.5.1.5 type VI from Jack Beans,
118 U/mg), glutamic dehydrogenase (EC 1.4.1.3
type III from bovine liver 40 U/mg), 1-ethyl-3-(3-
dimethylaminopropyl)-carbodiimide (EDAC), a-
ketoglutaric acid, nicotinamide adenine
dinucleotide reduced form (NADH), dithiothrei-
tol, sodium azoture (NaN3) glycerol and EDTA
were purchased from Sigma.

2.1.3. Ammonium-sensiti6e FET fabrication

2.1.3.1. Composition of the membranes.
� NH4

+-ISFET. For the preparation of the mem-
brane of the NH4

+-ISFET, a typical procedure
was applied using PVC–COOH, DNP and
nonactin as ionophore in a mass ratio of
28.5:68.5:3, respectively. This mixture was di-
luted in THF, and NH4Cl was added to the
resulting solution in order to obtain identical
concentrations of NH4

+ and nonactin.
� REFET. The REFET is an ISFET, non-sensi-

tive to ammonium ions and without any enzy-
matic membrane, which allows one to work in
a differential mode. The non-sensitive FET

membrane was elaborated with a PVC without
nonactin. In order to avoid any coupling of the
urease on the REFET surface, the polymeric
matrix is polyvinylchloride. The composition of
the REFET membrane was PVC and DNP in a
ratio of 3:7 (w/w) diluted in THF.

2.1.3.2. Deposition of the membrane. Before depo-
sition of the polymeric membranes, a surface
treatment was performed: the ISFET insulator
surface was treated with hexamethyldisilazane
(HMDZ) in order to functionalize surface sites
(hydroxyl groups). This treatment allows one to
neutralize the acid–base properties of these sites
and thus to obtain a blocking insulator–PVC
interface. Moreover, the hydrophobic methyl
groups at the grafted surface insure a good adhe-
sion of the polymer membrane. This type of treat-
ment can avoid the use of an intermediate
hydrogel layer as was recommended by Bergveld
et al. in order to eliminate the effect of CO2

diffusion on the surface charge of the insulator
[13].

Next, the plasticized polymeric membranes
were formed by depositing 0.5 ml of each of the
previous solutions on the surface of one ISFET
(for differential measurement) and the solvent was
evaporated under nitrogen flow.

2.1.4. Urea-sensiti6e FET fabrication

2.1.4.1. Co6alent grafting of urease. Once the am-
monium-sensitive FET was realized, it was soaked
in a solution containing 10 mg/ml urease and 4
mg/ml carbodiimide and left for 12 h. Then the
sensor was soaked, during 1 h, in a 5 mM phos-
phate buffer, pH 7.4, solution vigorously stirred
in order to eliminate adsorbed enzyme molecules.

2.1.4.2. Storage conditions of urease electrodes. All
electrodes were conditioned in a special mixture
to prevent the loss of enzyme activity during
storage [14]. The mixture composition used was
50 wt.% glycerol (protects urease crystalline sus-
pension for several months), 1 mM EDTA (pre-
vents the enzyme inhibition by heavy metals ions),
0.01% NaN3 (stops the development of harmful
microorganisms) and 1 mM dithiothreitol in 5
mM phosphate buffer, pH 7.4.
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2.1.4.3. Spectrophotometric method for the mea-
surement of the acti6ity of the immobilized enzyme.
The urease activity was determined by following
the time-dependent disappearance of the ab-
sorbance of NADH at 340 nm. This decrease
results from the oxidation of NADH by glutamic
dehydrogenase in the presence of enzymatically
generated NH4

+ ions.

urea+2H2O+H+ �
urease

2NH4
+ +HCO3

−

NH4
+ +a−ketoglutaric acid

+NADH �
glutamic dehydrogenase

NAD+ +glutamate

+2H2O

One unit of activity corresponds to the disappear-
ance of 1 mmol/min of urea and hence the oxida-
tion of 2 mmol/min of NADH at 20°C and pH
7.4.

The apparent activity of urease covalently
bound to the ammonium-sensitive membrane was
determined as follows. Assays were carried out at
20°C in a cuvette containing a total volume of 3
ml of 0.01 M phosphate buffer, pH 7.4, 1 mM
urea, 1 mM a-ketoglutaric acid, 1.5 mM NADH
and 0.1 mg/ml glutamic dehydrogenase. The EN-
FET was immersed in the mixture and the de-
crease of the absorbance at 340 nm versus time
was recorded.

2.2. Measurements

The output voltage of the modified ISFETs
immersed in double-distilled water were measured
with the source and drain follower type ISFET
amplifier. This system allowed the source voltage
(Vs) to be measured, while the drain current (Id)
and the drain voltage (Vd) remained constant
(Vd=1 V, Id=100 mA). Vs was directly plotted
on a recorder.
� Indi6idual. The voltage was measured against a

platinum electrode.
� Differential. Two ISFETs were connected to

two identical amplifiers: output signals Vs and
V s% were measured against the common silicon
substrate. A differential amplifier enabled the
difference of these two signals to be obtained
as well.

The composition of the solutions of test was 0.1
M NH4Cl in bidistilled water. All the measure-
ments were carried out at room temperature.

3. Results and discussion

3.1. Analytical characteristics of the ammonium
ISFET

3.1.1. Sensiti6ity, repeatability and detection limit
Fig. 1 shows the response of the REFET (with

a PVC membrane) and the NH4
+-ISFET (with a

PVC–COOH membrane) for the two modes of
measurement to NH4

+ concentration in the range
10−7 to 10−3 M.

The REFET sensor, with a PVC membrane, is
insensitive to NH4

+ until 0.1 mM, while a re-
sponse (20 mV/pNH4

+) is observed for higher
concentrations. This behavior shows that the po-
tential difference at the water–plasticized PVC
interface is influenced by the concentration of the
ammonium ion, the partition coefficient of this
ion in plasticized PVC not being nil [15]. This
phenomenon is due to the cationic permselectivity
through anionic defects of the PVC. The re-
sponses to ammonium ions are quite similar to
those obtained with REFET and NH4

+-ISFET
covered with a PVC membrane. This shows that
PVC and PVC–COOH behave similarly towards
the ionic sensitivity. Consequently, both poly-

Fig. 1. Sensitivity of the ammonium ISFET in the two modes
of measurements and that of the REFET in double-distilled
water: �, normal mode; 	, differential mode; �, REFET.
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meric membranes can be chosen indifferently.
PVC was thus kept for REFET in order to avoid
any chemical grafting of the enzyme on its sur-
face. It should be noted that the REFET sensitiv-
ity to NH4

+ should be markedly reduced if the
NH4

+ source is spatially restricted to the urease
membrane deposited on the ISFET.

In the normal mode, the calibration curve is
linear in the range of concentration 10−5 to 10−3

M, the NH4
+-FET response being quasi-Nerns-

tian with a slope of about 56 mV/pNH4
+. A less

sensitive response (23 mV/pNH4
+) is recorded for

lower concentrations.
As expected, in the differential mode, the value

of the NH4
+-FET response (36 mV/pNH4

+) is
diminished because the signal of REFET is sub-
strated from the signal of the sensitive FET. This
sensitivity decrease is counterbalanced by a slight
increase in the linear range of the calibration
curve (6×10−6 to 1×10−3 M) the detection
limit being 2 mM. The response time (determined
as the time required to reach a steady-state poten-
tial value after a NH4

+ injection) was within 30 s.
Consequently, the differential mode was used for
the subsequent investigations. Effectively, this
type of measurement allows one to increase the
selectivity of the sensor for NH4

+ ions and to
suppress the utilization of the reference electrode
as previously reported in Ref. [11]. In order to
investigate the repeatability of the NH4

+-FET re-
sponse, 10 successive calibration curves in the
NH4

+ range 10−5 to 10−3 M were recorded in the
differential mode with the same sensor. A relative
standard deviation of 15% was calculated for the
sensitivity values determined from the slope of the
successive calibration curves.

3.1.2. Influence of the ionic strength
The influence of the ionic strength has been

studied to simulate a utilization in a natural
serum (hemodialysis solution). One NH4

+-FET
was tested in different solutions of NaCl in range
of concentration 10−3 to 10−1 M and in 0.01 M
phosphate buffered saline, pH 7.4 (137 mM NaCl,
2.7 mM KCl). The sensitivity values of the NH4

+-
FET sensor, determined as the slope of the result-
ing calibration curves for NH4

+, are summarized
in Table 1. It appears that the sensor sensitivity

Table 1
Influence of the ionic strength on the NH4

+-FET sensitivity for
NH4

+

NaCl (mM) PBS

1001 10

Sensitivity (mV/pNH4
+)

1730 730[NH4
+]B10−4 M

[NH4
+]\10−4 M 30 153030

for NH4
+ decreases only for high concentrations

of NaCl (above 10 mM). It should be noted that
the loss of sensitivity due to the ionic strength is
more important for concentrations of NH4

+ lower
than 10−4 M. In addition, the sensitivity de-
creases markedly in phosphate buffered saline
(PBS) solutions. This effect may be attributed to
the high concentration of cations (0.15 M) and to
the presence of K+, which can hinder the recogni-
tion of NH4

+ by nonactin. Nevertheless, a linear
response of the sensor for NH4

+ is observed above
10−4 M in pseudo-physiological conditions, the
sensitivity (15.4 mV/pNH4

+) being 50% of the
value recorded in 1 mM NaCl.

3.2. Determination of the enzymatic acti6ity of
ENFET

An NH4
+-FET made of carboxylated PVC

membranes was immersed in a urease and cou-
pling agent solution for 15 h, and washed vigor-
ously during 2 h. In order to detect the presence
of grafted urease, the enzymatic activity of the
ENFET has been examined. For this purpose, the
increase in concentration of the enzymatically
generated NH4

+ was followed by a coupled enzy-
matic reaction involving a decrease in NADH
concentration (see Section 2). The evolution of the
NADH absorbance at 340 nm (o340=6.22 mM−1/
cm) with the immersion time of the ENFET in the
NADH solution has been recorded (Fig. 2). It
appears that the absorbance decreases linearly
with time. The slope (0.01 DO min−1, r=0.997)
corresponds to 27 mU/cm. In addition, the spe-
cific activity of the free enzyme under the same
conditions has been determined. Taking into ac-
count that the theoretical maximum coverage of a
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urease monolayer on the PVC–COOH membrane
can be estimated as 10−12 mol/cm2, the urease
monolayer exhibits an enzymatic activity of 53
mU/cm2. Consequently, the apparent specific ac-
tivity of the grafted urease is 50% of the expected
value for the free enzyme. Nevertheless, it should
be noted that this value is markedly higher than
those (1, 3 and 9%) previously reported for en-
zyme entrapped in organic polymers [16,17] or
inorganic gels [18]. Furthermore, the estimation of
the apparent specific activity of urease is based on
the most unfavorable hypothesis, namely the ob-
tention of a complete urease monolayer by chemi-
cal grafting.

The same chemical grafting of urease was at-
tempted with the REFET covered by a plasticized
PVC membrane. After the immersion of the
REFET for 2 h in the NADH solution, no de-
crease of the NADH absorbance was recorded.
This clearly indicates the absence of grafted ure-
ase on the plasticized PVC membrane. Conse-
quently, the immobilized urease molecules are
only located on the carboxylated PVC membrane.

3.3. Analytical characteristics of the urea sensor

Since the pH change in the range 6–8 induces
no response of the ammonium sensor [11], the
influence of the pH on the urea sensor must be
solely due to its conventional effect on the enzyme
activity. Consequently, the measurements were

Fig. 3. Sensitivity of the urea ISFET in the two modes of
measurements in double-distilled water, at pH 7.4: 	, differ-
ential mode; �, normal mode.

carried out at pH 7.4, the optimum pH value
recorded for the free urease.

Ammonium ions enzymatically produced at the
interface-sensitive membrane/solution do not af-
fect the response of the REFET. So, as expected,
the biosensor sensitivity for urea is identical (50
mV/pUrea) with the two modes of measurement,
the detection limit being 2 mM (Fig. 3). This
detection limit is markedly lower than those (50–
100 mM) previously reported for pH-FET biosen-
sors [1,2] and similar to the value (1 mM) recently
obtained with potentiometric biosensors [19]. It
appears clear that the better detection limit is
obtained when the detected species is NH4

+. This
may be attributed to the procedure used for ure-
ase immobilization. The chemical grafting of en-
zyme on the carboxylic groups of the PVC
coating does not deteriorate the ammonium sensi-
tivity of this membrane, whereas the cross-linking
method decreases the H3O+ sensitivity [20].

It should be noted that the influence of the
ionic strength on the response of the urea sensor
is the same that previously obtained with the
ammonium sensor. A loss of sensitivity of 55% is
observed between a calibration curve recorded in
a 1 mM NaCl solution and one in PBS solution.

The ENFET sensors were also examined for the
storage and operational stabilities. The ENFET
was stored in a special storage solution at 4°C (see
Section 2) and its calibration curve for urea was
recorded periodically. The biosensor sensitivity
(4895 mV/pUrea) was approximately constant

Fig. 2. Absorbance of NADH, in the range of wavelength
300–400 nm, after different times of soak of a PVC–COOH
sensor.
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during 15 days. However, a detachment of the
enzymatic membrane is observed after 15 days,
inducing a complete loss of the ENFET sensitiv-
ity for urea.

The operational stability of the sensor was
checked at room temperature through the stabil-
ity of biosensor response to 100 mM urea. No
appreciable change in the steady-state voltage
response of the biosensor was observed after 3
h, illustrating the good stability of the ENFET.

The ENFET construction was also quite re-
producible: eight ENFETs were prepared by fol-
lowing identical chemical steps and their
responses towards urea were investigated. The
comparison of the sensitivity determined from
the resulting calibration curves indicates that the
relative standard deviation is only 10%.

3.4. Detection of hea6y metal ions by inhibition
of the enzymatic sensor

Heavy metals (such as Cu, Pb, Hg or Zn) can
inhibit enzymes, usually by reacting with cys-
teine side chains. As a consequence, the enzy-
matic activity of the biosensor is decreased or
totally suppressed. Since it has been reported
that Cu(II) and Hg(II) inhibited urease
molecules [21], the urea ENFET was applied to
the determination of copper and mercuric ions
in solution. For this purpose, a urea biosensor
was placed in a 1 mM urea solution and left
until stabilization of the output signal. Then, the
effect of increasing concentrations of Cu(II) or
Hg(II) on the biosensor response was investi-
gated. It appears that the addition of metal ions
induces a rapid inhibition (t90%=5 min) of the
immobilized urease. A decrease of source
voltage depending on the metal ions concentra-
tion was recorded. Fig. 4A,B shows the inhibi-
tion percentage of the biosensor response as a
function of Cu(II) and Hg(II) concentration, re-
spectively. The calibration curves indicate detec-
tion limits of 0.2 and 0.1 mM for Cu(II) and
Hg(II), respectively. It should be noted that
these values of detection limit are markedly
lower than those previously reported by Volo-
tovsky et al., namely 4 mM for Hg(II) and 3
mM for Cu(II) [22]. In addition, these authors

use a multistep procedure involving the mea-
surement of the biosensor sensitivity in a sepa-
rate solution before and after the immersion of
the urea sensor for 5–15 min in the inhibitor
solution [22,23].

The possibility to regenerate the enzymatic ac-
tivity of the biosensor has been investigated af-
ter a 80% inhibition. The remaining activity was
measured after soaking the biosensors in a 100
mM EDTA solution for 15 min. It appears that
75 and 60% of the initial sensitivity is restored
for Cu and Hg inhibition, respectively, illustrat-
ing the efficiency of the reactivation process.

Fig. 4. Dependence of remaining activity of the sensor on the
concentration of the inhibitor metal ions: (A) Cu (II) ions, (B)
Hg (II) ions. The data points are the average of three measure-
ments carried out with three different sensors.
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4. Conclusion

In this report, we have described the successful
functionalization of an ammonium FET by urease
molecules and its application to the selective de-
termination of urea. It is expected that the attrac-
tive potentialities offered by the functioning
principle of the ENFET based on a differential
mode will be exploited for the in vitro and in vivo
measurements of biologically important metabo-
lites.
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Ptasinska, E.J.R. Sudhöler, D.N. Reinhoudt, P. Bergveld,
Anal. Chem. 59 (1987) 2827.

[16] S. Cosnier, C. Innocent, Bioelectrochem. Bioenerg. 31
(1993) 147–160.

[17] L. Coche-Guerente, S. Cosnier, C. Innocent, P. Mailley,
Anal. Chim. Acta 311 (1995) 23–30.

[18] S. Poyard, N. Jaffrezic-Renault, C. Martelet, S. Cosnier,
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Abstract

Drying techniques are very frequently used and in many cases official methods for moisture determination. These
methods, however, do not yield the water content as a result but a mass loss which is caused not only by the
evaporation of water but by all substances volatile under the drying conditions, be they original components of the
product or be they produced by decomposition reactions during the drying process. This mass loss varies therefore
with the parameters applied like time, temperature, form of energy transfer, atmospheric pressure or surrounding
humidity. To shorten determination times of many hours in common air ovens with convective heating, techniques
with more efficient heating principles have been developed. One of these is infrared drying. With such methods,
however, the danger of product decomposition and, consequently, of wrong results rises, particularly when the water
content is low. It could be shown, however, that analyses are possible, even for beverage instant powders with very
low water contents. Moreover, parameter sets could be found to match the infrared results exactly with the true water
content determined by Karl Fischer titration. Another essential finding was that not only the parameters for the
drying programme itself like time, temperature and end-point criterion are important, but also, and this to a
surprisingly great extent, the number of consecutive measurements and the duration of the intervals between analyses.
This effect again depends extremely on the type of apparatus. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Water content; Infrared drying; Parameters; Karl Fischer titration

1. Introduction

Water content is for a number of reasons one
of the most important general properties of food-
stuffs. Very rapid methods like NMR and even

on-line methods like NIR spectroscopy and mi-
crowave techniques exist for its determination.
These methods do not measure the water content
specifically but a property of the product that
depends on the water content. As the correlation
between the measured entity and the water con-
tent is extremely complex in most of the real
situations, these methods need an extremely
product-specific calibration, which must be based
on a direct and selective method [1].
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Drying methods are still the most common way
to determine the moisture of a product. The term
‘water content’ was deliberately avoided in this
context. Drying techniques do in fact not deter-
mine the water content but only a mass loss under
certain conditions. This mass loss is not only
caused by water, but by all substances volatile
under the drying conditions, by those originally
contained in the sample but also those produced
during and by the drying process itself. Moreover,
as the drying conditions may be principally freely
chosen, the results for a given product are vari-
able. The results of a drying method should there-
fore not be called water content, even though in
some cases (but rarely for foodstuffs) the mass
loss may come very close or even correspond to
the water content.

The danger of decomposition reactions with
consecutive production of volatile matter is par-
ticularly high with drying techniques with an in-
tensive energy input. The widely used infrared
dryers are an example. Nevertheless, the drying
parameters can be chosen in a way that the result
of the infrared drying corresponds to the true
water content found by a reference method such
as the Karl Fischer titration. In such cases the two
main (and conflicting) sources of error (unde-
tected water remaining in the sample, and the
determination of other volatile substances) com-
pensate for each other [1,2]. If the results are
reproducible using this parameter set, the infrared
drying method can be used to determine the water
content of this particular sort of product [2,3],
and only from time to time is it necessary to check
if the results still match those found by Karl
Fischer titration. A discrepancy may occur when
the matrix of the product analysed differs from
the one of the ‘original’ sample or when the
technical conditions such as the effectiveness of
the heating source and with it the emission spec-
trum of the dryer change. The parameter set may
also not be appropriate for samples with a water
content outside the range which was the base of
the calibration.

Instant powders have a very low water content.
This makes the infrared drying process difficult.
Right from the beginning the matrix takes up
much energy, because there is only a low evapora-

tion enthalpy due to the low amount of water in
the sample. Products that contain much water are
protected from this high energy transfer at the
beginning of the drying process by the evapora-
tion of water (and possibly other substances).

2. Experimental

2.1. Samples

Four beverage instant powders from Nestlé
were analysed: Caro coffee substitute, Frappé iced
coffee, Nesquik (cocoa-containing beverage pow-
der), Nestea lemon low calorie. Several batches of
each product with different water content were
examined.

2.2. Determination of the water content by Karl
Fischer titration

The water content was determined by Karl
Fischer titration using the KF-Titrino 701 from
Metrohm, Herisau, Switzerland. The main titra-
tion parameters and end-point criteria were the
following: polarising current 50 mA, stop voltage
250 mV, maximal titration rate 1 ml min−1, min-
imal volume increment 2 ml, stop delay time 17 s.
The drift was measured before each analysis and
registered by the titrator. The consumption due to
the drift, taking the titration time into account,
was then automatically deducted from the titra-
tion volume. The two-component volumetric tech-
nique was used with Hydranal–Titrant 5 or
Hydranal–Titrant 2 as titrating solution and a
mixture of 13 ml Hydranal–Solvent and 7 ml
formamide as working medium. All chemicals
were from Riedel-de Haën, Seelze, Germany.

2.3. Determination of the mass loss by infrared
drying

Two different infrared dryers were used, the
Moisture Analyzer MA30 and the Moisture Ana-
lyzer MA50, both from Sartorius, Göttingen,
Germany. Both apparatuses offer the feature of a
time controlled measurement (time mode): the
temperature is set (in steps of 5°C with the MA30
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and in steps of 1°C with the MA50) and the
drying process is stopped after a set time. With
the MA50 three consecutive time periods, each
with an individual temperature and duration can
be used (time programme). Both the MA30 and
the MA50 have also an automatic mode. The
analysis is terminated when, at a set temperature,
the mass loss within the last time interval of
measurements is inferior to a minimum. The
amount of the difference and the length of the
time interval can be chosen with the MA50, this is
the so-called semi-automatic mode. The heating
source of the MA30 are two infrared dark metal
emitters of 180 W each. At full power the surface
temperature is 750°C, this corresponds—accord-
ing to Wien’s law—to a maximum of the emis-
sion spectrum at 2.8 mm. The MA50 has a 250-W
infrared lamp. The surface temperature at full
power is 1950°C with a spectral maximum at 1.3
mm. The built-in balance of the MA30 has a
resolution of 1 mg, the one of the MA50 of 0.1
mg.

The aim of the infrared experiments was to find
parameter sets with which results could be ob-
tained equal to the water content found by Karl
Fischer titration with good repeatability and small
standard deviations. Only those parameter sets
were finally accepted which yielded good results
for samples with different water contents of a
specific product.

The general procedure with the MA30 was the
following. Batches of a product with different
water contents (within the range of practically
occurring products) were measured in the auto-
matic mode at different temperatures in steps of
5°C (two replicates each) to find temperatures
that yield results close to the Karl Fischer value.
The experiment was then repeated with 10–15
replicates for one of the batches at the most
suitable temperatures. In some situations the time

mode was also applied for optimisation. The ap-
plicability on samples with other water contents
was also tested. The proceeding with the MA50
was principally the same, but for the possibility to
adjust the temperature in steps of 1°C and to use
the 3-step time programme.

Finally, experiments were carried out to investi-
gate the dependence of the measurements on
other conditions than the parameters to be set
with the apparatus, particularly the number of
consecutive measurements and the duration of the
intervals between analyses.

3. Results and discussion

3.1. Water content of the products

The water content of the original products de-
termined by Karl Fischer titration varied accord-
ing to the different batches:

from 2.4690.05 toCaro coffee substitute
(15 replicates each) 3.1390.06%,

Frappé iced coffee from 0.5390.02 to
(10–15 replicates each) 0.7390.02%,

from 0.9990.02 toNesquik (10–12 replicates
1.1090.02%,each)

Nestea lemon low calorie from 0.5890.01 to
0.6390.01%.(ten replicates each)

3.2. Infrared drying of Caro coffee substitute

3.2.1. Moisture Analyzer MA30
Using the automatic mode the results obtained

at 80 or 85°C were close to the water content. The
experiment was repeated with more replicates for
the batch with a water content of 2.99%. The
results are given in Table 1.

Table 1
Mass loss of Caro coffee substitute by infrared drying with the MA30 at different temperatures in the automatic mode (n replicates);
water content found by Karl Fischer titration 2.9990.07% (15 replicates)

80 (n=10) 85 (n=15) 95 (n=12)Temperature (°C) 70 (n=5) 75 (n=10) 90 (n=11)
2.9190.082.7690.06Mass loss (%) 3.3490.123.1690.073.0490.092.9390.09

2.9–5.33.1–4.72.3–4.53.7–5.05.0–6.3 4.2–5.5Drying time (min)
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Fig. 1. Drying curves for two batches of Caro with the MA30.

inspected more closely. Ten replicates yielded a
mass loss of 2.5990.02% in 4.8–6.4 min. De-
terminations are also possible using the time
programme. A batch with 2.5890.05% water
(15 replicates) had a mass loss of 2.5690.05%
(ten replicates) after 4.5 min at 132°C+0.9 min
at 129°C+1.5 min at 128°C (total time 6.9 min)
and a mass loss of 2.6290.06% (ten replicates)
after 2.0 min at 160°C+0.5 min at 150°C+0.4
min at 145°C (total time 2.9 min). The corre-
sponding values for a 3.13% batch were 3.13
and 3.15%, respectively.

This shows that the temperature settings are
not transferable from one dryer type to another.
The different wavelength spectra of the heating
sources (Section 2.3) affect the heating effect to
a great extent. The temperatures to be set with
the MA50 are higher than those with the
MA30. It should be mentioned that the temper-
atures set do not necessarily correspond exactly
to the real temperatures in the sample.

3.3. Infrared drying of Frappé iced coffee

3.3.1. Moisture Analyzer MA30
This product proved to be very sensitive to

infrared heating. In most of the experiments no
end point was found in the automatic mode at
temperatures from 45 to 110°C within 1 h. Ob-
viously a continuous decomposition of the sam-
ple takes place and not even an approximate
mass constancy can be achieved. At higher tem-
peratures the measurements were, in some cases,
automatically stopped by the dryer when the de-
composition had obviously progressed to an ex-
tent—the sample had visibly changed
extremely—that the sample lost mass slowly
enough to fulfil the end-point criterion in the
automatic mode. The indicated ‘moisture’ was
however about twice the Karl Fischer value. In
such situations the time mode can be applied
and the drying process has to be stopped at the
‘right’ moment. Table 2 shows the results.

A fixed drying time of 2.2 min at 85°C can be
recommended. This was checked with other
batches. The result for a batch with 0.67% wa-
ter was 0.6790.02% (ten replicates). A batch

The standard deviation intervals of the results
obtained in the automatic mode at 80 and 85°C
include the Karl Fischer result and can be rec-
ommended for determining the water content.
An intermediate temperature cannot be set with
the MA30. A better approximation of the Karl
Fischer value can be achieved by setting the
higher temperature (85°C) and shortening the
determination time by using the time mode. For
a batch with 2.6190.06% water (15 replicates)
a mass loss of 2.5990.05% (ten replicates) was
found at 85°C after a set drying time of 3.9
min. Instead of 2.46% water a mass loss of
2.48% was found and a 2.78% batch gave 2.77%
under the same conditions. Fig. 1 depicts the
drying curves in the automatic mode and the
time mode for batches with 2.23 and 2.50% wa-
ter respectively and shows that the methods are
applicable for these water contents, too. The
time to be fixed in the time mode, however,
depends to a certain extent on the water content
and this variety is therefore not generally possi-
ble for all ranges of water content, particularly
when it lies clearly outside the normal range of
the product.

3.2.2. Moisture Analyzer MA50
By a similar proceeding with the same batches

as above, 110°C was found to be the best tem-
perature in the automatic mode to reproduce
the water content with the MA50. The batch
with a water content of 2.6190.06% was then
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with 0.62% water showed 0.6490.02% (eight
replicates) mass loss, and instead of 0.57% water a
mass loss of 0.5690.02% was found.

The usual water content of Frappé lies in this
range. To investigate the applicability of the
method beyond this range, samples were moist-
ened in an atmosphere over salt solutions. It
was found that the drying time is too short.
Mass losses of 1.30, 1.28 and 1.15% were found
for samples with 1.68, 1.51 and 1.38% water,
respectively. If, therefore, a water content hi-z
gher than the usual range is found, this is only
a hint that the water content is too high but
does not necessarily indicate the correct va-
lue.

3.3.2. Moisture Analyzer MA50
The MA50 heats the samples less vigorously. It

was in fact possible to use the automatic mode.
For a sample with 0.6090.02% water (15 repli-
cates) a mass loss of 0.6190.01% was found for
ten replicates at 70°C with determination times of
6.5–9.8 min. Using the time mode, the determina-
tion time could be shortened by raising the tem-
perature to 85°C and limiting the duration to 2.4
min. The result for ten replicates was also 0.619
0.01%. A time reduction was also possible using
the 3-step time programme. For ten replicates a
mass loss of 0.6290.02% was found after 0.9 min
at 89°C+0.9 min at 85°C+2.2 min at 77°C (in
total 4.0 min). Using 0.9 min at 160°C+0.3 min
at 100°C+0.1 min at 80°C (in total only 1.3 min)
the result obtained for ten replicates was 0.599
0.03%.

As with the MA30, these procedures are only
applicable for samples with a water content in the
usual range. Instead of the water content of 1.44%
of a moistened sample a mass loss of only 1.27%
was found after 2.4 min at 85°C.

3.4. Infrared drying of Nesquik

3.4.1. Moisture Analyzer MA30
For all batches—they had very similar water

contents—the Karl Fischer value was well ap-
proached at 80°C in the automatic mode. Table 3
gives the results for the example that was more
closely examined.

At higher temperatures the correct results can
be obtained by enforcing a shorter drying time in
the time mode. For 3.2 min/85°C and for 2.9
min/90°C ten replicates each gave a mass loss of
1.0190.02% with both settings. The water con-
tent of 1.02% of a batch was also correctly found
with the automatic mode at 80°C.

3.4.2. Moisture Analyzer MA50
A temperature of 94°C proved to be the most

appropriate temperature setting with the MA50 in
the automatic mode. For the batch with the low-
est water content (0.9990.02%, 12 replicates) a
mass loss of 0.9890.01% was found for 11 repli-
cates with drying times from 5.6 to 11.2 min. The
drying times can be shortened by applying a time
programme. A batch with 1.0390.02% water (ten
replicates) gave a mass loss of 1.0490.01% after
6.1 min (4.6 min at 100°C+0.8 min at 97°C+0.7
min at 95°C) and a mass loss of 1.0390.01%
after only 2.3 min (1.6 min at 160°C+0.5 min at
120°C+0.2 min at 105°C). The first programme
with the more moderate temperatures is safer.
Whereas the correct value was found for the
batch with the highest water content (1.10%), the
second time programme yielded 1.12%.

3.5. Infrared drying of Nestea lemon low calorie

The water content of the batches investigated
lay in a very narrow range. In two cases 0.58

Table 2
Mass loss of Frappé iced coffee by infrared drying with the MA30 at different temperatures after different times (time mode) (12
replicates each); water content found by Karl Fischer titration 0.7390.02% (15 replicates)

95Temperature (°C) 8570 80
Drying time (min) (set) 2.22.3 2.03.4

0.7690.030.7490.020.7290.03Mass loss (%) 0.7290.02
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Table 3
Mass loss of Nesquik by infrared drying with the MA30 at different temperatures in the automatic mode (n replicates); water
content found by Karl Fischer titration 1.0090.02% (12 replicates)

Temperature (°C) 70 (n=11) 75 (n=11) 80 (n=14) 85 (n=10)
0.9490.04 0.9990.020.8990.03 1.0890.03Mass loss (%)

Drying time (min) 3.7–4.5 3.7–4.4 3.7–4.7 3.7–4.8

0.01% and in four cases 0.6390.01% was mea-
sured by Karl Fischer titration for ten replicates
each.

3.5.1. Moisture Analyzer MA30
The product is very heat sensitive. No appropri-

ate automatic method could be found. For a
0.58% batch several time-mode methods gave
good results: 0.5690.01% after 8.0 min at 80°C,
0.5890.01% after 4.3 min at 85°C, 0.6090.01%
after 3.7 min at 90°C and 0.5890.01% after 3.2
min at 95°C. These methods are nevertheless
problematic, especially those at the higher temper-
atures which resulted in a very visible change of
the product. Therefore the risk is great to find
inadequate values for other water contents. The
decomposition seems to occur in an uncontrol-
lable way and the results may be arbitrary to a
certain extent. Thus, for a 0.63% batch the auto-
matic mode at 95°C yielded a mass loss of 0.609
0.04% for four replicates with drying times
between 2.9 and 39 min (!), but in four other
assays the mass loss had already reached values of
up to 1.63% after 25 min and the apparatus did
still not stop the determination. The drying curve
is ascending very slightly but the gradient is obvi-
ously not small enough to fulfil the end-point
criterion.

3.5.2. Moisture Analyzer MA50
In contrast to the MA30, the MA50 can be

used in the automatic mode for this product. Nine
replicates of a 0.63% batch had a mass loss of
0.6290.04% at 99°C with drying times of 5.2–
13.2 min. Times can be shortened by using a time
programme. The result for a batch with 0.63%
water was 0.6290.01% (ten replicates) after 4.7
min (3.1 min at 115°C+0.6 min at 108°C+1.0
min at 107°C). Ten replicates of a 0.58% batch
gave a mass loss of 0.5890.01%.

3.6. Repeatability of results in consecuti6e
measurements

All the experiments described above were made
starting a new analysis exactly 2 min after the end
of the preceding one. Before starting the first
measurement of a series of analyses the dryers
were kept in the stand-by position for half an
hour. The first measurements had nevertheless to
be discarded in some cases, depending on the
apparatus, the operation mode and the used tem-
peratures. This is shown for the example of
Frappé iced coffee. Similar effects were also ob-
served for the other products investigated.

3.6.1. Moisture Analyzer MA30
With several temperature/time-settings the wa-

ter-content values could be reproduced (Table 2).
Fig. 2 shows the results of consecutive measure-
ments using the time mode at 85°C. The interval
between the measurements was in all cases 2 min.
The first measurements are extremely different
from the found water content values. The infrared
dryer must obviously be heated up first to reach a
certain working temperature. The effect depends,
of course, on the temperature chosen. Thus, the

Fig. 2. Mass loss of Frappé with the MA30 at 85°C for 2.2
min (time mode).



H.-D. Isengard, J.-M. Färber / Talanta 50 (1999) 239–246 245

Fig. 3. Mass loss of Frappé with the MA50 using a 3-step time
programme: 0.9 min at 89°C+0.9 min at 85°C+2.2 min at
77°C. Fig. 4. Mass loss of Frappé with the MA30 at 85°C for 2.2

min with different time intervals between the measurements.

corresponding values for a sample with a found
water content of 0.53% using the time mode at
95°C were 0.10, 0.35, 0.43, 0.48 and 0.51%,
respectively.

When the obtained values are once in the range
of the water content found, the results scatter
from then on around this value. The effect is
repeatable. Using, for instance, the time mode in
Fig. 2, the first result with a ‘cold’ apparatus is
always in the range of 30% of the value obtained
with a ‘warmed-up’ dryer. The results in Table 2
were obtained taking this effect into account. ‘12
replicates’ means that 16 analyses were made and
the results of the first four were discarded.

This effect was also considered for the other
products.

3.6.2. Moisture Analyzer MA50
The heating source of the MA50 is much

swifter than the one of the MA30. When the set
temperature is not too high, even the first analysis
of a series is therefore correct, as is shown in Fig.
3. The analyses were carried out with intervals of
2 min each as in the case of the MA30 measure-
ments discussed above.

The higher the temperature, however, (in a
3-step programme the first temperature counts),
the bigger is the risk to obtain wrong results in
the first measurement(s). Thus, the values for a
sample with a water content of 0.62% using the
3-step programme 0.9 min at 160°C+0.3 min at
100°C+0.1 min at 80°C were 0.53, 0.59, 0.64 and
0.62%, respectively.

3.7. Inter6als between measurements

Measurements were always started exactly 2
min after the end of the preceding one. The
dependence of the results on the duration of the
time intervals between measurements was also
investigated, because the status of the dryers at
the beginning of an analysis affects the results, as
was shown for consecutive measurements.

The results are again reported for Frappé iced
coffee as example. For the other products similar
observations were made.

The values in Figs. 4 and 5 are those obtained
after the results were approximately constant. The
first results were discarded. Such rejections were,

Fig. 5. Mass loss of Frappé with the MA50 at 85°C for 2.4
min with different time intervals between the measurements.
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logically, particularly necessary for shorter mea-
surement intervals.

3.7.1. Moisture Analyzer MA30
The Karl Fischer value is reached after 2.2 min

drying at 85°C (Section 3.2.1). Fig. 4 gives the
values for various time intervals between the mea-
surements. The values for 2, 4 and 8 min were
obtained with five replicates, those for 16 and 25
min with four replicates. In accordance with the
findings concerning the consecutive measure-
ments, results were only accepted, after they had
become nearly constant. Rejections were, logi-
cally, particularly necessary for short intervals, for
the 25-min measurement no value had to be dis-
carded. For such long intervals each analysis is
practically a ‘new’ one.

3.7.2. Moisture Analyzer MA50
The findings concerning the consecutive mea-

surements show that the MA50 with its swifter
heating source is distinctly less sensitive to varia-
tions of the intervals between analyses. Using the
time mode mentioned in Section 3.2.2, the dura-
tion of the pause between analyses has no influ-
ence on the results (Fig. 5). The same holds for
the 3-step time programme of Fig. 3. Only for
high initial temperatures are deviations of the
results observed, though less important than with
the MA30. For a sample with 0.62% water the
3-step time programme 0.9 min at 160°C+0.3
min at 100°C+0.1 min at 80°C yielded 0.61, 0.55
and 0.53% mass loss with intervals of 2, 15 and 30
min, respectively. The values are based on four
replicates (2 min) or three replicates (15 and 30
min).

4. Conclusions

The water content of several beverage instant
powders was determined by Karl Fischer
titration.

It could be shown that the water content of
these products can also be determined by infrared
drying. The parameters can principally be ad-

justed in such a way that the results of the mass
loss by infrared drying (caused not only by the
evaporation of water!) correspond to the water-
content values found by Karl Fischer titration. A
certain parameter set may, however, lead to inex-
act results when the water content of the sample
falls out of the range for which the method has
been developed. A certain reserve must be made
concerning the MA30 with its more efficient heat-
ing source which more likely induces decomposi-
tion reactions. No end point may then be found in
the automatic mode.

With various parameter settings and operation
modes repeatable but very different results can be
obtained. This repeatability is treacherous, as it
may give the impression of correct results. In-
frared-drying methods must therefore be devel-
oped by product-specific calibration against a
chosen reference method, particularly in the case
of products with very low water content and of
those that tend to decomposition reactions. If the
water content is to be measured, the Karl Fischer
titration is usually the best reference.

A most important observation is the fact that it
is not sufficient to fix only the parameters that can
directly be set with the instrument like the work-
ing mode (stop criteria), time and temperature or
the details of a time programme. It is also neces-
sary to define and then to respect the interval
between measurements and to find out how many
values have to be discarded before the results
become approximately constant. This necessity is
not at all immediately obvious, because the results
obtained without taking these requirements into
account may be even very well repeatable. This
good repeatability can conceal the (in some cases
extreme) falseness of such results.
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Abstract

Insertion of an electrochemical cell in a flow injection system to evaluate the on-line reduction of ionic species is
presented. The cell comprised Pt electrodes installed in two sections separated by a Nafion membrane. The sample
was injected into an acidic carrier stream and passed through the cathode compartment of the electrolytic chamber
where the species were reduced as consequence of an applied DC voltage. The sample solution leaving the cell
received a confluent reagent stream (1,10-phenanthroline buffered at pH 4.7) and the reacted products were dropped
off in an open tube for gas/liquid separation. Efficiency of the Fe3+ to Fe2+ reduction in acidic medium was
evaluated in the presence of strongly reducing species of V and Mo by monitoring the Fe(II) colored complex.
Interferences from Pb2+, Co2+, Ni2+, Zn2+, Cu2+, V5+ and Mo6+ were evaluated. Production of strongly
reducing species of V at the electrolytic cell presented higher efficiency for Fe reduction than the electrolytic chamber
itself. Total reduction of Fe3+ in solutions containing up to 10 mg l−1 Fe plus 100 mg l−1 V or 100 mg l−1 of Mo
was achieved by the electrolytic process at 2 A. The quantitative determination of Fe and V in low silicon Fe/V alloys
was achieved. Accuracy was assessed with the certified Euro-standard 577-1 ferrovanadium alloy produced by the
Bureau of Analysed Samples Limited and no difference at the 95% confident level was found. © 1999 Elsevier Science
B.V. All rights reserved.

Keywords: Electrochemical cell; Iron reduction; Flow analysis; Iron alloys

1. Introduction

In flow injection analysis reducing columns
have been used for different applications. A
column with copperized cadmium filings was em-

* Corresponding author. Tel.: +55-194-292-4636; fax: +
55-194-294-610.

E-mail address: mfgine@cena.usp.br (M.F. Giné)
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ployed for reduction of nitrate to nitrite [1]. Sev-
eral applications used the Jones reductor of amal-
gamated Zn packed in an on-line column to
reduce Cr3+ to Cr2+ [2,3], V4+ and V5+ to V2+

[2] and U6+ to U3+ [4]. In these papers, the
generation of strongly reducing agents in flow
systems which are unstable under atmospheric
conditions was demonstrated. The determination
of total Fe and Fe2+ was also attained after
reduction in a column with the Jones reductor in
a flow system [5].

Electrochemical reduction of ionic species was
reported for the hydride forming elements [6]. The
approach was accomplished by using a flow-
through electrolytic cell [7,8]. Papers published on
the last years described the electrochemical hy-
dride generation (EcHG) of selenides, arsines,
stibines and others coupled to different spectrom-
eters, atomic absorption with a T-tube atomizers
(ETAAS) [7,8] or with graphite furnaces
(GFAAS) [9] or atomic emission microwave in-
duced plasmas (MIP-AES) [10]. Electrodes of dif-
ferent materials: vitreous carbon [7], platinum
[7,8,10], lead and pyrolytic graphite [9] were
described.

In the present work the electrochemical ap-
proach using a flow-through cell is proposed to
reduce Fe3+ to Fe2+. The spectrophotometric
detection of the ferroine complex was used to
estimate the reduction process. The on line pro-
duction of reduced species of V and Mo and the
effect on reducing Fe3+ was evaluated. The deter-
mination of Fe in ferrovanadium alloys and the
possibility of the indirect determination of V is
presented.

2. Experimental

2.1. Apparatus

The flow system comprised a peristaltic pump
(mp-13R Ismatec, Zurich, Switzerland) provided
with Tygon pumping tubing, an automatic injec-
tor (Model 352, Micronal, São Paulo, Brazil) a
flow-through electrolytic cell described below, a
spectrophotometer (Model 432, Femto, São
Paulo, Brazil) furnished with a flow cell (10 mm

optical path, 80 ml inner volume) and a strip-chart
recorder (REC 61, Radiometer, Copenhagen,
Denmark). Accessories such as Y-shaped connec-
tors, and mixing coils of polyethylene tubing (0.8
mm i.d.) were used.

The electrochemical cell was constructed by
assembling layers of Perspex of different thick-
ness, with two compartments, (anode 1.6 cm3 and
cathode 0.4 cm3) separated by a Nafion mem-
brane and electrodes of platinum sheets (3.2 cm2)
connected to a home made electrical source,
which could be varied from 0.2 to 3.0 A. The
Nafion membrane was conditioned by immersing
it in hot water 20 min before installing at the cell
protected between two rubber layers.

The gas phase separator (PS) was constructed
from a 10 cm×5 mm i.d. glass tube, with two
lateral exits at opposite sides as described earlier
[11].

2.2. Reagents and solutions

All reagents were of analytical grade and dis-
tilled, de-ionized water was always used. The elec-
trolyte solution was 2.0 M H2SO4. The
1,10-phenanthroline solution (0.25% w/v) was
prepared weekly by dissolving 0.6250 g of 1,10-
phenanthroline hydrochloride in 250 ml of 0.1 M
HCl. Acetate buffer solution (pH 4.7) was pre-
pared with 1.0 M ammonium acetate plus 1.0 M
acetic acid.

Stock solution containing 1000 mg l−1 Fe3+

was prepared from Fe(NO)3 9H2O (Merck,
Darmstadt, Germany). Solutions of the individual
concomitants containing 1000 mg l−1 Zn2+,
Co2+ and Cr3+ from the metals and Ni2+ from
NiSO4 6H2O (Johnson and Matthey Chemicals
JMC), Pb2+ from Pb(NO3)2, V5+ from NH4VO3

and Mo6+ from (NH4)6MO7O24 4H2O (Merck,
Darmstadt, Germany) were prepared. Solutions
used to test interference containing 10.0 mg l−1

Fe3+ plus 10.0 and 100 mg l−1 of each element
were used. A freshly prepared solution containing
10.0 mg l−1 Fe2+ was employed to estimate the
reduction efficiency.

Working standard solutions, 0.00, 2.50, 5.00
and 10.0 mg l−1 Fe3+ plus 100 mg l−1 of V5+,
were used to determine Fe in the diluted sample.
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Standard solutions, 0.00, 2.00, 5.00 and 10.0 mg
l−1 V or Mo plus 10.0, 20.0 and 30.0 mg l−1 of
Fe were prepared. Three synthetic solutions con-
taining Fe and V concentrations in different pro-
portions (50/50; 60/40 and 40/60 w/w) in 0.25 M
HCl, simulating alloy samples with low silicon
contents were analyzed together with the standard
reference material Euro-standard 577-1 produced
by the Bureau of Analysed Samples Limited
(Middlesborough, UK). About 100 mg of the
reference alloy were accurately weighted, received
10 ml of acqua-regia and were heated in a hot
plate until complete dissolution. After cooling to
room temperature 5 ml of perchloric acid (70%
v/v) were added and heated until evolution of
white fumes. The residual solution was diluted to
100 ml [12]. Aliquots of 5.0 ml of this solution
received 50 ml of 2.5 M HCl and 50 ml of 1000
mg l−1 of V before diluting to 500 ml.

2.3. The flow system

The electrochemical reduction of Fe3+ was per-
formed by using the flow set up depicted in Fig. 1.
The electrolyte solution was continuously recycled

through the anode compartment of the elec-
trolytic cell (EC). In the situation specified in Fig.
1, the sample solution at loop L was carried by C
through the EC cathode compartment and the
mixing coil B1. At the confluent point X, the
sample solution received a buffered reagent
stream (B+R). After passing reaction coil B2 the
solutions was dropped off in an open tube PS to
separate gaseous components. Part of this solu-
tion was aspirated from the bottom of the tube
towards the detector D with wavelength adjusted
to 512 nm. Moving down the central part of the
injector, L was filled with another sample solution
while part of solution at the PS was drained.
After 30 s, the injector returned to the position
shown in Fig. 1 and simultaneously the electrical
power at the EC was switched on during 30 s. The
injector rested in this position during 60 s and the
spectrophotometric detection occurred.

Speciation of Fe2+ and Fe+3 in acidified water
samples (0.25 M HCl) could be accomplished with
the flow system in Fig. 1. The injection of the
sample allowed the direct Fe+2 determination and
in a second injected sample volume simulta-
neously the EC is switched on and the reduction

Fig. 1. A. Flow diagram for electrochemical reduction of Fe3+ to Fe2+. The three rectangles at the left represent the injector in
the injection position with sample in loop L. The arrow below represent the displacement of the central part to the alternative
position. Lines indicate the tubing used for flowing solutions of electrolyte E, carrier C, sample S, reagent R, buffer B, and the
residual W. Numbers in brackets indicate the flow rates in ml min−1, and arrows indicate the pumping direction. The
electrochemical cell (EC) is schematized with the Nafion membrane N and the electrodes connections. Other devices are the mixing
and reaction coils B1 and B2 of 25 cm tubing each, the connector X, the phase separator (PS) and the detector D. Dashed line after
the EC, indicates the optional inlet to introduce the Fe3+ solutions.
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Table 1
Regression data obtained with solutions from 0.00 to 10.0 mg
l−1 Fe3+ at electrolytic currents of 1.0, 2.0 and 3.0 A

Current (A) r2y=ax+b R.S.D.10Fe
a

0.99901.0 0.980.012x+0.002
2.0 0.018x+0.001 0.9999 2.04

0.026x+0.0043.0 0.9990 2.93

a Relative standard deviations (R.S.D.) for the 10 mg l−1 Fe
standard based on three replications.

ber. Thus, further experiments were carried out at
2 A yielding results characterized by good linear-
ity and precision.

Solutions containing 10.0 mg l−1 of Fe3+ plus
10.0 and 100 mg l−1 of Pb2+, Co2+, Ni2+,
Zn2+, Cu2+, V5+ and Mo6+ were injected using
the electrolytic current switched on and off to
verify the possibility of being interfering either on
reduction or on the complexation reaction. The
effects of concomitant additions are presented in
Table 2. Cobalt solutions were colored and raised
the background at 512 nm. Using a EC with clean
Pt electrodes a signal increase of 10% due to Pb
addition was observed. After passing repeatedly
the Pb solution (total mass of 0.1 mg Pb) the
signal stabilized. When the EC was opened, Pb
deposition on the Pt cathode could be observed
by naked eyes.

Addition of V5+ and Mo6+ increased the sig-
nal proportionally to the applied current empha-
sizing the formation of strongly reducing species
[2].

The efficiency of reduction was evaluated at
different electrolytic currents by comparing ab-
sorbances of a 10 mg l−1 Fe3+ after reduction
with that corresponding to a 10 mg l−1 Fe2+

of Fe+3 occurred permitting the determination of
total iron.

The flow system in Fig. 1 presents an alterna-
tive configuration to introduce the Fe3+ solutions
(dashed line after the cell), to study the effect of
the reduced species of V and Mo produced at EC.

3. Results and discussion

The efficiency of the proposed electrolytic re-
duction of Fe3+ to Fe2+ is dependent on several
parameters such as flow-rates, cell compartment
dimensions, type and electrode surface, sample
acidity and electrolytic voltage. One liter of the
electrolyte solution (2 M H2SO4) was continu-
ously pumped at 2.5 ml min−1, through the an-
ode compartment. This solution was replaced
periodically to maintain its characteristics. Under
DC current the electrolyte solution yielded H3O+

which crossed the Nafion membrane towards the
cathode compartment. The temperature at the EC
increased when the current was raised just to 3 A,
sample flow rate was lower than 1.0 ml min−1

and the sample acidity was B0.05 M HCl. Under
these conditions a damage of the Nafion mem-
brane was observed. On the other hand, after
increasing the sample acidity beyond 0.25 M HCl
the large quantity of gases evolved impaired the
Fe3+ reduction. Therefore, sample solutions at
0.25 M HCl flowing at 2.5 ml min−1 were em-
ployed throughout.

Effect of raising the electrolytic current at the
EC to reduce solutions of Fe3+ produced data in
Table 1. Despite higher absorbances being at-
tained with 3 A data presented poor precision
probably due to higher gas evolution at the cham-

Table 2
Results after addition of different ionic species to 10 mg l−1

Fe3+a

Added amount (mg l−1)Ions Absorbance

10 0.18890.003Cu2+

100 0.19990.010
Ni2+ 0.18990.00110

100 0.19190.001
0.18990.00310Zn2+

0.18390.003100
0.17790.00110Mn2+

100 0.17990.001
Co2+ 0.32090.00310

100 0.40790.008
Cr3+ 10 0.18990.006

100 0.19690.009
Mo6+ 10 0.31590.005

100 0.47290.004
V5+ 10 0.35390.005

100 0.47190.009

a The analytical signal related to 10 mg l−1 Fe2+ was
0.18090.004 A (n=3).
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Fig. 2. Effect of the electrolytic current and the presence of
V5+ on Fe3+ reduction (a) 10 mg l−1 Fe3+; (b) 10 mg l−1

Fe3+ +10 mg l−1 V5+; and (c) 10 mg l−1 Fe3+ +100 mg
l−1 V5+. A is absorbance. Dashed line indicates the signal
obtained by injecting a solution of 10 mg l−1 of Fe2+.

The expected probable competition of Fe2+

and V2+ for 1,10-phenanthroline [5] was not ob-
served even though a diluted solution of the
reagent (0.1% w/v) and a concentrated solution of
V5+ (100 mg l−1) reduced at 2 A was used.

The quantification of iron in dissolved fer-
rovanadium alloys (dilution factor of 105) was
achieved by adding 100 mg l−1 V to the samples
and standards, assuming complete reduction of
Fe3+ (Fig. 2).

The analytical curves in Fig. 3 were used for V
quantification. The effect of increasing the V con-
centrations up to 10 mg l−1 in solutions with 10,
20 and 30 mg l−1 of Fe was characterized by
linear coefficients and slopes depending on the
Fe3+ concentrations following the relationship
A=0.018 CFe+0.0008 CFe·CV. For the dissolved
samples, the Fe concentration previously deter-
mined was used to calculate the V concentration,
but this is only valid for V concentrations lower
than 10 mg l−1. When CV=10CFe maximum
absorbance was attained (Fig. 2). Thus, the pro-
posal is to add Fe to the diluted samples to ensure
the determination of V in the linear analytical
range (Fig. 3) for samples with a CFeBCV. The
effect of adding up to 10 mg l−1 Mo to solutions
in three different iron concentrations presented
good correlation (Fig. 3 dashed lines). In this
situation, the slope of the curves were not depen-

solution injected in the same way. Results are
presented in Fig. 2. No signal was observed for
Fe3+ without current at the EC. Increasing the
current up to 3 A the reduction of Fe3+ alone
increased linearly (r=0.9968) attaining 55% of
reduction. The effect of reducing 10 mg l−1 Fe3+

alone or together with 0.00, 10.0 or 100 mg l−1 of
V5+ could be appreciated by comparing curves at
Fig. 2. The addition of 100 mg l−1 V5+ to Fe3+

provided the best reduction efficiency, attaining
total reduction after a current of 2 A (curve c,
Fig. 2).

To elucidate the influence of V and Mo reduced
species on the reduction of iron, an experiment
involving addition of a Fe3+ solution after the
EC was performed. Solutions of V5+ and Mo6+

were injected instead of the sample and while
flowing through the EC (2 A) produced reduced
species which merged with the Fe3+ solution. The
reduction of 10 mg l−1 Fe3+ occurred in an
extent of 80% with 100 mg l−1 V5+ and 45% with
100 mg l−1 Mo6+. Therefore, the reduced V
species which formed from 100 mg l−1 V5+ at the
EC cell at 2 A allowed the attainment of 80%
efficiency on Fe3+ reduction, while the efficiency
of the EC alone was 38% (curve a, Fig. 2). No
signal corresponding to the reduced species of V
and Mo was observed probably due to their oxi-
dation until reaching the detector unity.

Fig. 3. Effect of adding different V (solid lines) and Mo
(dashed lines) concentrations to solutions containing 10.0, 20.0
and 30.0 mg l−1 Fe3+. A is absorbance and C is the concen-
tration of V or Mo added. Regression curves in bold corre-
spond to V and those in italic to Mo.
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Table 3
Results of a reference standard ferrovanadium alloy and V
results in three synthetic Fe–V solutions containing 50, 40 and
60% w/w V

Fe (% w/w)Sample V (% w/w)

Certified valueEURO-ST5771 47.21 50.1690.13
47.290.5Found valuea 50.191.8EURO-ST5771

1 52.191.7
38.990.92
60.590.83

a Mean9S.D., n=3.

ing both elements, once these elements are deter-
mined indirectly by its effect on iron reduction.
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dent on the Fe concentration as found for V.
Results for three ferrovanadium synthetic solu-
tions and one certified reference material Euro-
standard 577-1 are shown in Table 3. The certified
and found results were not statistically different
from each other at the 95% confidence level.

4. Conclusions

The proposed electrochemical reduction ap-
proach is efficient for on-line reduction of Fe3+

to Fe2+ in acid solutions. Addition of V and Mo
increased significantly the Fe3+ reduction to
Fe2+.

The proposal suits well for the quantitative
determination of Fe2+ and total Fe, the determi-
nation of Fe and V or Fe and Mo in the respec-
tive solubilized iron alloys by using the
electrolytic chamber reduction and 1,10-phenan-
throline. Application of this approach could not
be used to determine V or Mo in samples contain-

.
.
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Abstract

A chromatographic method for the determination of transition metals in human hair samples is described. The
method involves the separation of Cu, Pb, Zn, Ni, Co, Cd and Mn in a C18 column coated with sodium
hexadecane-sulfonate (SHS) and spectrophotometric detection (520 nm) after post-column reaction of the eluted
metals with 4-(2-pyridylazo)-resorcinol (PAR). The eluent was a 100 mM tartrate solution adjusted to pH 3.1 with
a 2 M sodium hydroxide solution (flow-rate=1.0 ml min−1). A good separation of the eluted metals (specially for
Cu/Pb and Zn/Ni) has been achieved. The detection limits, expressed as mg l−1, were 2.2 (Cu), 8.0 (Pb), 2.8 (Zn), 1.5
(Ni), 1.5 (Co), 12.0 (Cd), and 1.4 (Mn). A microwave-assisted closed vessel acid digestion procedure with
HNO3+HClO4 (4+1 ml) was used for the hair samples solubilisation. Nineteen hair samples were analysed with the
proposed method. The results were in good agreement with those obtained by atomic absorption spectrometry (AAS).
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Hair; Transition metals; HPLC; Coating column

1. Introduction

Human hair is an excretory system for trace
metals, can act as an accumulating tissue and its
metal content can reflect the body status for a
long period [1–5]. Therefore, and considering the
simplicity of sampling, storing and handling, hu-

man hair is an attractive biological material for
determining the body’s trace element status either
for nutritional, toxicological or clinical diagnostic
purposes [1,2,5].

The most used techniques for the determination
of elements in hair are neutron activation analy-
sis, X-ray fluorescence analysis, particle induced
X-ray emission, anodic stripping voltammetry,
atomic fluorescence spectrometry, mass spec-
trometry and atomic emission spectrometry with
inductively coupled plasma and atomic absorp-
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tion spectrometry (AAS) with electrothermal
(ET) atomisation or with flame (F) atomisation
[5,6].

In this context, the techniques allowing multi-
element determinations are of particular interest,
since the number of potentially relevant ele-
ments is high and antagonist or synergistic ef-
fects can be taken into account [2]. However,
even considering that chromatographic tech-
niques enable multi-metal determination, there
are only few reports dealing with its application
in the determination of metals in hair. Yang et
al. [7] used a complex sample treatment before
the chromatographic analysis with UV detection
(254 nm). Sturaro et al. [8] used dynamic ion-ex-
change chromatography for the separation of
transition metals in human hair and colorimetric
detection after post-column derivatisation with
4-(2-pyridylazo)-resorcinol (PAR), but the reso-
lutions of ion pairs Zn/Ni and Cu/Pb were not
enough for an accurate determination of Ni and
Pb at a single wavelength owing to the intense
chromatographic peaks of Cu and Zn. Another
chromatographic determination of some alka-
line-earth and transition metals using conductiv-
ity detection was proposed by Xu et al. [9],
though the detection limits were high, consider-
ing the normal expected values of transition
metals in hair.

One of the main reasons why analytical
atomic techniques are clearly preferred when
metals determination in hair is intended and
that further clarifies the scarce use of chromato-
graphic techniques is the fact that the latter pro-
cedure is much more dependent on the sample
digestion. In this work a high performance liq-
uid chromatography (HPLC) method for the
simultaneous determination of transition metals
in human hair samples is described. Special at-
tention was given to chromatographic resolution
and sample digestion. Different wet ashing pro-
cedures have been tested, either in opened or
closed vessels. Finally, a microwave-assisted acid
digestion procedure using HNO3 and HClO4

was chosen for this analytical purpose. The
method has been applied to 19 human hair sam-
ples and the results are in good agreement with
those provided by AAS.

2. Experimental

2.1. Apparatus

The chromatographic system used was a Wa-
ters ACTION Analyser (Millipore, Bedford,
MA). The analytical column was a sodium hex-
adecane-sulfonate (SHS)-coated Waters Nova-
Pak C18 reversed-phase column (3.9×150 mm,
with 4 mm diameter particles). A Pye Unicam
Model SP9 spectrophotometer (Philips Scientific,
Cambridge, UK), equipped with a Hellma
(Baden, Germany) 8 ml flow-cell, was used for
the colorimetric detection at 520 nm and a
Gilson Minipuls 3 peristaltic pump for the post-
column PAR delivery. A single-bead string reac-
tor (5 cm length) and a T-piece were used for
mixing the column effluent with the PAR solu-
tion. All tubes were made of PTFE and ob-
tained from Omnifit (Cambridge, UK). A
personal computer equipped with Gilson 712
HPLC software and connected to the chromato-
graphic system by a Gilson 506C interface was
used to acquire, store and process the analytical
data. The pH measurements were made with a
Metrohm electrode (Herisau, Switzerland) cou-
pled to a Model pH 300 pH meter (Anatron
Instruments, Matosinhos, Portugal). For
ETAAS determinations, a Perkin-Elmer (Uber-
lingen, Germany) Model 4100 ZL atomic ab-
sorption spectrophotometer equipped with a
transverse heated graphite atomiser (THGA)
and an AS 70 auto-sampler was used. Graphite
tubes were of end-capped type (Perkin-Elmer
Part. No. B300-0644). The determinations have
been made according to the instrumental and
analytical conditions (e.g. graphite furnace pro-
grams and matrix modifiers) recommended by
the manufacturer. FAAS determinations have
been carried out using a Perkin-Elmer Model
3100 instrument, also operated according to the
manufacturer recommended conditions. Hollow
cathode lamps were used for both ETAAS and
FAAS. Microwave-assisted acid digestions have
been made using a Millestone (Sorisole, Italy)
MLS 1200 mega high performance microwave
digestion unit, equipped with a HPR-1000/10 S
rotor.
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2.2. Reagents and solutions

SHS and PAR were obtained from Fluka
(Buchs, Switzerland) and concentrated nitric acid
of Suprapur grade was obtained from Merck
(Darmstadt, Germany). All the other chemicals
were obtained from Riedel-deHaen (Seelze, Ger-
many) and were of analytical-reagent grade, ex-
cept the methanol and the acetonitrile which were
of HPLC grade. Spectrosol atomic absorption
standards obtained from BDH (Poole, UK) were
used as stock solutions for preparing the calibra-
tion standards. Chemical modifier solutions for
Pb ETAAS determinations were prepared from
commercial solutions of magnesium nitrate and
palladium nitrate supplied by Merck. Purified wa-
ter (18 MV) was obtained with a Milli-Q system
(Millipore).

2.3. Preparation of the column

To prepare the analytical column, a 2 mM SHS
solution in an acetonitrile:water (0.25:0.75 v/v)
mixture was pumped through the C18 column at
a flow-rate of 0.5 ml min−1 for 6 h [10]. Before
use, the coated column was equilibrated with the
eluent for 1 h (1.0 ml min−1 flow-rate).

2.4. Samples analysis

Prior to acid digestion, 1–2 g of hair samples
was finely grind and washed according to the
procedure proposed by the International Atomic
Energy Agency [11]. Afterwards, samples were
dried overnight at 110°C. For the samples decom-
position 0.5 g was weighted into the PTFE diges-
tion vessels and 4 ml of concentrated HNO3 plus
1 ml of concentrated HClO4 acid were added.
Then the following microwave oven program was
run: 250 W, 1 min; 0 W, 2 min; 250 W, 5 min; 400
W, 5 min; 600 W, 5 min. After cooling, the
samples digests were transferred into conic flasks
and slowly evaporated to near dryness. Using
volumetric flasks, the residues were then brought
to a final volume of 20 ml with the eluent. The
solutions obtained were analysed by both the
HPLC method and AAS. The conditions for the
HPLC determinations are summarised in Table 1.

3. Results and discussion

3.1. Chromatographic separation conditions

The separation of transition metals in human
hair digests using ion-pair chromatography with
sodium octane-sulphonate as the ion-pair agent
has been investigated [8]. However, the resolution
between Pb and Cu as well as between Zn and Ni
was not good enough for the analytical purpose,
especially considering that the hair has a much
higher Zn level than Ni (about 250-fold) [2].

The ion-pair agents having a sufficiently long
carbon chain can be adsorbed onto the stationary
phase, which enables permanently coated columns
to be obtained. In a previous work [10] the utilisa-
tion of SHS as a coating agent of C18 columns
for the separation of transition metals was stud-
ied. SHS provided a good stability of the column
coating due to being strongly adsorbed to the
stationary phase as a consequence of its long
carbon chain. The SHS-coated column could be
continuously used for 5 months with no signifi-
cant changes in retention times. In this work, a
SHS-coated Nova-Pak C18 column was prepared
for the separation of the transition metals in hair
digests. The eluent was a 100 mM tartaric acid
solution adjusted to a pH value of 3.1 with a 2 M
sodium hydroxide solution. Figs. 1 and 2 show
representative chromatograms of a standard and
a digested sample solution, respectively. As can be
observed, a fair separation between all the ele-
ments, including Zn and Ni, is achieved.

Table 1
Operating conditions for the chromatographic determinations

Separating Nova-Pak C18 (3.9×150 mm), perma-
column nently coated with sodium hexadecane-

sulphonate (SHS)
100 mM tartaric acid solution; pH ad-Mobile phase
justed to 3.1 with 2 M sodium hydroxide
solution

Flow-rate 1.0 ml min−1

Colour reagent 0.2 mM PAR solution, containing 1 M of
acetic acid and 3 M ammonium hydrox-
ide
Post-column derivatisation; l=520 nmDetection
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Fig. 1. Typical chromatogram of a 2.5 (Cu), 0.4 (Pb), Zn (5.0), 0.2 (Ni), 0.2 (Co), 0.4 (Cd) and 0.2 (Mn) mg l−1 standard solution
(full scale=609.3 mV).

3.2. Digestion conditions

In this work, the digestion of hair samples by
both open vessels on a hot plate and closed vessels
in a microwave oven unit was studied. The latter
is currently considered the most universal and
powerful technique for solid sample solubilisation
[12]. In fact, microwave energy dramatically
speeds up the sample dissolution process and mi-
crowave-assisted wet digestions in closed vessels
minimise the reagents consume [12–16] and the
problems related to the losses of analytes or sam-
ple contamination [13–16]. Nevertheless, it is de-
scribed that an incomplete oxidation of organic
compounds may occur [13]. For some techniques
(e.g. ICP-AES, ICP-MS, FAAS and ETAAS) the
presence of organic carbon residues is not critical,
but for others, that can be crucial for obtaining
accurate results [13,16]. That is particularly true
with the chromatographic methods combined
with UV/VIS spectrophotometric detection, which
imposes a special attention to the samples diges-
tion, since the majority of the described proce-
dures are related with atomic spectrophotometric
techniques. To develop the microwave-assisted
wet digestion procedure, a mixture of different

hair samples has been prepared and divided into
ten aliquots of the same size (0.5 g). Aliquots 1–3
have been treated with the digestion mixture
HNO3+H2O2 (4+1 ml) and aliquots 4–6 with
HNO3+HClO4 (also 4+1 ml). In all the cases
the microwave oven program used was as referred
in Section 2, except for aliquot 1 (a microwave
programme with a final step at 650 W was used).
Aliquots 7–10 were treated exactly as aliquots
1–3, but after the first microwave digestion 1 ml
of HClO4 acid was added and the microwave
digestion program was repeated. Aliquot 6 was
also submitted to this second treatment with 1 ml
HClO4 acid and a second microwave digestion
step. After cooling, all the digested solutions were
slowly evaporated to near dryness (in conic flasks,
enabling acid refluxing), the residue was diluted
with the eluent (final volume=20 ml) and 100 ml
sample solution was injected into the chromato-
graphic system.

The criteria used for considering that the diges-
tion was adequate was the attainment of a sample
digest chromatogram with a peak resolution simi-
lar to the chromatogram of the standard solu-
tions. Clear chromatograms were obtained for
aliquots 4–10 (see Fig. 2 for example), what led to
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the conclusion that HClO4 was necessary whereas
the HNO3+H2O2 (4+1 ml) mixture was not
strong enough for the complete digestion of the
hair (see Fig. 3).

Moreover, the open vessels procedure required
the use of 16 ml of concentrated HNO3 and 4 ml
of concentrated HClO4 for the complete digestion
of 0.5 g of sample. The amount of HClO4 plays
an important role on the digestion. In both cases
(open vessels or closed vessels) it seems that the
reflux with HClO4 is essential to decompose the
residual organic matter. Therefore, the boiling-off
of the acid mixture after acid digestion procedure
has to be done slowly in a conic flask rather than
in a beaker and under conditions that assure the
perchloric acid refluxing.

3.3. Application to the analysis of hair samples

The developed chromatographic method has
been applied to the analysis of 19 hair samples.
The same solutions prepared for the chromato-
graphic determination were also analysed by AAS
(FAAS for Cu and Zn and ETAAS for Pb and
Ni). The accuracy of the ETAAS determinations

of Pb and Ni was assessed by performing recovery
measurements in two different samples, being ob-
tained 93.7 and 98.5% for Pb and 101.5 and
104.0% for Ni.

From a statistical point of view, there were no
significant differences between the results ob-
tained by HPLC and atomic absorption tech-
niques (Table 2).

Using the present method, the intense chro-
matographic peaks for Zn and Cu did not influ-
ence the results of Pb and Ni due to the good
resolution. Under the selected digestion condi-
tions, the chromatograms for hair samples are as
clear as those for standard solutions. Neverthe-
less, no chromatographic peaks for Cd and Mn
were found with all the hair samples tested, indi-
cating that their concentration levels in the sam-
ples are lower than the quantification limits of the
proposed HPLC method.

4. Conclusions

The developed method proved to be an alterna-
tive procedure for measuring transition metals in

Fig. 2. Typical chromatogram of a completely digested hair sample (4 ml HNO3+1 ml HClO4 mixture) (full scale=463.7 mV).
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Fig. 3. Chromatogram of an incompletely digested hair sample (4 ml HNO3+1 ml H2O2 mixture (full scale=617.1 mV).

hair samples. Its main advantage lays on the
simultaneous determination of four elements of
great importance in human hair analysis being
carried out with the widely available and inex-
pensive HPLC instruments. For example, using
atomic absorption techniques, and considering
the final concentrations of the solutions ob-
tained, both F (for Zn and Cu) and ET atomi-
sation (for Ni and Pb) are required.

For sample preparation, both open vessels or
microwave-assisted closed vessels acid digestion
can be used if enough quantity and refluxing of
HClO4 are assured.

The permanently coated reversed-phase
column used presents the advantage of its low
cost and large flexibility over the commercial
ion columns. Additionally, it provides a better
chromatographic efficiency than that achieved
with dynamically coated reversed-phase columns
[8], demonstrated by the good separation be-
tween Zn and Ni.

Compared to other chromatographic proce-
dures described, the proposed method is simpler
[7], presents better chromatographic efficiency [8]
or better detection limits [9]. Its accuracy, evalu-

ated by comparison with AAS determinations,
proved to be good.
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Table 2
Results of the statistical evaluation of the method accuracya

R2Regression analysis tcalc.
b Range (mg g−1)

0.9867 16.0–375CuHPLC=0.938 0.0611
CuFAAS+0.856

0.81–34.8PbHPLC=1.051 0.9837 0.9528
PbETAAS−0.416

0.9975 0.5890ZnHPLC=1.002 126–498
ZnFAAS−0.934

0.9855 0.0065 1.14–11.6NiHPLC=0.943
CuETAAS+0.296

a n=19 for all the elements, except for Ni (n=8).
b ttab=2.101 (2.365 for Ni). tcal. and ttab. are the calculated

and tabulated values for a Student’s t-test at a 95% confidence
level, respectively.
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Abstract

A method for quantifying of ethinylestradiol (ETE) and levo-norgestrel (LEV) in pharmaceutical products by
micellar electrokinetic chromatography (MEKC) is described. The separation was carried out at 25°C and 25 kV,
using a 20 mM borate buffer (pH 9.2), 15 mM sodium dodecylsulfate (SDS) in 30% acetonitrile/water (v/v). Under
these conditions the analysis takes about 7 min. The method has been applied for quantifying both compounds in six
different commercial contraceptives and the proposed method gave good results when compared with a reference
liquid chromatographic (LC) method. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Ethinylestradiol; Levo-norgestrel; Micellar electrokinetic chromatography (MEKC); Oral contraceptives

1. Introduction Ethinylestradiol (ETE) is a semisynthetic es-
trogen female sex hormone, which is present at
a very low dosage level (30–100 mg tablet−1) in
combination with levo-norgestrel (LEV), an
orally active synthetic progestin which is present
at a level of 1–4 times that of the estrogen. The
structure of LEV has a characteristic D4-3-Keto
group in A-ring with a different chromophoric
power to ETE. Oral contraceptives have had an
enormous positive impact on public health for
the past three decades and, overall, there has
been a remarkably low incidence of troublesome
side-effects.

At present three types of oral contraceptives
are available. In the sequential type, estrogen is
administered alone for the first week, followed
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34-926-29-53-18.
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by a lower dosage of the estrogen in conjunc-
tion with progestogen for the remainder of the
course. In the second type, commonly used,
both estrogen and progestogen are present in
the tablets (as either a single dose or in three
different doses). In the progestogen type,
progestogen alone is administered.

Several studies [1–12] on the determination of
contraceptive agents including the use of ra-
dioinmunoassay [1], radioactively labeled deriva-
tives [2,3], dansyl or other fluorescent derivatives
[4–6], spectrophotometry [7–9] and liquid chro-
matographic (LC) [10–12]. No references were
found for ETE and LEV in capillary elec-
trophoresis (CE). Since capillary electrophoresis
offers important advantages, such as rapid set-
up of instrumentation, versatility and low cost,
and has proved to be a valuable method in the
quality control of drugs substances [13,14], its
performance in the determination of ETE and
LEV was evaluated in this paper. Similar studies
were made with gestodene (GTD) and ETE in
previous works.

2. Experimental

2.1. Apparatus

A Beckman P/ACE 5510 (Fullerton, CA) cap-
illary electrophoresis system equipped with a
diode-array detector was used. The system was
controlled by a Dell DIMENSION™ P133V
with P/ACE Station Software. Separation was
carried out on a 57 cm (50 cm to the detec-
tor)×75 mm i.d. fused silica capillary housed in
a cartridge with a detector window 800×100
mm.

A Shimadzu (Kyoto, Japan) liquid chro-
matography equipped with a Nova-Pak C18

column (15×0.39 cm i.d., 4 mm), a diode-array
detector, a Rheodyne injection valve and con-
nected to a computer fitted with CLASS LC-10
software was used.

A Crison (Barcelona, Spain) MicropH 2002
pH meter was used for the pH measurements.

A Beckman (Fullerton, CA) DU-70 spec-
trophotometer equipped with 1.0 cm quartz cells

and connected to an IBM-PS 2 Model 30 com-
puter, fitted with Beckman Data Leader soft-
ware, was used.

2.2. Reagents and solutions

Ovoplex, Ovoplex 30/150 and Triciclor formu-
lations were obtained from WYETH-ORFI S.A.
(Spain), and Microgynon, Neogynona and
Triagynon formulations from SCHERING AG
(Spain).

ETE and LEV were obtained from Sigma (St.
Louis, MO). Standard solutions were prepared
in 50% acetonitrile/water (v/v) (200 mg l−1) and
their stabilities were evaluated over a period of
7 days by spectrophotometric measurements of
diluted solutions, in 50% acetonitrile/water (v/v),
of LEV and ETE at a concentration of 15 mg
l−1. The spectra were recorded between 190 and
315 nm at a scan speed of 300 nm min−1. ETE
and LEV were assumed to be stable under the
operating conditions.

All chemicals and solvents used were of ana-
lytical-reagent grade.

2.3. Sample pretreatment

2.3.1. LC
The described method is a slight modification

of the one proposed by the Pharmacopoeia [15].
The mobile phase was a deaereted mixture of

acetonitrile/methanol/water in a relation 3.5:1.5:
4.5 (v/v/v), the flow rate was about 1 ml min−1

and spectrophotometric detection was performed
at 214 nm. Twenty tablets were finely powdered
and an appropriate aliquot (equivalent to the
medium mass of three tablets) was dissolved in
10 ml of mobile phase by sonication for 10 min,
followed by shaking by mechanical means for 20
min and finally centrifuged for 5 min.

2.3.2. MECC
Twenty tablets were washed with 40 ml of

water by shaking for 45 s. The washing water was
eliminated. Then, the same treatment was carried
out with 10 ml of water for 3 s. These two washed
steps were necessary for removing the cover which
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showed interferences in the determination of
ETE and LEV. Later, the tablets were dissolved
in 40 ml of electrolyte (20 mM borate buffer, 15
mM sodium dodecylsulfate (SDS) and 30% ace-
tonitrile (v/v)) by shaking by mechanical means
for 30 min and lastly, they were centrifuged for
5 min.

2.4. Operating conditions

Separations were conducted using 4 ml glass
vials. The rinse step was carried out using dif-
ferent vials from the separation vials in order to
keep the level of buffer constant in the anodic
separation vial.

The capillary was conditioned prior to its first
use by flushing first with 0.1 M NaOH for 20
min and then with water for 10 min.

In the optimized method, the capillary was
filled under high pressure for 2 min with NaOH
0.1 N, later was filled for 3 min with the separa-
tion buffer, followed by a 5 s hydrodynamic
sample injection. The separation was performed
at 25 kV for 10 min (with a 125 kV min−1

ramp voltage) at 25°C; under the selected condi-
tions the current was 68 mA.

The data generated from the first two injec-
tions in a sequence were not used because of the
requirement for system equilibration.

3. Results and discussion

3.1. Preliminary studies

The study was carried out using a borate
buffer (20 mM, pH 9.2) with SDS (20 mM) and
the aqueous phase was modified by using an
organic solvent (acetonitrile) in order to get a
better selectivity. These initial conditions were
selected according to another study made with
similar drugs.

3.1.1. Influence of acetonitrile
This organic solvent was used as an additive

to micellar solution to manipulate the capacity
factors or the selectivity. The organic modifier

alters the retention mechanism by changing the
polarity of the aqueous phase, the electrolyte
viscosity and the zeta potential.

Concentrations of acetonitrile up to 40% (v/v)
were tested and an improvement of resolution
was found up to 30% acetonitrile/water (v/v)
that can be explained by peak broadening de-
crease with decreasing retention times. However,
for higher concentration the resolution is slightly
reduced because of the breakdown of micellar
structure. Acetonitrile 30% concentration (v/v)
was selected due to high resolution and low
analysis time as can be seen in Fig. 1.

3.1.2. Influence of SDS concentration on
migration time and separation

Now, the effect of surfactant concentration on
the retention times of the drugs is studied. The
separation potential was 20 kV and the operating
temperature 25°C. Fig. 2 shows the effect of dif-
ferent concentrations of SDS added to the buffer
(20 mM borate, pH 9.2; 30% acetonitrile). For
SDS concentration of zero, ETE and LEV eluted
with the electroosmotic flow (EOF). Results
demonstrate that the SDS concentration has low
effect on the velocity of EOF but dramatic influ-

Fig. 1. Influence of acetonitrile on migration times (MT) and
resolution. Operating conditions: variable % acetonitrile con-
taining 20 mM borate buffer (pH 9.2), 15 mM sodium dode-
cylsulfate (SDS); 20 kV and 25°C.
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Fig. 2. Influence of sodium dodecylsulfate (SDS) concentration
on migration times (MT) and resolution. Operating condi-
tions: 20 mM borate buffer (pH 9.2), 30% acetonitrile with
SDS concentrations between 10 and 60 mM; 20 kV and 25°C.

3.1.4. Effect of temperature
A temperature lower than 20°C was not consid-

ered for the following reasons. Firstly, the surfac-
tant has sufficient solubility to form micelles only
at temperatures above the Kraft point (16°C for
SDS). Secondly, temperature regulation with the
instrument is efficient only until 4°C below room
temperature. The effect of temperature on the
separation between 20 and 40°C was investigated.

The resolution remains unaffected by tempera-
tures between 20 and 30°C. For temperatures
higher than 30°C, contributions of Joule heating
and temperature gradient become more pro-
nounced giving band broadening. A temperature
of 25°C was selected as a compromise between
run time (Fig. 4(a)), resolution and current inten-
sity (Fig. 4(b)) and acceptable level of baseline
noise.

3.1.5. Influence of running 6oltage
The maximum voltage was determined from

graph of observed current versus applied voltage
(Ohm’s law plot). Running voltages in the range
5–30 kV were tested by using the experimental
conditions selected above. This graph was linear
up to 25 kV. Later increments given a deviation

ences in the mobility of the two compounds. A
concentration of 15 mM SDS was selected for the
experiment because it gave narrow high peaks and
good resolution with an acceptable current inten-
sity (60 mA) and analysis time (10 min).

3.1.3. Influence of borate buffer concentration
The ionic strength of buffer has significant ef-

fects on solutes mobilities and separation effi-
ciency [16]. When the capillary temperature is
controlled, increasing the buffer concentration
will lower the EOF (because it lowers the zeta
potential) which prolonges the analysis times [17].
While very lower buffer concentrations will give
shorter analysis times and it may cause broadened
and asymmetric peaks [18]. Using 20 kV and
25°C, the effect of varying the buffer concentra-
tion from 10 to 35 mM was investigated (Fig. 3).
While short separation times and high efficiencies
are desirable, the most important aspect is resolu-
tion. It takes into account how narrow and how
far apart adjacent peaks are.

Borate buffer (20 mM) was selected as a com-
promise between resolution and analysis time. As
can be seen in Fig. 3, the resolution increases very
fast with the buffer concentration up to 30 mM
and finally decreases for high concentrations.

Fig. 3. Influence of buffer molarity. Operating conditions:
variable buffer molarity pH 9.2 containing 30% acetonitrile
and 15 mM sodium dodecylsulfate (SDS); 20 kV and 25°C.
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Fig. 4. Influence of temperature on migration times (MT) (a),
resolution and current intensity (b). Operating conditions: 20
mM borate buffer (pH 9.2), 30% acetonitrile with 15 mM
sodium dodecylsulfate (SDS); 20 kV and variable temperature.

3.1.6. Optimization of rinse and wash steps
A wash step of 2 min with 0.1 M sodium

hydroxide, followed by a 3-min buffer wash, was
adequate to restore the capillary wall surface and
re-equilibrate the capillary between sample
injections.

3.2. Performance e6aluation

3.2.1. Linearity of the response
In all cases the results were obtained using

corrected peak areas (CPA) for calculations (for
obtaining CPA, the peak area of each peak was
divided by its corresponding migration time) [19].
Linearity was assessed both by injecting solutions
of ETE and LEV in the concentration range 2–60
mg l−1 (n=7) at a constant injection time (5 s),
and by injecting a solution (25 mg l−1 ETE and
25 mg l−1 LEV) with variable injection times
(from 2 to 10 s, n=5).

The regression equations were:
Constant injection time:
LEV: CPA= −23.89 (84.47)+132.969
(2.81)×conc. (mg l−1); r2=0.9994
ETE: CPA=0.519 (161.45)+308.229
(5.04)×conc. (mg l−1); r2=0.9996
Constant concentration:
LEV: CPA=101.759 (187.63)+758.359
(28.29)× time (s); r2=0.9992
ETE: CPA=90.529 (296.37)+1826.29
(44.68)× time (s); r2=0.9996
The satisfactory correlation coefficient values

showed that ETE and LEV responses are linear in
the studied concentration and time injection
ranges.

Graphs obtained with different concentration
passed trough the origin, but, as expected, graphs
obtained with different injection times (P=0.05)
showed a slight bias; this can be explained easily
in terms of ‘spontaneous injection’ [20].

3.2.2. Limits of detection (LOD) and quantitation
(LOQ)

LODs were about 1.7 and 0.75 mg l−1 for ETE
and LEV and the LOQs were estimated to be
about 5.5 and 2.5 mg l−1, respectively. These
limits were estimated on basis to the base-
line-noise. The base-line-noise was evaluated by

from linearity and an increase in the slope of the
plot. Because of this, a potential of 25 kV was
selected as optimum. As expected, decreasing mi-
gration time was obtained with increasing applied
voltages. Since higher voltages give shorter analy-
sis times, higher efficiencies and in the other way
higher currents and increased Joule heating.

Ramp voltage was varied from 0.2 to 1 min
(0.42–2.1 kV s−1) and 0.2 min was selected as it
gave the best migration times for ETE and LEV.
(Separations were performed at 25 kV.)
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recording the detector response over a period
about 10-fold the peaks width. The LOD was
obtained as the sample concentration that caused
a peak with a height three times the level of the
base-line-noise [21]. The LOQ was calculated as
3-fold the LOD.

3.2.3. Precision
Repeatability was assessed under the conditions

which have been shown to optimize the precision
in quantitative assays [22], using the experimental
conditions previously selected and a constant in-
jection time of 5 s. The most characteristic statisti-
cal data obtained from the ten replicate injections
of a standards containing 16.048 mg l−1 ETE and
32.48 mg l−1 LEV are given in Table 1.

Acceptable precision in terms of migration
times and CPA was obtained on the order of
0.2–2% for main peaks assays.

3.2.4. Reproducibility
The reproducibility was evaluated over 2 days

by performing 11 successive injections each day.
The results (Table 1) show that the repeatability
for both hormones on each day is satisfactory.
The comparison of averages with the Snedecor
test did not show any significant difference at a
confidence level of 95%.

3.3. Application to pharmaceutical formulations

The Spanish pharmacological industry has at
present six different low-dose commercial oral
contraceptives (Microgynon, Neogynona, Ovo-

plex, Ovoplex 30/150, Tricilor and Triagynon)
containing ETE and LEV. Two of these contra-
ceptives (Triagynon and Triciclor) have three dif-
ferent doses in the formulation (different ratios of
ETE and LEV); in these contraceptives the
amount of LEV starts at 0.05 mg tablet−1 at the
beginning of the treatment, later it is 0.07 mg
tablet−1 and at the end is 0.100 mg tablet−1.
Each oral contraceptive packet contains 21
tablets, six of them corresponding to the lowest
dosage of LEV, five to the intermediate dosage
and ten to the highest dosage. The amount of
ETE starts at 0.03 mg tablet−1, becomes 0.04 mg
tablet−1 and at the end is once more 0.03 mg
tablet−1.

Fig. 5 shows an electropherogram obtained for
a commercial preparation by using the selected
conditions. The results obtained for the determi-
nation of ETE and LEV mixtures in pharmaceuti-
cals are given in Table 2. The study was made in
terms of CPA and the measurements were per-
formed at 197 nm for ETE and 244 nm for LEV.
The injection time was 5 s. Quantification assay
was performed using standardization. A typical
sequence contain a number of injections of the
calibration solutions and sample solution was
used (calibration 1, sample 1, calibration 2, sam-
ple 2, calibration 1) and the response factor was
calculated as the average of two consecutive cali-
bration injections. The relative differences be-
tween LC and micellar electrokinetic chromato-
graphy (MEKC) results were between 93% for
LEV and ETE determinations in all oral contra-
ceptives.

Table 1
Precision for migration times (MT), areas and corrected areas on different days (n=10 determinations on each day)

Corrected areaAreaMT

Av. S.D. R.S.D.% R.S.D.%Av. S.D. R.S.D.% Av. S.D.

LEV
6.37 0.01 0.18 37379.5Day A 473.7 1.27 5868.1 63.7 1.3

Day B 402.96.43 0.02 0.33 37877.2 0.8340.75890.71.06

ETE
0.01 0.21 46972.8 386.1 0.82Day A 7106.36.61 54.7 0.92

0.6337.17089.61.21574.247287.36.67 0.23Day B 0.02
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Fig. 5. An electropherogram obtained from a commercial
preparation by using the selected conditions.

apex, upslope and downslope and no interfer-
ence was noted for ETE and LEV.

4. Conclusions

The described MEKC method is very suitable
for the simultaneous determination of ETE and
LEV and can be used to analyze commercial
formulations of low-dose oral contraceptives.
This method gave good results when compared
with the LC method.

MEKC, as an alternative method to LC, is
suitable for routine use and offers advantages of
simplicity of operation, flexibility and low cost
(requiring only a few milliliters of buffer and
inexpensive capillaries).
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3.3.1. Peak purity
Peak purity was obtained for both LEV and

ETE by overlay of the spectra captured at the

Table 2
Comparison between liquid chromatographic (LC) and micellar electrokinetic chromatography (MEKC) methods in the assays of
commercial formulations (average of two determinations)

Commercial formulationa %Label claim (LC)%Label claim (MEKC)Label claim/tablet (mg)

LEVLEV ETE LEV ETEETE

981009998Microgynon 0.030.15
100.50.125 97 99 970.03Triciclor A*

Triciclor B* 1019910098.50.040.075
103102104 1010.030.05Triciclor C*

96 95Ovoplex 940.25 0.05 96
0.125 0.03 99.5Triagynon A* 99 98 99

Triagynon B* 0.075 0.04 95 95.5 94 97
Triagynon C* 1021001041000.05 0.03

0.25 0.05 100.5Neogynona 99 100100
100.50.030.15 99Ovoplex 30/150 9899.5

a A*, yellow; B*, white; C*, brown.
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(12) (1997) 2221.
[8] M.A. Eldawy, A.S. Tawfik, S.R. Elshabouri, J. Pharm.

Sci. 64 (1975) 1221.
[9] J.J. Berzas, J. Rodrı́guez, G. Castañeda, Anal. Sci. 13

(1997) 1029.
[10] J.K. Paliwal, R.C. Gupta, Drug Metab. Disposition 24

(2) (1996) 148.
[11] P. Barditchcrovo, F. Witter, F. Hamzeh, J. Mcpherson,

P. Stratton, J.N. Alexander, C.B. Trapnell, Contraception
55 (4) (1997) 261.

[12] P. Horvath, G. Balogh, J. Brlik, A. Csehi, F. Dravecz, Z.
Halmos, A. Lauko, M. Renyei, K. Varga, S. Gorog, J.
Pharm. Biomed. Anal. 15 (9–10) (1997) 1343.
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Abstract

The oxidative deterioration of polyunsaturated fatty acids (PUFAs) in culinary oils and fats during episodes of
heating associated with normal usage (80–300°C, 20–40 min) has been monitored by Fourier transform infrared
spectroscopy (FTIR). The thermal oxidation of PUFAs is a free radical chain reaction, in which hydroperoxides are
generally recognized as the primary major products. Hydroperoxides of PUFAs are easily decomposed into a very
complex mixture of secondary products with the decrease in unsaturation. The oxidative advance of PUFAs during
heating was studied by the determination of unsaturation percentage at different temperatures and heating times. Oils
frequently used in food frying such as olive oil, sunflower oil, corn oil and seeds oil (sunflower, safflower and canola
seed) were studied. The results show there is a decrease in unsaturation starting at 150°C and becoming more
pronounced at temperatures around 250°C. The following variations were found in the unsaturation percentage,
expressed as methyl linoleate, between the original sample and the sample heated at 300°C for 40 min: olive oil
(19–6%), sunflower oil (29–12%), corn oil (28–18%) and seeds oil (23–11%). This variation in unsaturation grade
provides evidence of the transformation of essential PUFAs and subsequent decrease in the oils’ nutritional value.
The internal standard method is suitably precise when the n-valeronitrile is used as standard as shown by the 1–2%
relative standard deviation (R.S.D.) found for seven replicates. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Oils; Polyunsaturated fatty acids; Unsaturation grade; FTIR spectroscopy

1. Introduction

Oils and fats are an important part of the
human diet and more than 90% of global produc-
tion is used as food or as ingredients in food
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products. Oils and fats in the diet are a rich
source of energy, they contain certain fatty acids,
which are nutritionally indispensable and their
functional and textural characteristics add to the
flavour and acceptability of many natural and
processed foods. The polyunsaturated fatty acids
(PUFAs) which can not be synthesised by the
human body must be present in the diet to avoid
symptoms caused by a shortage. They can be
considered as vitamin factors and linoleic and
linolenic acids must be considered specifically as
they are PUFAs which are necessary for the nor-
mal development and functioning of human tis-
sues and are known as essential fatty acids [1].

Oils and fats begin to decompose from the
moment they are isolated from their natural envi-
ronment when changes occur causing a disagree-
able taste and smell. Atmospheric oxidation is the
most important cause of deterioration in fats.
This oxidative rancidity is accelerated by exposure
to heat, light, humidity and the presence of trace
transition metals [2]. The intense frying of oils
causes an oxidizing thermal degradation with the
formation of decomposition products [3–6], and a
change in physical properties [7]. When oxygen
travels through a fat, it is adsorbed by the fat and
reacts mainly in the double links, thus the polyun-
saturated components of fats oxidise much faster
than saturated ones [8].

Spectroscopic methods can be employed to
evaluate deterioration in oils subjected to intense
heat [9]. Fourier transform infrared spectroscopy
(FTIR) provides a quick and accurate way of
evaluating thermal degradation in these lipids.

This paper reports a methodology to evaluate
the degradation of the PUFAs initially present in
the oil when it is subjected to intense heat (80–
300°C, 20–40 min), and which are consequently
related with the oxidative deterioration of the
lipid. The unsaturation percentage was deter-
mined by FTIR for different temperatures and
heating times, using n-valeronitrile as internal
standard, so sample preparation was quick and
optic pathlength does not have to be determined.

Four types of oils commonly used to fry food
and high in unsaturated fats were studied,
sunflower oil, corn oil, olive oil and seeds oil
(canola, safflower and sunflower).

2. Experimental

2.1. Instrumentation

Perkin Elmer 1600 Fourier transform infrared
spectrometer with deuterated triglycine sulphate
(DTGS) detector. Number of co-added scans,16;
resolution: 4 cm−1. Data adquisition and process-
ing software Spectrum for Windows, Perkin
Elmer.

2.2. Reagents

n-Valeronitrile Aldrich analysis grade; nujol
Aldrich IR grade; methyl linoleate Aldrich analy-
sis grade; and chloroform Baker analysis grade.

2.3. Samples

Oils from the Mexican and Spanish market
were analyzed: Virgin olive oil (Domeq), corn oil
(Mazola), sunflower oil (Cristal), seeds oil
(sunflower, safflower and canola, As).

2.4. Procedure

2.4.1. Thermal treatment
Approximately 80 ml of oil were placed in 9.7

cm diameter porcelain capsule and were subjected
to heating on an electric device, stirring manually
with a glass rod. A thermometer was introduced
in the capsule and held by a support to control

Table 1
Thermal treatment of the oils

Sample Temperature (°C) Time (min)

1 –Tamb

802 20
80 403

150 204
5 150 40
6 200 20

200 407
202508

250 409
300 2010

11 300 40
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Fig. 1. Infrared spectrum of a methyl linoleate/n-valeronitrile/nujol mixture.

sample temperature. To follow the oxidation
process in the oil during the period of frying,
the samples were subjected to increasing heat up
to a temperature of 300°C, during this process
heating was maintained for 20 and 40 min at
the following temperatures: 80, 150, 200, 250
and 30095°C. Table 1 shows the samples
analysed.

2.4.2. FTIR quantitati6e analysis
The oil samples and internal standard n-

valeronitrile were mixed in a test tube, weighed on
an analytical scale and the sample was shaken
manually to ensure total homogenization. The
proportion in weight of n-valeronitrile in the pre-
pared samples was between 35 and 65%. To ob-
tain the infrared spectra using a Pasteur pipette,
one or two drops of the prepared samples were
placed between two circular pieces of well pol-
ished potassium bromide crystal without using a
spacer so sample thickness was not controlled but
was variable in each prepared sample.

In the IR spectra of the prepared samples ab-
sorbance was measured as peak height at 3008
cm−1 with respect to the base line tangent at
3116–2718 cm−1 and the peak 2246 cm−1, corre-
sponding to n-valeronitrile, with respect to the
base line tangent at 2408–2144 cm−1.

Eight mixtures of known composition of n-
valeronitrile, methyl linoleate and nujol were pre-
pared to obtain the calibration straight line. In
these mixtures, the absorbance quotient A(3008)/
A(2246) was measured with respect to the above-
mentioned base lines.

3. Results and discussion

The percentage of unsaturation expressed as a
percentage in weight of methyl linoleate (l) was
obtained for the eleven prepared samples, for each
type of oil. The internal standard method was
used with n-valeronitrile (v) as internal standard.

The infrared spectrum of n-valeronitrile shows
and absorbance band at 2246 cm−1, due to the
stretching vibration of the triple C�N link which
can be used as reference band as it does not
interfere with any of the sample bands. The ana-
lytical signal used to determine unsaturation was
the peak at 3008 cm−1, due to the stretching
vibration of the C–H link adjoining the double
C�C link.

From eight mixtures of n-valeronitrile/methyl
linoleate/nujol whose infrared spectrum is shown
in Fig. 1, the calibration straight line was ob-
tained representing the quotient A(3008)/A(2246)
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Fig. 2. Calibration straight line to obtain the unsaturation percentage of methyl linoleate.

Fig. 3. Infrared spectrum of a prepared sample of corn oil unheated.
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Table 2
Unsaturation expressed as percentage in weight of methyl linoleate, in the oils at different temperatures and heating timesa

Sample Olive oilHeating (°C min−1) Sunflower oil Corn oil Seeds oil

18.9 29.61 27.4Tamb 23.2
80–202 18.8 29.3 27.8 23.3

18.2 29.780–40 27.03 22.5
18.3 29.24 27.1150–20 22.0
18.5 29.2150–40 26.45 21.2
16.7 28.3 24.6 20.76 200–20
12.4 26.9200–40 24.17 19.6

250–208 11.8 26.3 24.0 18.8
250–409 11.5 24.9 23.2 18.1

9.8 19.0300–20 18.710 16.4
5.611 11.9300–40 18.3 10.9

a Results obtained by the internal standard method with Fourier transform infrared spectroscopy (FTIR).

against the Cl/Cv concentration quotient, where Cl

is methyl linoleate concentration and Cv the n-
valeronitrile concentration both expressed as %
(weight/weight). This is shown in graph form in
Fig. 2.

Linear regression provided the following be-
haviour with a correlation index 0.998 for the
eight standard mixtures:

A(3008)/A(2246)=0.3888+2.0326Cl/Cv

The unsaturation percentage was calculated
from the spectra of the samples prepared with
n-valeronitrile (Fig. 3) using the calibration equa-
tion. The values obtained are shown in Table 2.
The precision for the different samples analyzed
was studied, the relative standard deviation

Fig. 4. Unsaturation expressed as percentage in weight of methyl linoleate, in the studied oils at different temperatures and 40 min
heating time.
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(R.S.D.) obtained for seven replicates was statisti-
cally satisfactory, with values between 1 and 2%.

The difference in unsaturation can be seen for
each type of oil, at ambient temperature sunflower
oil and corn oil have the highest content of unsat-
urates and the lowest is olive oil. The results
obtained show how the intense heating of oils
causes a decrease in unsaturation. It has been
possible to establish that in all the oils studied this
degradation starts becoming considerable after
150°C (Fig. 4) and at higher temperatures, a more
significant decrease in unsaturation of between 40
and 70% is apparent.

The peroxide index obtained for each sample by
the iodimetric method [10], reveals that the de-
crease in unsaturation coincide with the decompo-
sition of hydroperoxides. Fig. 5 shows the
variation of unsaturation grade and peroxide
value in sunflower oil when subjected to different
temperatures. The same behaviour is observed in
the rest of the studied oils.

4. Conclusions

FTIR provides very useful information on the
composition and extent of thermal self-oxidation

in oils subjected to intense heat, equivalent to that
used in the ordinary preparation of food.

The methodology developed in this study per-
mitted determination of the percentage of unsatu-
rated components in the samples at different
heating temperatures, with no prior treatment.
The use of absorbance quotient measurements
permitted quantitative analysis without requiring
a constant and known cell thickness thus facilitat-
ing sample handling and reducing analysis time.
Furthermore, it permits quantification in cases
where it is impossible to know the optic path-
length accurately.

The determination of unsaturation in oils
makes it possible to classify them and evaluate
their oxidative deterioration which is directly re-
lated with the degradation of polyunsaturated
fatty acids in the lipids and which are indispens-
able nutrients in human tissue development.

It can be said then, that when an edible oil is
subjected to a heating process or frying, the initial
nature of the triglyceride changes significantly and
the decrease in unsaturation is evidence of the
transformation occurring in the essential PUFAs
which the oil initially contains, thus indicating a
decrease in the oils’ nutritional value.

Fig. 5. Variation in unsaturation grade and peroxide value in sunflower oil when subjected to different heating and 40 min heating
time. .
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Abstract

A flow-through solid phase spectrophotometric (SPS) sensing device is proposed for the determination of minoxidil.
The analyte is concentrated on Sephadex SP-C25 ion-exchanger packed in a flow cell and it is monitored by UV-Vis
spectrophotometry at 282 nm, without derivatization reaction. When a HCl (10−2 mol l−1)/NaCl (5×10 −2 mol l
−1) solution is used as carrier/desorbing solution, the sensor responds linearly in the measuring range of 0.2–7, 0.1–4
and 0.05–2 mg ml−1 with detection limits of 60, 33 and 6 ng ml−1 for 600, 1000 and 2000 ml of sample, respectively.
The relative standard deviations (%) for these volumes are 0.38, 1.06 and 2.63, respectively. The method was
satisfactorily applied to the determination of minoxidil in pharmaceutical preparations and the results were compared
with those obtained by high performance liquid chromatography (HPLC). © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Minoxidil determination; Solid-phase spectrophotometry; FIA; Pharmaceuticals

1. Introduction

Molecular absorption spectroscopy is the most
frequently used detection technique in analytical
laboratories because of its high flexibility for
adaptation to a wide variety of analytical prob-
lems [1]. This characteristic is clearly apparent
from the large number and variety of flow injec-
tion analysis (FIA) assemblies that include an
UV-Vis detector. The literature abounds with ref-
erences to determinations of pharmaceuticals by

using this type of detection; however, few of these
applications [2,3] rely on UV absorbance mea-
surements of the pharmaceuticals themselves. It is
due to the poor selectivity of spectrophotometric
measurements in this region.

Solid phase spectrophotometry (SPS) is today
widely used. It is a spectrophotometric method
based on the direct measurement of the ab-
sorbance of an active solid support (usually an
ion-exchanger) that has sorbed a sample compo-
nent by previous equilibration with sample solu-
tion (batch methodology) [4]. It combines the
steps of preconcentration, separation and determi-
nation, and provides sensitivities several orders of
magnitude higher than those obtained with solu-
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tion phase spectrophotometry [5,6]. SPS has also
been integrated with FIA systems [7,8]. In the
present work, this SPS-FIA integration has been
applied to the determination of minoxidil in the
UV region.

Minoxidil, 2,6-diamino-4-piperidinopyrimidine-
1-oxide is an orally active peripheral vasodilator
useful in the treatment of severe hypertension. It
can cause marked fluid retention and hirsutism.
Now it is used in male pattern baldness (alopecia
androgenetics) and alopecia areata. Methods pro-
posed for the determination of minoxidil include
GC [9], high performance liquid chromatography
(HPLC) [10], radioimmunoassay [11], differential
pulse polarography [12], ion-pair extraction [13]
and electro-analysis [14]. The US Pharmacopeia
gives a method that involves liquid chromatogra-
phy for its estimation [15].

Most of spectrophotometric methods for the
determination of minoxidil are by derivatization
[16–20] and all of them are less sensitive than that
proposed here. This paper describes the develop-
ment of a spectrophotometric procedure for the
determination of minoxidil in pharmaceuticals by
an integrated SPS-FIA method, based on the
monitorization of its intrinsic absorbance at 282
nm.

2. Experimental

2.1. Apparatus and instrumentation

A schematic diagram of the manifold used is
shown in Fig. 1. An UV-Vis Lambda 2 Perkin
Elmer spectrophotometer was used to make spec-
tra and direct measurements of absorbance. This
instrument was connected to a 386 personal com-
puter (PC) connected by means of a serial port
and fitted with the PECSS V.5.0. software pack-
age (from Perkin Elmer) and a HP Deskjet 690C
printer was used for obtaining graphs. A Hellma
138 QS flow-through cell (1 mm optical path
length, 50 ml inner volume), packed with the ion
exchanger, was used as the active microzone. A
peristaltic pump (Gilson Minipuls-3) and a six-
port rotary Rheodyne type 50 injection valve were
used. The single-line manifold for the FI measure-

ments was employed with 0.8 mm i.d. PTFE
tubing. All reported measurements were made at
room temperature.

A digital CRISON model 2002 pH-meter fitted
with a glass/saturated calomel electrode assembly
and a temperature probe was used for all pH
measurements.

2.2. Reagents

All solutions were prepared with doubly dis-
tilled water and analytical-reagent grade
chemicals.

Minoxidil standard solutions. A stock standard
solution of 1000 mg ml−1 of pure analytical
generic form of minoxidil supplied by SIGMA
was prepared by directly dissolving the drug in
water containing 50 ml of ethanol 96% (v/v) l−1.

Fig. 1. Schematic diagram of the flow injection analysis (FIA)
system: C/E, carrier/eluent; P, peristaltic pump; V, injection
valve; S, sample; SP, spectrophotometric detector; C, flow cell;
W, waste.

Fig. 2. Effect of flow rate: (1) on absorbance and (2) on width
time. Minoxidil 2 mg ml−1 (sample volume 600 ml and flow
rate 1.60 ml min−1).
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Fig. 3. Sample volume effect in increasing order (Minoxidil 2
mg ml−1 and flow rate 1.60 ml min−1): 200, 300, 600, 800,
1000, 1300, 1600, 2000, 2300, 2600, 3000 and 3600 ml.

were also used as 5×10−2 mol l−1 together with
HCl 10−2 mol l−1 solutions. Sephadex SP-C25
(Aldrich) was used in the H+ form as the solid
support without any pretreatment to avoid con-
tamination, and packed into a Hellma 138 QS
flow cell (1 mm light path) with the aid of a
syringe by impelling it in a water suspension and
using glass-wool in the outlet to retain the resin.

2.3. Treatment of the sample

Pharmaceuticals containing minoxidil were
treated in a different form.

(a) Minoxidil tablets. A solution was prepared
by crushing four tablets (Loniten, Upjohn) and
dissolving an amount of the powder equivalent to
10 mg of minoxidil in about 5 ml of ethanol 96%
(v/v) with shaking for 5 min in an ultrasonic
instrument. The solution was filtered through a
0.45 mm pore size Millipore membrane filter, and
the filtrate plus washings were diluted to the mark
in a 100 ml calibrated flask. Appropriate dilutions
were made from this solution with doubly distilled
water.

(b) Minoxidil solutions. All of them were in a
concentration of 2% (w/v) (Lacovin, Galderma;
Pilovital, Lesvi; Regaine, Farmoquı́mica; Riteban,
Centrum). These solutions were dissolved in doubly
distilled water without previous pretreatment and
suitable dilutions were made from this solution.

Table 1
Figures of merit

Volume of sample loop (ml)Parameter

20001000600

0.05–2.00.1–4.00.2–7.0Linear dynamic
range (mg ml−1)

Calibration graph
Intercept 0.028 0.026 0.024

0.143 0.229 0.430Slope (ml mg−1)
Correlation coeffi- 0.99970.9998 0.9995

cient
0.0060.060 0.033Detection limit (mg

ml−1)
1.060.38 2.63R.S.D. (%) (n=

10)
16Sampling fre- 2226

quency (h−1)

Fig. 4. Calibration graphs obtained from different sample
volumes injected: (1) 600, (2) 1000 and (3) 2000 ml.

Working standard solutions were prepared daily
by appropriate dilutions of the stock standard
solution (with doubly distilled water).

The carrier used in FIA experiments was HCl
(10−2 mol l−1)/NaCl (5×10 −2 mol l −1) solu-
tion. The eluting solution consisted of the same
carrier solution. Nitrate, citrate, tartrate, sulphate
and phosphate as sodium salts (from Panreac)
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Table 2
Determination of minoxidil in pharmaceutical preparations

Sample Minoxidil labeled % Recovery9R.S.D. bya

Proposed method USP method

10bLoniten (Upjohn) 9891 98.290.9
20c 10391 10292Lacovin (Galderma)

Pilovital (Lesvi) 101921039120c

101.790.8 99.890.820cRegaine (Farmoquı́mica)
99.290.9Riteban (Centrum) 20c 99.090.9

a Mean of three determinations.
b mg tablet−1.
c mg ml−1.

3. Results and discussion

3.1. Absorption spectra

In solution, minoxidil shows a maximum ab-
sorption at 289 nm. This analyte is easily sorbed
on a cation-exchanger, Sephadex SP-C25, show-
ing a maximum absorption at 282 nm. Other
cation-exchange resins were tested (Sephadex
CM-C25, SP-C50 and CM-C50) and several
resins for gel filtration (G-15 and G-75). Of all
them, Sephadex SP-C25 gave the best results
and fixation became quicker. Dowex resins were
discarded due to their high background in the
UV region.

The wavelength was fixed al 282 nm for the
flow analysis. The slight change of the ab-
sorbance spectrum with respect to the solution
can be attributed to the modification of the sur-
rounding environment of minoxidil in the solid
phase. The sorption on the resin (from a sample
volume of 600 ml) resulted in a signal about
20-fold higher than that obtained in aqueous so-
lution in the same flow cell and in the same
working conditions. This strong increase in sen-
sitivity is due to the concentration of the analyte
by ion exchange on the active solid support in
the detection area of the spectrophotometer.

3.2. Procedure

A single-channel FIA configuration was used
in which the carrier HCl (10−2 mol l−1)/NaCl

(5×10−2 mol l−1) was pumped at 1.60 ml
min−1 and in which the sample was injected.
The analyte was retained on the cationic Sep-
hadex SP-C25 resin when passing through the
flow cell (preconcentration step). The retention
signal was monitored at 282 nm. When the tail
end of the sample plug reached the active zone
the analyte was desorbed by the carrier itself.
Three different calibration lines were constructed
for 600, 1000 and 2000 ml of sample volume.
The absorbance was continuously monitored on
the screen of the PC (with the software pack-
age), saved on the floppy disk and printed on
the PC printer.

Table 3
Recovery study of minoxidil in pharmaceutical preparations

Sample % Recovery9Amount of minoxidil
R.S.D.aadded

98.290.91bLoniten
(Upjohn) 2b 99.590.9

1cLacovin 10191
2c 99.890.8(Galderma)
1c 10291Pilovital

(Lesvi) 2c 10091
Regaine 1c 101.290.9
(Farmoquı́mica) 2c 9991

99.490.91cRiteban
(Centrum) 2c 99.590.9

a Mean of three determinations.
b mg tablet−1.
c mg ml−1.
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3.3. Influence of the pH of the carrier and of
the sample

The influence of the pH of the carrier solution
was investigated by varying it in the range 1–10
by adjusting it with HCl or NaOH and suitable
conditions for the fixation of the analyte were
obtained between pH 2 and 3. The analyte was
not fixed on the resin for pH values between 8
and 10. It was decided to work at pH 2 (HCl
10−2 mol l−1). Several electrolyte solutions at pH
2 were tested as carriers (sodium chloride, sodium
nitrate, sodium citrate, sodium tartrate, sodium
sulphate and sodium phosphate). The best results
were obtained by using sodium chloride; the influ-
ence of its concentration on both the analytical
response and the eluting action was tested by
varying it from 0.02 to 0.1 mol l−1. A decrease
was observed in the response of the sensor when
electrolyte solution concentration increased but
on the other hand the peak width time decreased.
A 0.05 mol l−1 concentration was chosen as a
compromise solution. So, a solution HCl (10−2

mol l−1)/NaCl (5×10−2 mol l−1) was used as a
carrier solution.

The sample pH value did not influence the
analytical signal when its value was maintained in
the 1–8 range and, hence, there is no need to
adjust the sample pH.

3.4. Influence of flow rate

The effect of the flow-rate was investigated by
injecting sample solutions at the same concentra-
tion of the analyte into the flow system at various
flow-rates. The resulting peak heights and peak
width times are shown in Fig. 2.

When the flow-rate is reduced from 2.10 to 0.57
ml min−1, an increase in peak height of 30%
(absorbance) is observed but the maximum num-
ber of samples analyzed per hour is also reduced
from 34 to 13. This is an usual observation in this
type of system. The sorption of the analyte on the
resin is influenced (sometimes strongly) by the
flow rate when the kinetic of the diffusion-reten-
tion process of the analyte in the solid support is
slow: if the sorption is not instantaneous, an
increase in the flow rate obviously decreases the

amount of the analyte retained on the resin from
the sample plug. Consequently, a decrease in the
peak height is observed, but the sampling fre-
quency is increased. In all subsequent experi-
ments, the total flow-rate was maintained at 1.60
ml min−1 as a compromise solution.

3.5. Effect of sample 6olume

Sample volumes from 0.2 to 3.6 ml at the same
concentration of minoxidil (2 mg ml−1) were stud-
ied. Fig. 3 shows that absorbance (A) increases
linearly with an increase in the sample volume
from 0.2 to 3.0 ml (but this increase is not linear
for a sample volume between 3.0 and 3.6 ml); A is
expressed as a function of the sample volume for
the former mentioned range (V in ml): A=
0.420×V+0.075 (correlation coefficient=
0.9998).

Consequently, the use of a large volume of
sample solution yields a much higher sensitivity
but more time is required for each determination.
So, the selection of the sample volume should
reflect a consideration of sensitivity and analysis
speed. In this paper, three working sample vol-
umes were selected: 600, 1000 and 2000 ml.

4. Analytical figures of merit

Table 1 contains the figures of merit of the
method proposed for the three calibration vol-
umes and Fig. 4 shows the three calibration
graphs. The data were fitted by standard least-
squares treatment. The calibration graphs are lin-
ear for the concentration range 0.05–2, 0.1–4 and
0.2–7 mg ml−1 for 2000, 1000 and 600 ml,
respectively.

The reproducibility was established for ten
analyses of solutions containing 0.2, 2 and 5 mg
ml−1 of minoxidil, respectively; the detection
limit, by using 3s recommendation [21], was cal-
culated from the relative standard deviation
(R.S.D.) of the background absorbance and val-
ues of 6, 33 and 60 ng ml−1 were obtained for
2000, 1000 and 600 ml of sample volume, respec-
tively. The effect of foreign ions was not examined
because minoxidil appears without another ac-
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companying species in tablets or solutions phar-
maceuticals.

5. Application of the method

The proposed sensor was applied to the deter-
mination of minoxidil in pharmaceutical prepa-
rations using a 1000 ml sample volume injection.
The results obtained are summarized in Table 2.
As can be seen, in all the cases the data were in
good agreement with the labeled amounts and
were comparable with USP method [15]. In ad-
dition, the accuracy of the proposed method
was further checked by adding known amounts
of minoxidil to previously analyzed pharmaceu-
ticals (Table 3).

6. Conclusions

The most salient advantages of the proposed
method respect to the batch method, are as fol-
lows: reduced human participation (automation
capability), higher throughput than the batch al-
ternatives (SPS batch methodology and homoge-
neous solution phase spectrophotometry),
reusability of the resin, i.e. the sensor can be
regenerated by elution of the retained analyte
(in the batch method the resin is wasted) and
simplicity, as reflected in the fact that all the
steps involved are performed in the flow system
(the batch method requires manual mixing of
the reactants, addition of a previous weighed
amount of resin for each sample to the medium,
shaking, filtration and collection of the resin
with the retained product in a conventional cell,
followed by measurement).

This SPS-FIA integrated method is a signifi-
cant contribution owing to the urgent need for
simple, rapid, automated and more sensitive
methods for this analyte with a very good sam-
pling frequency. This method will be quite suit-
able for routine analysis of a wide variety of
pharmaceuticals.
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Abstract

In recent years, near infrared (NIR) spectroscopy has become an analytical tool frequently used in many chemical
production processes. In particular, on-line measurements are of interest to increase process stability and to document
constant product quality. Application to polymer processing e.g. polymer extrusion, could even increase product
quality. Interesting parameters are composition of the processed polymer, moisture, or reaction status in reactive
extrusion. For this issue a transmission sensor was developed for application of NIR spectroscopy to extrusion
processes. This sensor includes fibre optic probes and a measuring cell to be adapted to various extruders for in-line
measurements. In contrast to infrared sensors, it only uses optical quartz components. Extrusion processes at
temperatures up to 300°C and pressures up to 37 MPa have been investigated. Application of multivariate data
analysis (e.g. partial least squares, PLS) demonstrated the performance of the system with respect to process
monitoring: in the case of polymer blending, deviations between predicted and actual polymer composition were quite
low (in the range of 90.25%). So the complete system is suitable for harsh industrial environments and could lead
to improved polymer extrusion processes. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Near infrared spectroscopy; Polymer extrusion; In-line monitoring

1. Introduction

Growing demands on the quality of plastic
products as well as reduction of costs in produc-
tion and processing require fast and reliable con-
trol methods. These methods have to record
quality parameters relevant to the process as early

as possible. In the case of polymer extrusion,
mainly spot check off-line measurements of e.g.
composition, mechanical properties, moisture,
MFI, etc. are implemented. In-/on-line measure-
ments have been introduced for only a few pro-
cess parameters like melt temperature or pressure.
Other parameters are neglected. This low level of
information about the processed product can lead
to huge losses due to the time lag between detec-
tion of insufficient product quality in the labora-
tory and the reaction to restore the process itself.

* Corresponding author. Tel.: +49-721-4640-154; fax: +
49-721-4640-566.
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This time lag can exceed several hours and would
result in up to several tons of polymeric waste,
because products not fulfilling the quality de-
mands of customers cannot be reprocessed in
many cases. Fast near infrared (NIR) spec-
troscopy [1,2] is a very promising measurement
method to improve the knowledge on the melt by
in-line measurements. Results of in-line NIR spec-
troscopy can be, for example, composition [3–5].
With these and other parameters it could be possi-
ble to steer the complete extrusion process
automatically.

Problems in realising this measurement technol-
ogy are many: the probes are exposed to hot and
pressurised polymer melts, which can be corro-
sive; the applied spectrometer has to withstand
harsh industrial environments; data handling has
to be fast and reliable; the complete system has to
be economic and very robust. These demands are
hard to fulfil.

In this paper a measurement system for in-
line transmission NIR spectroscopy of polymer
extrusion processes is presented. Application to
the determination of polymer melt composition
is demonstrated for a PE/PP blend, where
different data preparation techniques have been
tested.

1.1. Near infrared (NIR) spectroscopy

In the near-infrared (NIR) spectral range (700–
2500 nm), molecules absorb incoming light by
overtone or combination vibrations. Absorbance
is reduced by an order of magnitude compared to
fundamental vibrational transitions in the infrared
(IR). The reduced absorbance in the NIR allows
registration of spectra of thick samples which are
of practical interest in process analysis. C�H,
O�H, N�H and C�O bands observed in NIR
spectra are characteristic for polymers and can be
used for determination of composition of
polymers.

Further advantages of NIR compared to IR are
the NIR-photodetectors (germanium Ge, indium
arsenide InAs, or indium gallium arsenide In-
GaAs), having shorter response times and higher
detectability. Also, quartz fibre optics with low
attenuation and low costs can still be used.

2. Experimental

2.1. Extruder system

A 20-mm single-screw extruder (Haake
Rheomex 252) with length to diameter ratio of 25
is used to melt particulate solid polymers. Maxi-
mum torque is 100 N m, maximum melt pressure
is 7 GPa. The temperature profile can be adjusted
with four independent temperature zones (includ-
ing nozzle). Maximum wall temperature at the
cylinder is 400°C. A control unit regulates the
extrusion conditions and automatically records
torque and speed of screw.

Between end of screw and nozzle there is an
adapter, which was transformed to a flow cell
combining adapter and insertion for probes (Fig.
1). Hence, molten polymer passes the measuring
zone inside the extruder, where the two probes are
installed facing each other. Fibre optic probes are
used to transmit light through the polymer
stream. The distance between these probes can be
varied by insertion of spacers, and consequently
pathlength ranges from 0 to 10 mm. Fibre optic
probes installed in the flow cell are connected to
an AOTF-NIR spectrometer via optical fibres
(core diameter 1 mm, length of each fibre is 1 m,
numerical aperture 0.22). This spectrometer was
developed at the Fraunhofer-Institut für Chemis-
che Technologie (ICT) and uses a tungsten halo-
gen lamp, a germanium detector, and an

Fig. 1. Scheme of measurement head with integrated fibre
optic probes for in-line measurement.
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Fig. 2. Scheme of fibre optic probes.

much higher than normal extrusion temperatures
lying in the range of 200–350°C. Internal ten-
sions due to the difference between the thermal
coefficient of expansion of quartz and the hous-
ing material are eliminated by use of glue as
connector. On the other hand coefficients of ex-
pansion of housing and flow cell material are the
same, so that there is a clearance fit between
these two parts. The result of this arrangement is
an effective gasket.

2.3. Materials

Materials used are polyethylene (PE-LD) and
polypropylene (PP) (Table 1). These materials are
widely used in extrusion applications. Materials
were used as pure material and as mixtures for
blending. Mixtures were produced by weighing
with an accuracy of 90.01 g, so all mixing ratios
are given in weight percent.

2.4. Measurement procedure

The extruder is heated to a predefined temper-
ature profile corresponding to the processed ma-
terial. Before processing the polymer a reference
spectrum is taken which is used for all other
measurements. Then the extruder is filled with
polymeric material. After processing inside the
extruder near infrared spectra of the polymer
melt are taken while passing the measurement
head. The recorded spectra are stored and evalu-
ated on a separate personal computer. During
the measurement, melt temperature, melt pressure
and torque of screw as well as the spectrometer
adjustments are documented. Measurement time
for one single spectrum is only about 10 ms; for
calibration development and analytical determi-
nation 500 single spectra were averaged.

The mixtures were varied step by step, i.e. 1 kg
of material was filled into the funnel of the ex-
truder and extruded until the funnel was empty.
Then the funnel was re-filled with the next mate-
rial mixture. This procedure is sufficient due to
the self-cleaning effect of the extruder, i.e. the
screw not only homogenises and transports the
polymer melt to the nozzle, but also cleans the
walls of residual material.

acousto-optic tunable filter (AOTF) as dispersive
element. Details on the spectrometer are de-
scribed elsewhere [6,7].

2.2. Fibre optic probes

The fibre optic probes have to withstand ex-
treme conditions: high temperature, high pres-
sure, high viscosity and corrosiveness of the
polymer melt. Thermal cycling due to process
start-up and shutdown is another difficulty. The
probes have to transport radiation effectively, so
damping of optical components has to be low.
From a chemical point of view it must be guar-
anteed that the probes do not affect polymeric
properties in a negative way.

To fulfil these demands the probe design
shown in Fig. 2 has been developed, which can
be divided into two main parts. The first part
consists of a spherical lens, which is welded onto
an optical fibre (diameter 1 mm, length 70 mm,
numerical aperture 0.22). Both components are
made of quartz. This central optics is embedded
in a sleeve made of stainless steel. The space
between sleeve and optics is filled with a high
temperature resistant glue. A protective housing
in the form of another sleeve is the second part
of the probe. It contains the first part and has an
opening for the spherical lens, so that only part
of the lens has contact with the polymer melt. On
the other side of the housing there is a standard
SMA connector for an optical fibre. The connec-
tion between the two parts is again made by a
glue.

The advantages of this design are obvious. Use
of spherical lenses reduces intensity losses due to
the numerical aperture of the optical fibres. This
results in an overall transmission ratio of 12%.
By choosing quartz as lens material the optics
withstand temperatures up to 800°C, which is
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Table 1
Materials used

ViscosityName MFIManufacturer

Polyethylene (PE-LD) HighESCORENE Exxon Chemical MFI (190°C; 2.16 kg): 0.3 g/10 min
LowHoechst AG MFI (230°C/2.16 kg): 47 g/10 minPolypropylene (PP) Hostalen PP

2.5. Data analysis

For processing, evaluation and analysis of the
obtained spectra the software package ‘The Un-
scrambler’® (CAMO) was used. Common statisti-
cal analysis (e.g. principal component analysis
(PCA), principal component regression (PCR),
partial least squares analysis (PLS)) can be carried
out with it. For the investigations on polymer
blends only PLS analysis [8] was used. The PLS
model was generated with one set of spectra and
the prediction ability of this model was tested
with another set of spectra. These sets were
recorded subsequently, so that spectra of the same
mixture were obtained. For generation of the PLS
model 20 spectra of each mixture were used, but
these spectra were prepared in different ways be-
fore generating a new PLS model:
1. no preparation (raw): raw data were used for

calibration,
2. averaging (av-x): x spectra (replicates) of the

same mixture were averaged to one new
spectrum,

3. smoothing (sm): moving average smoothing
with segment size 5,

4. data reduction (red-x): x points of a spectrum
were averaged to one new data point,

5. differentiation (x-diff): the spectrum is differ-
entiated x times,

6. multi-scattering correction (MSC): off-set and/
or slope correction.

The spectra preparation tools were combined in
different ways to evaluate an optimised PLS
model. This model was tested by a leverage cor-
rection, which is a ‘quick and dirty’ validation
method using all samples for calibration. Lever-
age is a measure of the effect of an object on the
model, which is related to its distance from the
model center. To make a leverage corrected error
estimate for the individual error, the residuals for

each object are weighted [9]. After the validation
the deviation between measured and predicted
composition is investigated. The resulting parame-
ter RMSEP (root mean square error of predic-
tion) can be used for comparison of the different
spectrum preparation techniques.

3. Results

3.1. Technical results on de6eloped probes

In an initial investigation it was tested whether
the developed probes would withstand the normal
extrusion conditions. For this, different materials
were extruded. Melt temperature of 300°C and
pressure of up to 37 MPa were unproblematic.
The complete measuring head was sealed, so that
no melt could leave the melt channel. Although
the probes are within the melt channel the melt
flow is essentially not disturbed with respect to
throughput and obvious flow inhomogeneities.

The optical properties of the probes are suffi-
cient for the described application. Light leaving
the probe forms a cone with a focal point at
about 2.5 mm, i.e. illuminating light is not parallel
at all. Therefore these probes are not applicable
for sophisticated spectroscopic measurements
aimed at correct extinction values. But for spec-
troscopic measurements aimed at the relative sim-
ple statement if an observed process is running
stable or unstable the presented probes are abso-
lutely sufficient. For such applications the overall
maximum light transmission of 12% at a distance
of about 2 mm between the probes is more impor-
tant than high quality spectra, because high trans-
mission allows longer absorption pathlengths, e.g.
to go to higher extruder diameters or to decrease
surface effects on the probes. Therefore for all
measurements a distance of approximately 2.3
mm between the probes was used.
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Fig. 3. Spectra of PE/PP blends with different mixture ratios varying from pure PE to pure PP in steps of 20%. PE/PP blend was
extruded at 240°C and 50 rpm. Number of averaged spectra: 500, scan frequency: 100 spectra s−1, spectral resolution: 2 nm at 1.523
mm.
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Fig. 4. Averaged transmission spectra of calibration set of PE/PP blends. The mixture ratios vary from pure PE to 90% PE with 10%
PP. PE/PP blend was extruded at 240°C and 50 rpm. Number of averaged spectra: 500, scan frequency: 100 spectra s−1, spectral
resolution: 2 nm at 1.523 mm.

Hence, it can be concluded that the developed
probes are appropriate sensors for in-line obser-
vation of polymeric melts in an extruder leading
to quality statements concerning actual process
status and actual processed material.

3.2. PE/PP-blends

Different PE/PP-blends were investigated,
varying the content of PE (PP respectively) from
0 to 100% in different percentage steps. In Fig.
3 spectra are shown for 20% steps. It is obvious
that the main spectral information concerning
the composition of the blend is in the second
overtone of the C�H stretching band around
1.21 mm. Transmission in the area of 1.21 mm
decreases if the PE content is increased. A con-
trary effect can be observed in the wavelength
area of 1.19 mm where a shoulder develops to a
side maximum with increasing PP content. This
side maximum of PP can be explained by the

fact that besides C�H vibrations of CH2 groups,
vibrations of CH and CH3 groups also appear,
which are slightly shifted compared to CH2

group vibrations. This leads to band splitting
and displacement of the band’s centre.

In the next step, the percentage difference of
the PE/PP blend was reduced. Mixtures varied
between pure PE and 90% PE+10% PP in
steps of 1%. These mixtures were chosen to sim-
ulate (1) different amounts of an additive in a
polymer matrix and (2) blending of two differ-
ent polymers. A PLS model was applied for pre-
diction of the polymer mixture, i.e. ratio of PE
to PP, and covers 11 different PE/PP blends,
with 20 spectra of each mixture used for calibra-
tion and validation. Averaged spectra of the cal-
ibration set are shown in Fig. 4.

For each PLS model, five principal compo-
nents were used, which explain over 95% of the
spectral variance and also over 95% of the com-
positional variance of the PP/PE system. The
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combination of different spectrum preparation
techniques was tested to generate an optimised
PLS model. The results for the RMSEP are
shown in Table 2. From this table it can be
seen that best results were received by simple
spectral averaging and smoothing (RMSEP,
0.38%).

It is important to note that model 1 through
11 were generated based on two measurement
series (measurements were conducted at different
times), whereas model 12 and 13 are based only
on the first of these measurement series. This
explains the enormous decrease of the RMSEP
comparing model 11 and model 12, although the
same data preparation was applied. Here it be-
comes obvious that the transfer of the PLS
model from one measurement to another is very
difficult and produces additional errors (RMSEP
increases by a factor of about two). This is a
problem to be dealt with in the future.

Reduction of the spectra by a factor of four
(four points were averaged to one new point)
were used for a test set validation in model 13.
This reduction has the main effect that the PLS
model becomes more stable. The test set valida-
tion uses six samples for calibration and four
samples for validation. The resulting RMSEP of
0.21% indicates an averaged error of 90.21% in
prediction, which is a very good result. Fig. 5
shows the predicted mixture ratios of the cali-
bration samples (leverage correction) and of the
validation samples. As expected the leverage
correction delivers better results than the test set
validation, because the samples for the leverage
correction were already used for generation of
the PLS model. Nevertheless all samples build
very dense clusters around the real mixture ra-
tio.

4. Discussion

A measurement system for in-line NIR spec-
troscopy for polymer extrusion processes had
been developed at Fraunhofer ICT. It consists
of a measurement head adapted to a single
screw extruder with integrated fibre optic probes
and an AOTF-NIR spectrometer. Transmission
measurements at typical extrusion conditions
(temperature 300°C, pressure 35 MPa) yielded
good results with respect to mechanical and op-
tical properties of the probes. The developed
system is capable of measuring different polymer
compositions as demonstrated for PE/PP blends.
Various data preparation techniques were tested.
Best results were received with spectral averag-
ing, smoothing, and data reduction. In this case
the prediction ability of a partial least squares
(PLS) model was in the range of 90.25%.

These results demonstrate the capabilities of
in-line NIR spectroscopy with respect to process
control in the area of polymer extrusion. Future
investigations have to focus on improvement of
optical probes and data treatment. Also further
polymeric materials have to be investigated to
demonstrate fully the enormous advantages of
this new technology.

Table 2
RMSEP for different spectral preparation techniquesa

PLS model no. Combination of prepara- RMSEP (%)
tion techniques

1 raw 0.5
1-diff2 0.6

3 2-diff 0.85
4 0.4red-3
5 red-3, MSC 0.45

0.386 red-4
red-4, MSC (only off-7 0.42
set correction)

8 red-5 0.4
red-5, MSC (only off-9 0.4
set correction)
red-4, av-5, MSC (only 0.3810
off-set correction)

11 av-2, sm 0.38
0.21av-2, sm12

av-2, red-4, sm (instead13 0.25
of leverage correction
[ test set validation)

a Models 1 through 11 are based on two measurements,
models 12 and 13 are based only on the first measurement
series; raw, no preparation; x-diff, differentiation; red-x, data
reduction; MSC, multi scattering correction; av-x, averaging.
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Fig. 5. Validation of the best PLS model. Six samples were used for generation of the PLS model, four samples were used as test
set. As expected leverage correction is almost better than test set validation.
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Abstract

This paper reports the study of the mineralogical evolution during the firing process (800–1150°C) of the main
types of raw materials used for the brick industry in Santa Cruz de Mudela (Ciudad Real, Spain). The mineralogical
diversity observed in these materials leads to different behaviour during the shaping, drying and firing stages.
Traditional use of similar working conditions in local industries, despite the mineralogical differences in the starting
material, promotes the presence of defects in the drying and/or firing stages. This study attempt to implement some
analytical guideline for the raw materials in order to improve the final product. Three types of raw materials obtained
in different quarries have been characterised by means of chemical analysis with electron microprobe, powder X-ray
diffraction and FT-Raman spectroscopy. The main difference between the clays studied is the carbonate content: one
of the analysed samples is deficient in this component, while it is present as calcite (8%) or as calcite (14%) plus
dolomite (10%) in the rest. The observed compositional differences seem to be relevant in the firing process.
FT-Raman spectra reveal the onset of early vitrification (at about 900°C) in the sample without carbonate. The
importance of calcium and magnesium oxides, obtained from the corresponding carbonates, for the synthesis of new
mineral phases that could slow down the vitrification process is discussed. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Industrial clays; Quality control; Vitrification; FT-Raman spectroscopy

1. Introduction

The application of Raman spectroscopy to the
identification and characterisation of mineral spe-
cies is well-established [1,2]. Recent papers and
reviews [3,4] have stressed the use of Fourier-
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transform Raman spectroscopy (FT-Raman) in
the study of both natural as well as synthetic
mineral analogues. However, Raman investiga-
tions on silicates and, specifically, layer silicates
(clays) have been relatively scarce despite their
importance and extensive utilisation. The main
explanation for this shortage of data are the
strong fluorescence that is excited in the natural
clays due to the presence of iron(III) hydroxide,
which is observed even using the near-infrared
laser, and their intrinsic low scattering power due
to the relatively small polarizability of the corre-
sponding Si�O and Si�O bonds. The presence of
organic matter, frequent in these types of materi-
als, could obviously contribute to the fluores-
cence, particularly with the use of visible laser
excitation. This fact, and the easy destruction of
the red coloured samples under effect of the visi-
ble lasers, justify the use of the FT-Raman in the
present study.

On the other hand, the usefulness of vibrational
spectroscopy techniques (infrared and Raman) to
study short-range order/disorder phenomena is
well-documented [5,6]. Since in the firing of ce-
ramic materials the vitrification of some compo-
nents starts at moderate temperature
(900–950°C), it seems interesting to assess the
ability of FT-Raman spectroscopy to monitor
such a process in the early stages which needs to
be quite extended to become observable by means
of X-ray diffraction techniques. The main objec-
tive of the present investigation is a practical one,
because the presence of vitrified phases modifies
the physical and technical properties of the final
product and therefore it is important to improve
the analytical techniques available to detect and
study the appearance of such phases.

2. Experimental

2.1. Chemical and mineralogical characterisation
of the samples

Chemical composition of the samples was
analysed by X-ray fluorescence using a Philips
PW 1404/10 apparatus. Mineralogical characteri-
sation was carried out using a Philips PW 1710

automatic X-ray diffractometer with Cu Ka radi-
ation. Scanning rate for general identification dif-
fractograms (from 2u=5–70°) was 0.5° min−1.
The diffractometer was calibrated using Si as an
external standard. X-ray source conditions were
40 kV and 50 mA with 2200 W of power.

2.2. FT-Raman spectra

FT-Raman spectra were excited at 1064 nm
using a Nd:YAG laser and a Bruker IFS66 opti-
cal bench with a FRA 106 Raman accessory.
Laser power was set at ca. 80 mW and 2000 scans
were accumulated with a resolution of 2 cm−1.
Powdered samples were lightly pressed in the
Bruker powder holder and mounted with 180°
scattering geometry.

The mathematical treatment of the spectra and
diffractograms was carried out using the commer-
cial software GRAMS/32® (Galactic Industries).
Smoothing procedures or baseline correction rou-
tines were not applied in this work.

2.3. Firing process

As the main interest of this work is to assess the
changes that occur in the clays during the indus-
trial firing process, powdered raw materials (parti-
cle sizeB50 mm) were fired in air atmosphere
during 2 h at the desired temperature (heating
speed: 10°C min−1). Once finished the firing pro-
cess, the oven was switch off and allowed to cool
down to room temperature. The full process usu-
ally takes 24 h.

3. Results

Table 1 gives the chemical and mineralogical
compositions of the raw materials. In all the
samples studied, layer silicates (kaolinite, illite and
smectite) are the main components accounting for
78 (SC1), 83 (SC2) and 70% (SC3), respectively,
of the total mineral content. From the mineralog-
ical point of view, the principal difference between
the samples studied stems from the carbonate
(calcite and dolomite) contents. Such minerals are
not observed in the SC2 sample, although they
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Fig. 1. X-ray diffraction patterns of the samples studied. Bottom: raw material. Top: heated for 2 h at 1150°C. Marked features in
the SC3 (top) pattern are diffraction peaks from gehlenite at 2u=31.28 and 36.56° (2.85 and 2.45 A, ).
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Fig. 2. Resolution and fitting of the amorphous phase diffraction feature. Samples heated for 2 h at 1150°C.
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Table 1
Chemical and mineralogical composition of the raw materials
studied in the present work

SC2 SC3SC1

Component (%)
SiO2 45.343.9 36.9

23.622.6 17.5Al2O3

8.9Fe2O3 9.0 5.1
6.9Na2O+K2O 6.6 5.3

0.94.0 9.6CaO
1.0MgO 0.5 3.2

2.01.9 1.3TiO2

10.9Ignition losses 12.1 21.1

Mineral (%)
Quartz 66 5

11 7Feldspar 8
08 14Calcite

0Dolomite 0 10
16Kaolinite 22 6

6162 55Illite
0Smectite 90

Fig. 3. Fraction of area corresponding to the X-ray diffraction
pattern amorphous phase feature vs the heating temperature.

cal information. The fraction of area correspond-
ing to the fitted component increases non-linearly
when the temperature is increased as can be ob-
served in Fig. 3. As can be seen in this figure, the
sample richer in amorphous fraction over the full
range of studied temperatures is SC2, in which the
band arising from the amorphous material in the
sample fired at 1150°C reaches 35% of the total
area of the corresponding diffraction pattern.

Since the presence of vitrified phases has great
influence over the physical and mechanical prop-
erties of the ceramic materials [8–10] and FT-Ra-
man spectroscopy is an efficient analytical
technique to detect short range disorder phenom-
ena, the possibility of early detection of the vitrifi-
cation processes was investigated. To this end, the
FT-Raman spectra of samples fired at different
temperatures were obtained (Fig. 4). The Raman
spectra of the unheated samples show high
fluorescence background. In spite of this fact, the
carbonate anion symmetric stretching band at
1085 cm−1 is clearly observable in the samples
SC1 and SC3. This feature remains, although with

constitute 8% (calcite) in the sample SC1 and up
to 24% (calcite+dolomite) in the sample SC3.

X-ray diffraction patterns corresponding to the
raw materials and the samples fired at 1150°C are
shown in Fig. 1. In all the samples studied the
appearance of a broad diffraction feature centred
at ca. 2u=26° is evident. This is particularly clear
in the sample SC1 and more so in sample SC2.
Such a broad and ill-defined component can be
ascribed to the presence of amorphous phases
(glasses) originating from the abundant layer sili-
cates originally present in the raw material [7,8].
This component can be separated from the rest of
the diffraction pattern after the appropriate fitting
using a Gaussian and Lorentzian linear combina-
tion function. The curve-fitting results are given in
Fig. 2. Table 2 shows the corresponding numeri-

Table 2
Band-fitting numerical results and statistics of the amorphous phase component in the powder diffraction patterns given in Fig. 2a

Center/2u S.E. FWHH/2u S.E. Reduced x2Sample r2 S.E.E.

24.874 0.139SC1 7.673915.768 0.96782.21760.745
0.973624.542SC2 6.40152.03690.61113.4480.116

0.249 14.408 0.937 2.7964 0.9542 9.367925.502SC3

a S.E., standard error; S.E.E., standard error of the estimate; FWHH, full width at half height.
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Fig. 4. FT-Raman spectra of the samples studied at different temperatures. In the spectra corresponding to the raw materials SC1
and SC3 the peak from CO3

2− symmetric stretching is clearly visible at 1086 cm−1. These peaks are much less intense in the spectra
at 600°C (intensity×2). The fluorescence background and noise are also less important.
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less intensity, in the samples heated at 600°C. It is
evident that the decrease of the fluorescence back-
ground suggests the organic origin of this process.

At 800°C, all the samples studied present a quite
simple FT-Raman spectrum whose most intense
feature is a poorly resolved doublet with compo-

Fig. 4. (Continued)
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nents at 745 (shoulder) and 776 cm−1. This band
can be assigned to the symmetric stretching of the
Si–O–Si group in the tetrahedral layer of the
phyllosilicates [11]. An Al-for-Si substitution
could be responsible for the lower wavenumber
component [12]. At 900°C, a strong decrease of
the integrated band intensity accompanied by a
relevant enlargement of that feature are detected
in the FT-Raman spectrum of the sample SC2.
Similar, although less pronounced, effects are evi-
dent in the spectrum of the sample SC1. The
sample SC3, however, maintains the structure of
the doublet relatively intact, furthermore showing
two well-resolved new features at 991 and 1108
cm−1, which could be attributed to the high
temperature phase of the feldspar albite [5] (ideal
stoichiometry: NaAlSi3O8). In contrast. the mini-
mal differences observed in the X-ray diffraction
patterns corresponding to the same samples fired
at 800 and 900°C must be pointed out. Intensity
decrease and enlargement of the same doublet are
evident in the FT-Raman spectra of the samples
fired at 1000°C. In fact, the Raman signal corre-
sponding to the sample SC2 has almost vanished
at this temperature. Finally, in the FT-Raman
spectra of the samples fired at 1100°C the vibra-
tional bands are hardly discernible from the noisy
background in the samples SC1 and SC2, and are
very weak in the sample SC3.

The weakening of the Raman signal that ac-
companies the loss of short-range order in this
type of material is well-documented [11]. In the
samples studied, the modifications in the tetrahe-
dral layer of the phyllosilicates provoked by the
firing process seem to promote the weakening in
intensity and later disappearance of the observed
vibrational bands. This can be explained by the
loss of short-range order that precedes the vitrifi-
cation process. Thus, Raman spectroscopy is able
to detect the local order loss earlier than X-ray
diffraction, as has already been demonstrated in
other solid systems [6]. The persistence of the

Raman signal observed in the sample SC3 can be
explained by considering its higher content in
Ca2+ ion arising from the corresponding carbon-
ates (calcite and calcic dolomite) which decom-
posed at 600–700°C, giving rise to highly reactive
calcium oxide. Formation of non-amorphous
phases such as gehlenite (Ca2Al2SiO7), whose
characteristic diffraction peaks are observable in
the corresponding diffraction pattern, could ex-
plain the persistence of the Si–O–Si symmetric
stretching Raman signal in the spectrum of the
sample SC3.
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Abstract

Poly(ethylene glycols) (PEG) are the major metabolites of non-ionic surfactants (NS). Chains of PEG may be
shortened due to further biodegradation. The separate determination of short- and long-chained PEG (SC- and
LC-PEG) may be useful to control the biodegradation of NS and PEG. A scheme for the separation of a whole
mixture of PEG into SC- and LC-fractions and their subsequent determination is developed. A sequential extraction
of a water sample with n-hexane and ethyl acetate is used to separate NS and other interferents as well as
dichloromethane and chloroform for the separation of PEG into LC- and SC-fractions. The indirect tensammetric
technique (ITT) is used for the final quantification of PEG into separated fractions as well as for the control of every
separation step. The boundary between fractions is not sharp due to the similarity of the properties of neighbouring
homologues which may be approximately 15 oxyethylene subunits. The developed scheme is successfully used for the
separation into fractions of PEG from river water and raw and treated sewage. An initial separation of PEG from
these samples by extraction with chloroform is carried out. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Non-ionic surfactants; Poly(ethylene glycols); Tensammetry; Extraction

1. Introduction

Poly(ethylene glycols) (PEG) are a major by-
product of the biodegradation of ethoxylates—
the dominating group of non-ionic surfactants
(NS). The most probable pathway for ethoxylates
is central fission [1], as may be seen in the reaction
given in the example of oxyethylated alcohols:

enzyme
n

CH3−CH2− (CH2)n−CH2−O−CH2−CH2−
(O−CH2−CH2)m−OH

n
CH3−CH2− (CH2)n−CH2−OH +

HO−CH2−CH2− (O−CH2−CH2)m−OH

in which PEG are formed together with free fatty
alcohol. Industrial applications of PEG, mainly in
the textile industry and in cosmetic formulations,

* Corresponding author. Tel.: +4861-8782-786; fax: +
4861-8782-571.

E-mail address: lukasz@et.put.poznan.pl (Z. Lukaszewski)
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is an additional source of PEG in the aquatic
environment. Chains of PEG may be shortened due
to further biodegradation in sewage treatment or in
surface water. This shortening may occur both by
a split in terminal ethylene glycols as well as by
random fragmentation of longer PEG molecules
into shorter PEG. The more intensive the PEG
biodegradation, the higher the concentration of
short-chained PEG (SC-PEG). Therefore a sepa-
rate determination of SC- and long-chained PEG

(LC-PEG) may be useful in the control of the
biodegradation of ethoxylates and PEG. However,
this analytical task is as yet unresolved.

The aim of this work was to develop a scheme
for the separation of a whole mixture of PEG into
SC- and LC-fractions and their subsequent deter-
mination. PEG of molecular weight (MW) within
the range of 150–1000 were investigated. PEG
longer than 23 oxyethylene subunits (MW ap-
proximately 1000) are unlikely to be the metabo-

Table 1
Liquid–liquid extraction of triethyleneglycol (E3), PEG 400, PEG 600 and PEG 1000 into dichloromethane and chloroforma

PEG 400 PEG 600E3 PEG 1000

22.313.2No. oxyethylene subunits 3 8.7

Dichloromethane
2/1005/100 2/10010/100Ratio of phases (ml/ml)

Found in (mg):
280850930930Water phase
820180Organic phase 40 120

11001040Total 970 1050
0.39 2.8 10.5Extraction coefficient 145

Chloroform
1.6/100.4 5/100Ratio of phases (ml/ml) 5/100 5/100

Found in (mg):
830 794930bWater phase 910 90
180 278915b 880120Organic phase

1030 1010 1072935b 970Total
4902291.3b4.31.3Extraction coefficient

a Water phase: 100 g l−1 of sodium chloride. Spike of E3 or PEG: 1000 mg.
b n=7.

Table 2
The influence of sodium chloride concentration on the extraction of triethyleneglycol (E3) into chloroforma

Sodium chloride concentration (g l−1) Found (mg) Extraction coefficient

Organic phase TotalWater phase

1050 0.800 970 80
85 102550 940 0.90

1.3120 1030910100
200 1040150 2.3840

4.4990300690200
450 990250 540 8.4
610 1030300 420 15

a Spike of E3: 1000 mg.



K. Tomaszewski et al. / Talanta 50 (1999) 299–306 301

Table 3
A recovery of 50 mg spike of Marlipal 1618/25, PEG 600, PEG 1000 and triethyleneglycol in sequential extraction with n-hexane,
ethyl acetate, dichloromethane and chloroform (n=5)

Fraction-solventSurfactant or PEG Found [mg] Confidence interval [mg]

Marlipal 1618/25 4.2Ethyl acetate 48.9
1.5Dichloromethane

Chloroform 0.3
Total 50.7

Ethyl acetatePEG 1000 0.3
6.543.4Dichloromethane

Chloroform 8.5 2.7
Total 52.2

Ethyl acetatePEG 600 0.6
Dichloromethane 24.6 3.5
Chloroform 26.2 4.0
Total 51.4

0.3Triethyleneglycol Ethyl acetate
2.0Dichloromethane

Chloroform 48.3 2.9
50.6Total

lites of ethoxylates. The presence of non-biode-
graded NS as possible interferents in the analysed
samples should be taken into account. Oxyethy-
lated alcohol Marlipal 1618/25 was used as a
representative of this group in the study.

Sequential liquid–liquid extraction was selected
as a possible means of resolving the problem. The
separation of NS and PEG may be achieved by
sequential extraction of the water sample with
ethyl acetate to separate NS and then with chloro-
form for the extraction of PEG [2,3]. The possible
use of dichloromethane and chloroform for the
separation of PEG from water samples was pre-
liminarily reported [3]. However, a further separa-
tion of PEG into fractions is as yet unreported in
the literature.

The indirect tensammetric technique (ITT) was
used for the final quantification of PEG into
separated fractions as well as for the control of
every separation step. This electroanalytical tech-
nique was developed for the determination of
electroinactive NS [4,5]. The lowering of the ten-
sammetric peak of the monitoring substance-ethyl
acetate is the analytical signal in the ITT. PEG
can also be determined by ITT [3], though signals

of SC-PEG are relatively weak compared to LC-
PEG or NS.

2. Experimental

2.1. Apparatus and reagents

A Radelkis OH-105 polarograph and an ECO
Chemie General Purpose Electroanalytical System
mAUTOLAB were alternatively used for tensam-
metric measurements. A standard mode of mea-

Table 4
Recovery and precision of separation of a synthetic mixture of
non-ionic surfactants (50 mg Triton X-45 and 50 mg Marlipal
1618/25) and PEGs (50 mg PEG 1000 and 50 mg triethylenegly-
col) into fractions by sequential extraction with n-hexane,
ethyl acetate, dichloromethane and chloroform (n=5)

Fraction Found (mg) S.D. (mg) R.S.D. (%)

51.192.6Ethyl acetate 2.1 4.1
Dichloromethane 46.092.7 2.2 4.8
Chloroform 5.63.257.594.0
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Fig. 1. Outline for sequential extraction of the mixture of
non-ionic surfactants (NS) and poly(ethylene glycols) (PEGs).

changes were adopted to prevent adsorptive loss
of surfactant [6]. All potentials cited are against
the saturated calomel electrode.

Triton X-45 and Triton X-100 (both Rohm and
Haas), Marlipal 1618/25 (Hüls), PEG 400, PEG
600, PEG 1000 (all Karl Roth), and triethyleneg-
lycol (Fluka) were used without additional purifi-
cation. Methanol and sodium chloride of Analar
grade were also used.

Purified sodium sulphate was used for the
preparation of the aqueous base electrolytes. All
solutions were prepared in water triply distilled
from a quartz apparatus using only freshly dis-
tilled water.

Freshly distilled dichloromethane, ethyl acetate,
n-hexane and chloroform were used.

2.2. Procedures

2.2.1. Single liquid– liquid extraction
Water and organic phases (dichloromethane,

chloroform, ethyl acetate, n-hexane) were prelimi-
narily mutually saturated. Spikes of PEG or Mar-
lipal 1618/25 were introduced into water phase.
Usually 5 min shaking with 15 min quiescent
periods were applied. PEG or Marlipal 1618/25
were determined both in water and organic
phases, as in Sections 2.2.2 and 2.2.3, respectively.

2.2.2. Determination of PEG or Marlipal 1618/25
in water phase

An aliquot of water phase was transferred into
a quartz beaker. A stream of nitrogen was passed
through the sample for 15 min to remove the
dissolved organic solvent. The sample was trans-
ferred into a 25 ml volumetric flask. 12.5 ml of 1
M aqueous sodium sulphate and a precisely mea-
sured 1.50 ml of ethyl acetate were added and the
flask filled to the mark with water. The mixture
was vigorously shaken and transferred into the
voltammetric cell. The mixture was stirred (ap-
proximately for 10 min in an open cell) to evapo-
rate excessive ethyl acetate until droplets and
turbidity disappeared. A saturated solution of
ethyl acetate was prepared in this manner. The
droplets of excess ethyl acetate can extract surfac-
tants and cause their loss. Therefore this excess
should be removed, as evidenced by the disap-
pearance of turbidity or droplets. After a quies-

Fig. 2. The results of screening long-chained poly(ethylene
glycols) (LC-PEG), short-chained PEG (SC-PEG) and total
concentration of PEG (Total PEG) in the River Warta (Poz-
nan, Poland).

surement (without phase sensitivity), a frequency
of 60 Hz, a superimposed alternating voltage am-
plitude of 2 mV and a scan voltage rate of 400
mV min−1, were applied. Controlled-temperature
HMDE equipment (Radiometer) was used having
an additional platinum wire auxiliary electrode. A
quartz beaker instead of a glass beaker was used.
A ceramic frit on the end of a salt bridge was
protected by a short polyethylene tube; both these
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cent period (30 s) the tensammetric curve of ethyl
acetate was recorded in the cathodic direction
using a new mercury drop and starting from
−1.20 V (vs SCE). The difference between the
peak height of ethyl acetate (recorded in a
separate measurement) and the peak height of
ethyl acetate in the presence of NS was the analyt-
ical signal. The results were quantified using a
calibration curve of the investigated PEG or sur-
factant.

2.2.3. Determination of PEG or Marlipal 1618/25
in organic phase

An aliquot of organic phase was transferred
into a quartz beaker and evaporated with gentle
heating. The residue was dissolved in a precisely
measured 1.50 ml of ethyl acetate and transferred
into a 25 ml volumetric flask. A total of 12.5 ml
of 1 M aqueous sodium sulphate was added and
the flask filled to the mark with water.

The rest of the procedure was performed as in
Section 2.2.2.

2.2.4. Initial separation of PEG from surface
water samples

River water (800 ml) was sampled and pre-
served with 1% formaline. The sample was trans-
ferred into a 1000 ml separation funnel and 280 g
of sodium chloride was dissolved into the sample.
This stage required 90–120 min for the salt to be
completely dissolved. Chloroform (40 ml) was
added and extraction performed. After separation
of phases the extraction was repeated twice with
two 30 ml portions of chloroform. The joint
extracts were collected in a 100 ml volumetric
flask and the flask filled to the mark with
chloroform.

2.2.5. Initial separation of PEG from raw
and treated sewage samples

A 100 ml raw or treated sewage sample was
taken and preserved with 5% formaline. The sam-
ple was transferred into a 250 ml separation fun-
nel and 35 g of sodium chloride was dissolved into
the sample. Chloroform (20 ml) was added and
extraction performed. After separation of phases
the extraction was repeated four times with 20 ml
portions of chloroform. The joint extracts were
collected in a 100 ml volumetric flask and the
flask filled to the mark with chloroform.

2.2.6. Remo6al of NS and separation of PEG into
fractions by a sequential liquid– liquid extraction

A chloroform extract of surface water (made as
in Section 2.2.4) or sewage (made as in Section
2.2.5) was evaporated with gentle heating. The
residue was leached with five 20 ml portions of
water which were then transferred into a 250 ml
separation funnel. Sodium chloride (1 g) was
added and dissolved. The solution was twice ex-
tracted with 10 ml portions of n-hexane. The
n-hexane solution was discarded and the water
phase used in the further procedure.

Sodium chloride (10 g) was added to the water
phase and dissolved. The solution was twice ex-
tracted with 15 and 10 ml portions of ethyl ac-
etate, respectively. The organic phase, which
contained NS, was used for their determination,
while the water phase, which contained PEG, was
used in the further procedure.

The water phase was twice extracted with 5 ml
portions of dichloromethane. The joint extracts
were collected in a 25 ml volumetric flask and the
flask filled to the mark with dichloromethane
(LC-PEG fraction). Sodium chloride (25 g) was

Table 5
Screening of long-and short-chained PEG (LC- and SC-PEG) in three sewage treatment plants (STP) (mg l−1)

STP Raw sewage Treated sewage

Total PEG Long-chainedLong-chained Total PEGShort-chained PEGShort-chained PEG
PEG PEG

204 537333Goluchow 821635 186
1066 365 1430Hohland 1795542 524
2560 240 945Biedrusko 1250 11851310
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added to the water phase and dissolved. The
solution was thrice extracted with 20, 15 and 15 ml
portions of chloroform, respectively. The joint
extracts were collected in a 50 ml volumetric flask
and the flask filled to the mark with chloroform
(SC-PEG fraction).

An aliquot of dichloromethane fraction or chlo-
roform fraction was transferred into a quartz
beaker and evaporated with gentle heating. The
residue was dissolved in a precisely measured 1.50
ml of ethyl acetate and transferred into a 25 ml
volumetric flask. The rest of the procedure was
performed as in Section 2.2.3.

The results were quantified using a calibration
curve of PEG 1000 in the case of the
dichloromethane fraction or triethyleneglycol in
the case of the chloroform fraction.

3. Results and discussion

3.1. Extraction of single PEG

A series of extractive experiments were per-
formed in order to measure the partition of PEG
of different MW, between water on the one hand
and dichloromethane or chloroform on the other.
Polydispersal PEG 400, PEG 600, PEG 1000 and
homogeneous triethyleneglycol (E3) were investi-
gated. The water phase was sodium chloride solu-
tion with a concentration of 100 g l−1. PEG (1000
mg) was introduced into the water phase. The ratio
of phases varied from 1.6:100.4 to 10:100. The
extraction was performed as in Section 2.2.1 and
the determination of PEG in the water and organic
phases—as in Sections 2.2.2 and 2.2.3, respectively.
The extraction coefficient was calculated by divid-
ing concentrations in the organic and water phases.
The results are shown in Table 1. The majority of
results represent an average of two to three mea-
surements, apart from the case of the extraction of
PEG 600 with chloroform, where seven separate
measurements were performed. Two conclusions
may be drawn: the higher the MW, the better the
extraction; the extraction coefficients for chloro-
form are higher than those for dichloromethane. In
a single extraction almost 75% of PEG 1000 is

extracted with dichloromethane, while only several
percent of E3 is extracted.

In order to find better extraction conditions for
E3, a series of experiments was carried out with
varied concentrations of sodium chloride in the
water phase. The extraction was carried out as in
Section 2.2.1 and the determination of E3 in the
water and dichloromethane as in Sections 2.2.2 and
2.2.3, respectively. The average results of two to
three measurements are shown in Table 2. The
conclusion is that the best conditions for E3 sepa-
ration may be achieved at a maximum concentra-
tion of sodium chloride. The conclusions drawn on
the basis of Tables 1 and 2 were applied in the
further experiments.

3.2. Sequential extraction of a mixture of NS
and PEG

The idea of the sequential extraction of a mixture
of NS and PEG by n-hexane, ethyl acetate,
dichloromethane and chloroform was based on the
previous series as well as on the literature. The
extraction with n-hexane was expected to remove
the most hydrophobic substances (free fatty alco-
hols, ethoxylates with very short oxyethylene
chains, etc.). The next step—the extraction with
ethyl acetate was expected to ensure the removal of
NS. Only PEG was expected to remain in the water
phase after the first two steps. The sequential
extraction with dichloromethane and chloroform
was expected to divide PEG into two fractions: LC
and SC, respectively. In order to check this concep-
tion the behaviour of Marlipal 1618/25 and PEG
1000, PEG 600 and E3 was investigated under
conditions of sequential extraction. Marlipal 1618/
25 here represents the NS group. Fifty mg spikes of
the NS or PEG were treated as in Section 2.2.6.
n-Hexane extraction was applied as a preliminary
treatment and the extracts discarded. Ethyl acetate,
dichloromethane and chloroform extracts were
treated as separate fractions. The results are given
in Table 3. Marlipal 1618/25 passes almost com-
pletely into the ethyl acetate fraction. Above 85%
of PEG 1000 passes into the dichloromethane
fraction, though only approximately 50% of PEG
600. However, triethyleneglycol almost completely
passes into the chloroform fraction. The results for
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PEG 600 and PEG 1000 reflect the polydispersal
nature of these PEG: longer components pass into
the dichloromethane fraction while shorter ones
remain in the water phase and are then extracted
by chloroform. It would be important to fix the
boundary length of PEG passing into dichloro-
methane during the sequential extraction. Unfor-
tunately this is not realistic at present because of
a lack of homogeneous PEG, though it may even-
tually be resolved, when homogeneous PEG will
be available. However, this boundary cannot be
sharp due to the similarity of the properties of
neighbouring homologues and may be approxi-
mately 15 oxyethylene subunits.

In order to check the recovery and precision of
separation by the proposed sequential extraction,
a synthetic mixture of two NS and two PEG was
treated according to the procedure. Fifty mg Tri-
ton X-45, Marlipal 1618/25, PEG 1000 and E3

were spiked into water and separated by sequen-
tial extraction with n-hexane, ethyl acetate,
dichloromethane and chloroform, as in Section
2.2.6. The Triton X-45 spike represented the
group of highly hydrophobic surfactants, while
Marlipal 1618/25 represented typical NS. The n-
hexane fraction was discarded without determina-
tion. The results are shown in Table 4. The
removal of Marlipal 1618/25 was satisfactory. The
recovery of PEG 1000 was not complete (92%)
and therefore the chloroform fraction contained
more than a 50 mg spike of E3. The precision of
the determination was satisfactory.

3.3. Separation into fractions and the
determination of PEG from en6ironmental
samples

3.3.1. Ri6er water
The developed procedure was used for the de-

termination of LC- and SC-PEG in river water.
Water was sampled from the River Warta in
Poznan, Poland over the period January–October
1997. An outline of the full procedure is shown in
Fig. 1. The first step of the procedure was the
initial separation of PEG from the river water
sample, as in Section 2.2.4, and then sequential
extraction was performed, as in Section 2.2.6. The
results of the screening of LC- and SC-PEG in the

River Warta are given in Fig. 2. A relatively high
total concentration of PEG was observed over the
whole period of screening. The ratio of LC- and
SC-PEG varied greatly and seems to have a sea-
sonal nature: lower concentrations of SC-PEG
over the winter season and a higher level during
the summer period.

Precision of determination was estimated for
one of the water samples as well as the results for
NS (ethyl acetate fraction). The precision of mea-
surements was 7.1% for NS (ethyl acetate frac-
tion), 6.8% for LC-PEG (dichloromethane
fraction) and 10.5% for SC-PEG (chloroform
fraction) at a concentration of 55.895.0, 36.09
3.0 and 26.393.5 mg l−1, respectively. This preci-
sion is satisfactory and typical for a trace level of
concentration.

3.3.2. Raw and biologically treated sewage
Raw and biologically treated sewage from three

sewage treatment plants (STPs) in the Poznan
region (Poland) were processed as in Fig. 1. The
first step was performed as in Section 2.2.5, and
then as in Section 2.2.6. The results of these
screenings are given in Table 5. A high level of
PEG in treated sewage was observed. The ratio of
LC- and SC-PEG changed dramatically during
sewage treatment to the advantage of SC-PEG.
However, these observations cannot be gener-
alised. The aim of this part of the study was not
to consider river water or STPs but the feasibility
of the developed procedure in relation to the
environmental samples, as well as to demonstrate
the utility of the procedure in environmental stud-
ies.

Acknowledgements

This work was supported by Poznan University
of Technology (Grant No. BW 31-541/98).

References

[1] R.D. Swisher, Surfactant Biodegradation, 2nd edition, Re-
vised and Expanded, Marcel Dekker, Basel, New York,
1987..



K. Tomaszewski et al. / Talanta 50 (1999) 299–306306
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Abstract

In this work, a reliable method is described for speciation of soluble inorganic selenium ions, Se(IV) and Se(VI),
which combines an uptake process by using living bacterial cells and electrothermal atomic absorption spectrometry
(ETAAS). A selective retention of either Se(IV) or Se(IV) plus Se(VI) can be carried out by using the uptake system
made up of either Pseudomonas putida or Escherichia coli strains cultivated in a culture medium based on glucose (P.
putida) and glucose plus dipotassium phosphate (E. coli ) mixed together with the original sample solution containing
the selenium species. Discrimination between inorganic selenium species is possible by combining the optimization of
the bacterial cell, the growth conditions and the relative rates of their retention from the sample. In the general
procedure, an equilibrium between the analyte in the solution and the uptake system is allowed to be established, and
then the concentration of selenium is determined directly in the biomass by slurry sampling ETAAS. Nonetheless, a
theoretical model is proposed to describe the retention process by the living bacterial cells, which also provides a
feasible quantification of the extraction process before the adsorption equilibrium is reached and whenever the
agitation conditions and the sampling time are under control. The detection limits for the inorganic selenium species
at the best retention conditions are of 5.7 ng Se(IV) ml−1 for P. putida and 6.1 ng Se(IV) ml−1 and 6.3 ng Se(VI)
ml−1 for E. coli. The relative standard deviations of the adsorption/determination process are 2.9–6.3%. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Speciation; Electrothermal atomic absorption spectrometry; Inorganic selenium species; Living bacterial cells; Slurry
sampling; Environmental analysis

1. Introduction

The relationship between the types of selenium
species and its toxicological and nutritional im-
portance has stimulated much research into the
possibility of speciation of this element in biologi-
cal and environmental samples [1]. In the majority
of the environmental matrices, such as natural
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water and fly ash, selenium is usually present as
selenite, Se(IV), and selenate, Se(VI), because
these oxidation states are the most environmen-
tally mobile and geochemically important forms
of this element. For this reason, most of the
studies carried out so far on selenium speciation
deal with these species.

Selenium species have occasionally been deter-
mined by making use of a few of its biological
properties [2]; however, spectrometric techniques
have been most often employed for speciation
studies [3–17]. Among them, atomic absorption
spectrometry (AAS) (flame AAS (FAAS) [3],
quartz cuvette (QC) AAS [4–10]), atomic fluores-
cence [6,8], atomic emission (such as inductively
coupled plasma atomic emission spectrometry
(ICP-AES) [10,11]) and inductively coupled
plasma mass spectrometry (ICP-MS) [10,12–16]
have been largely employed. Nevertheless, elec-
trothermal (ET) AAS has proved to be a very
sensitive analytical tool for the determination of
this metaloid [17]. Some important problems
derived from both losses (due to vaporization at
temperatures prior to atomization [18]) and inter-
ferences (spectral [19] and/or chemical [20]) have
been successfully overcome, by using the chemical
modifier approach joined together with the back-
ground corrections systems and/or separation/pre-
concentration procedures.

The thermal stabilization of selenium in a
graphite atomizer is achieved by using a chemical
modifier [21–26], palladium being the most gener-
ally accepted material [24–29]. Chemical modifi-
cation with palladium is mainly carried out in
combination with a reducing agent [30] in order to
homogenize all the physico–chemical forms of
palladium present in solution by transforming
them into palladium metal. This elemental palla-
dium seems to be the most effective form of this
chemical modifier.

The chromatographic separation methods have
been largely used for speciation of selenium. Hy-
phenated techniques using ion chromatography
[4,12], ion-interchange resins [5] and mainly high
performance liquid chromatography (HPLC)
[3,8,10,13,14,16] have been the most popular,
while flow injection (FI) systems [6,7,9] have also
been recently incorporated in the analysis of these

selenium species. However, alternative separation
methods, such as solvent or solid extraction pro-
cedures, seem to be more versatile and cheaper.
Solid extraction using biological systems have re-
ceived increasing interest [31,32], bacteria being
some of the most recently used in the analytical
applications. Thus, Escherichia coli (K-235) and
Pseudomonas putida bacteria (living or dead) have
proved to be very useful for the preconcentration
of metals [33–36] and metalloids [36,37]. Recent
research works also include speciation studies of
inorganic [38,39] and organometalloid [40–42]
species. The new capability of these biological
systems for speciation studies frequently requires
special attention to an increased selectivity of the
uptake process. Increased selectivity of the bacte-
rial cells can be achieved by modifying the com-
position of their outer membrane by an adequate
selection of those variables affecting the growth of
these living bacterial cells.

In this work, these parameters are optimized in
order to increase the selectivity of the two living
bacterial cells (E. coli and P. putida) used for
speciation and preconcentration of Se(IV) and
Se(VI). Then, selenium is determined by slurry
sampling ETAAS after the addition of palladium
as a chemical modifier. In order to test the preci-
sion and accuracy of the developed method, two
National Institute of Standards and Technology
(NIST) Standard Reference Materials were used.

2. Experimental

2.1. Apparatus and measurements

A Thermo Jarrel Ash atomic-absorption spec-
trophotometer (SH 11) equipped with a heated
graphite atomizer (Model CTF-188), and the
Smith–Hieftje background correction system were
used for the measurements. The operating
parameters used were as follows: wavelength,
196.0 nm; the selenium hollow cathode lamp,
Visimax II, was used under the recommended
conditions; slitwidth, 1 nm. Standard pyrolytic
graphite-coated graphite cylindrical tubes were
used. Argon (99.995% purity) served as the purge
gas. The temperature program used is shown in
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Table 1. The volume (10 ml) of the solution was
manually injected into the atomizer at 150°C by
using a syringe. At least, three replicate determi-
nations based on the integrated absorbances were
used for each measurement. An Epson 118
recorder was used.

A Mettler AE 240 semimicro analytical balance
(sensitivity90.01 mg) was used for weighing the
samples. The slurry was maintained during sam-
ple introduction into the atomizer using a Bran-
sonic sonicator (model B-5). A pH-meter (Crison
model Digit 505) was used to measure the acidity
of the aqueous phase.

2.2. Reagents and materials

Selenium stock solutions (1000 mg ml−1 Se)
were prepared by dissolving a suitable amount of
each of the following compounds: selenium(IV)
dioxide and sodium selenate(VI), in an appropri-
ate volume of demineralized water. Working solu-
tions were prepared by the appropriate dilution of
the stock solutions immediately prior to their use.
The stock solutions of interfering elements were
prepared from pure nitrate or chloride salts, or as
otherwise noted. The bacterial cells used were E.
coli and P. putida. The nutritive solutions were
standard growth media, such as tryptic soy agar
(TSA) medium constituted by tryptic casein bios
D (37.5% m/m), soy peptone (12.5% m/m),
sodium chloride (12.5% m/m) and agar bios LL
(37.5% m/m); and tryptic soy broth (TSB)
medium constituted by tryptic casein bios D
(56.7% m/m), soy peptone (10% m/m), sodium
chloride (16.7% m/m) dipotassium phosphate
(8.3% m/m) and glucose (8.3% m/m); as well as
poor growth media like glucose; sodium chloride;

and/or sodium phosphate. All of the chemicals
used in this study were of analytical reagent
grade. Distilled, deionized water was used for the
preparation of the samples and standards. The
TSA growth medium and the selenium com-
pounds were obtained from Merck and the TSB
growth medium was from Biolife. The analytical
possibilities and spiked studies were tested by
analyzing the National Institute of Standards and
Technology (NIST) Standard Reference Material
(SRM), SRM 1643c Trace Elements in Water and
SRM 1633a Coal Fly Ash. The solid sample,
NIST SRM 1633a coal fly ash, was dissolved
using a mixture of hydrofluoric acid, sulfuric acid,
nitric acid, hydrochloric acid and hydrogen perox-
ide, as recommended elsewere [43].

2.3. Procedures

Bacterial cells were first cultured in a solid
medium TSA, (40 g l−1) (pH 7.590.2), harvested
after 1 day and stored at 4°C until use. This
constituted the bacterial reservoir. The tempera-
ture used in each cultivation stage was always of
37 (E. coli ) and 30°C (P. putida). Sterilization was
made by autoclaving at 120°C.

In the procedure used for speciation, the living
bacterial cells were cultivated for 18 h under
continuous stirring (200 rev min−1) in an ade-
quate growth medium volume of 25 ml with the
selenium species (pH 7.590.2). The seeding den-
sity of the bacterial cells suspension initially
present in each flask was controlled by adding
water as necessary in order to obtain the same
optical density measured at l=600 nm. Then,
after taking off the Se-biomass solid phase by
centrifugation, the slurry was treated with 4 ml of

Table 1
Temperature programme conditions

Dry Pyrolysis 1Parameter Pyrolysis 2 Atomization Cleaning

1500 2500700400150Temperature (°C)
–Ramp time (s) 2 1020 0

4Hold time (s) 00 0 0
Low HighFlow, position OffMediumMedium

–2.2–––Read on (s)
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Fig. 1. A comparative response of Escherichia coli (C, D) and Pseudomonas putida (E, F) for the retention of Se(IV) (50 ng ml−1)
(C, E) and Se(VI) (50 ng ml−1) (D, F) using four growth media. (1, tryptic soy broth (TSB); 2, glucose; 3, glucose plus dipotassium
phosphate; 4, glucose+dipotassium phosphate+sodium chloride.)

a 200 mg ml−1 Pd acidic (nitric) solution. Main-
taining this slurry by sonication the amount of
selenium was determined by slurry sampling
ETAAS.

The concentration of selenium in the sample
can be evaluated from a calibration graph pre-
pared by treating selenium (Se(IV) and Se(VI))
standards in the same way as samples via bacte-
rial preconcentration.

3. Results and discussion

3.1. Selection of the uptake system

The optimization of the uptake system requires
an adequate selection of the living bacterial cell
(type and seeding density) as well as the growth
medium (type and amount). A cross-study using
two bacterial cells (E. coli and P. putida) was
carried out with different types of growth media
in order to obtain the highest Se ETAAS signal

(integrated absorbance). Thus, the optimized
growth medium for E. coli and P. putida to re-
cover Se(IV) (50 ng ml−1) and/or Se(VI) (50 ng
ml−1), was selected by comparing the largest inte-
grated absorbance of selenium obtained using var-
ious concentrations of the following growth
media: (a) TSB, (b) glucose+K2HPO4+NaCl,
(c) glucose+K2HPO4, and (d) glucose. A total of
25 ml of a growth medium was used, containing
2.25 g TSB, 0.1875 g glucose, 0.1875 g K2HPO4

and 0.375 g NaCl each one. As shown in Fig. 1,
the best results for the quantitative retention of
the Se(IV) ions were found to be for the P. putida
bacterium and using a growth medium based on
glucose. On the other hand, the best way to
separate Se(IV) and Se(VI) simultaneously was
found for E. coli using a growth medium based on
glucose plus dipotassium phosphate. The uptake
capability of these bacterial cells has changed with
the composition of the growth medium, in such a
way that some selenium ions are not retained even
for much higher concentrations. Thus, in Fig. 2
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the retention response of the inorganic selenium
species can be found using a TSB growth medium
for different concentrations of the Se(IV) and
Se(VI) ions, varying from 0 to 1000 ng ml−1.
Changes in the uptake capability of the bacterial
cells for the Se species using different culture
media are the results of variations in the outer
membrane composition, where the number and
type of functional groups are modified.

The effect of the amount of glucose was studied
for each of the Se species (Fig. 3). From the
inserted figure of Fig. 3, which represents the

difference values between the lines A and B of this
figure, the optimum amount of glucose 0.5 g l−1

for the uptake of Se(IV) by P. putida and 3.0 g
l−1 for the uptake of Se(IV) and Se(VI) by E. coli
can be derived.

The amount of cells initially seeded in the cul-
ture medium can also strongly affect the percent-
age of uptake. The results obtained for the
selenium species studied are shown in Fig. 4. It
can be seen that the optimum seeding density
differs for each bacterial cell and for the Se com-
pound. The values of 0.2 and 0.9 for the optical

Fig. 2. A comparative response of Escherichia coli (B, D) and Pseudomonas putida (A, C) for the retention of different concentrations
of Se(IV) (A, B) and Se(VI) (C, D) using tryptic soy broth (TSB) as a growth medium.
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Fig. 3. Effect of the glucose concentration upon the retention of 50 ng ml−1 Se(IV) by the Pseudomonas putida bacterium (A) and
Se(IV) or Se(VI) by the Escherichia coli bacterium (B) (measured as integrated absorbance of selenium from a Se-biomass slurry).

densities were selected as the optimum seeding
densities of the bacterial cells P. putida and E.
coli, respectively.

A way of distinguishing between Se(IV) and
Se(VI) can be based on the fact that the P. putida
bacterium can uptake quantitatively the Se(IV)
ions but not Se(VI), while using the E. coli bac-
terium and a growth medium based on the mix-
ture of glucose plus phosphate, a quantitative
retention of the mixture of Se(IV) and Se(VI) is
achieved (Fig. 1). The following studies were car-
ried out in order to optimize the extraction system

and consequently to improve the analytical char-
acteristics of the uptake process.

3.2. Optimization of the uptake process

3.2.1. Uptake time
The effect of the uptake time for Se(IV) re-

tained by P. putida was derived. In the same way,
a similar study was carried out for Se(IV) and
Se(VI) with E. coli and the optimum results ob-
tained for both retention systems are shown in
Table 2. A comparison between the results ob-
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tained for the growth time of the bacterial cells
(Table 2), provides the conclusion that there is
good correlation between the time for the uptake
at equilibrium of Se(IV) and the time for the
maximum growth of the P. putida bacterium, but
not for the uptake time of Se(IV) and Se(VI) and
the growth time of E. coli. It can also be con-
cluded from the results of Table 2 that the reten-
tion of selenium by P. putida was prolonged until
the maximum time range for the cells grown.
However, for Se(IV) and Se(VI) (for E. coli ) this

uptake time finished much earlier than the maxi-
mum time of growth. It is also interesting to note
that the best uptake time for Se(IV) and Se(VI)
ends before the maximum growth time does. Se-
lecting optimum conditions for each of the sele-
nium species, it is possible to uptake selectively
one of them in the presence of the other.

3.2.2. Uptake percentages
The uptake percentage was deduced by com-

paring the integrated absorbances of selenium

Fig. 4. Effect of the seeding density (measured as absorbance of the solution of cells) on the retention of 50 ng ml−1 Se(IV) by
Pseudomonas putida (A) and 50 ng ml−1 Se(IV) (B) or Se(VI) (C) by Escherichia coli (B, C) (measured as integrated absorbance of
selenium from a Se-biomass slurry).
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Table 2
Minimum time for the highest growth of cells and the uptake
at equilibrium of Se(IV) and Se(VI)

Parameter Pseudomonas Escherichia coli
putida

Se(IV) Se(IV) Se(VI)

21Growth time (h) 2018
Uptake time (h) 18 3 4

cells. However, the amount of the bacterial cells
grown depends on the density of the initial
amount of cells seeded. So, a study of the influ-
ence of this parameter was carried out and a
linearly direct relationship between the seeding
density (x, absorbance of the solutions of cells) of
the bacterial cells and the amount of biomass (y,
mg) obtained was derived showing the following
straight line equation, y= (−0.30690.003)+
(12.68690.016)x with a correlation coefficient of
r=0.9999. Nonetheless, in the following studies
the seeding densities of the solution of cells rec-
ommended in the previous sections are used.

An additional question, which comes from the
use of the living bacterial cells as biosorbents, is
that the growth of the bacterial cells might be
affected by the concentration of selenium present
in the growth medium. Thus, the amount of
biomass decreases as the selenium concentration
in the culture medium increases (Fig. 5). This
negative effect on the growth process of the living
bacterial cells is only important for the larger
concentrations of selenium, while for concentra-
tions of Se below 100 ng ml−1 the growth process
of the living bacterial cells is not really affected
and the amount of biomass obtained is really
constant (6.090.5 mg).

3.2.3. Modelling of the uptake process
The uptake process was controlled by measur-

ing the selenium content in the biomass as a
function of the growth time. The results of the
ETAAS response to time was modelled by using
different mathematical expressions, fitting them
by using Marquardt nonlinear regression tech-
niques (MicroCal Origin™). Selecting the x2 and

from a Se-biomass pellet (P. putida or E. coli )
prepared after applying the uptake/growth pro-
cess with those derived from a Se-biomass ob-
tained by adding selenium to a biomass pellet
prepared by growing in the absence of selenium.
The results obtained are shown in Table 3.

The uptake percentage of the inorganic sele-
nium species was studied for various concentra-
tions of the analytes in the range of 0–100 ng
ml−1. The uptake percentage varies with the
amount of analyte present in the sample solution.
However, a different behaviour resulted for P.
putida with Se(IV) compared with the results for
E. coli for Se(IV) and Se(VI). For E. coli, the
percentage of retention increases with the amount
of analyte put in the sample solution; while the
retention percentage lowers with the analyte con-
centration for P. putida. This means that satura-
tion happens and consequently a small number of
ligands are responsible of the uptake process for
P. putida. It is obvious that the retention percent-
age increases with the amount of cells in the
sample solution and, consequently, it is more
interesting to find out the amount of the inorganic
selenium ions retained by the weight of bacterial

Table 3
Extraction percentages for 50 ng ml−1 of Se(IV) or Se(VI) in the original sample solution

Growth medium % Extraction

Se(IV)-Pseudomonas Se(VI)-Escherichia coliSe(IV)-Escherichia coli
putida

94.490.9Glucose 14.691.615.891.5
Glucose+dipotassium phosphate 93.191.472.291.1 92.791.0

90.591.1Glucose+dipotassium phosphate+sodium 91.191.248.592.3
chloride
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Fig. 5. Effect of the concentration of Se(IV) on the amount of biomass obtained after the growth stage of Pseudomonas putida.

the smallest relative error, shown by the values of
the variables derived, as two parameters for the
suitability of the fit of the models to the experi-
mental data, the following exponential equation

n=a(1−e−gt) (1)

relating the amount of analyte retained, n, at any
time, t, with the amount initially present in the
sample solution, a, (g is a constant) was found to
be the best theoretical model to fit the experimen-
tal data (measured as Se ETAAS signals) of the
uptake of Se(IV) and Se(VI) by the E. coli living

bacterial cells (Table 4). However, a sigmoidal
model provided an appreciably better fit to the
experimental data for the uptake of Se(IV) by P.
putida (Table 4). The retention rate model can be
considered to be a first order process, depending
directly on the amount of cells, Ccells, and the
amount of analyte, Mmetal, in solution,

dMm-b

dt
= −b Mm-sCcells (2)

where, Mm-b and Mm-s are the analyte bound to
biomass and in solution, respectively, b is a con-
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stant, and Ccells is the concentration of cells used
to uptake the analyte. Integrating Eq. (2) and
applying neperians, it is possible to derive the
following expression,

ln
Minitial

Mfinal

=bCcellst (3)

where, Minitial and Mfinal are the amounts of free
analyte before starting and at the end of the
uptake process, respectively. From Eq. (3) it is
possible to derive Eq. (1), from which the rela-
tionship between the two constants can be estab-
lished, g=bCcells. Eq. (3) confirms that the
retention percentage grows as the seeding density
of cells increases. The growth rate of cells (P.
putida and E. coli ) in the presence of either Se(IV)
or Se(VI) (measured as absorbance of a solution
of cells) was fitted in well to a sigmoidal model
(Table 4).

3.2.4. Uptake mechanism
A diffusion-controlled model, that is a two-step

process, can better describe the uptake of Se(IV)
and Se(VI) by E. coli because the experimental
uptake data (Table 4) are well fitted to a straight
line. For two-step kinetics, the surface binding
occurs quickly at first, and a pseudo equilibrium
with the bacteria surface seems to be attained.

The uptake of Se(IV) by the P. putida bacterial
cells seems to be fitted to one-step kinetics, be-
cause the experimental uptake data can be better
described by a sigmoidal function (Table 4). For
one-step kinetics, showing a non-parabolic diffu-
sional model, the uptake mechanism requires an
incubation period for as long as it depends on the
growth rate of cells.

The pH variations obtained during the growth
(and simultaneously the uptake) stage of the E.
coli bacterial cells in the absence and in the pres-
ence of Se(IV) and Se(VI) at two concentration
levels show that using E. coli the final pH is lower
than that of the initial pH (Table 5). On the other
hand, a final pH higher than that of the initial pH
was obtained using the P. putida bacterium in the

Table 4
Experimental parameter values found for the mathematical modelling of both the uptake (n= f(t)) of Se(IV) and Se(VI) and the
growth (R= f(t)) of the bacterial cells in the presence of either Se(IV) or Se(VI) with timea

ValuesParameters (U)Equation modelProcess Se species and bacterial cells

Se(IV)Uptake Sigmoidal A0 (s) 0.18490.008
(Pseudomonas putida) b 1.88290.328

0.11090.019n= f(t)
k (h−1)n=

A0

1+b e−kt
2.9×10−4x2

Exponential a (s)Se(IV) 0.17690.009
g (h−1)and 0.11390.018

5.8×10−4x2n(t)=a(1−e−gt)Se(VI)
(Escherichia coli )

Growth 0.69590.027A % (A)SigmoidalSe(IV)
(P. putida) b 1.19890.294

R= f(t) 0.15990.042
k (h−1)R=

A %

1+b e−kt
x2 5.5×10−3

Se(IV) Sigmoidal A % (A) 0.70690.042
2.59790.769band

Se(VI) 0.13790.029
r=

A %

1+b e−kt
k (h−1)

(E. coli ) x2 3.1×10−4

a n is the integrated absorbance of selenium and R is the absorbance of the solution of cells at any time (t, in h) of the uptake
of analyte and the growth process of the bacterial cells, respectively. A0 is the saturated integrated absorbance of selenium and A %
is the saturated absorbance of the solution of cells after saturation of the uptake of analyte and the growth process of the bacterial
cells, respectively. a (s), g (h−1), k (h−1) and b (dimensionless) are constants.
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Table 5
Variation of pH of the growth solutions without and with two concentrations of analyte

pHi pHfSelenium species DpH=pHfConcentration of Total moles of the ions in the Absolute amount of protons inter-Bacterial cells
analyte sample –pHi changed

5.35None 0.1Pseudomonas −1.16×10−60 0 5.25
Putida

0.95 −4.45×10−5Se(IV) 100 3.17×10−8 4.30 5.25
1.50 −1.37×10−45.353.151.27×10−7Se(IV) 400

4.30Escherichia coli −1.35 4.79×10−50 0 5.65None
Se(VI)a −0.85 6.08×10−5100 3.17×10−8 5.00 4.15

−0.85 7.65×10−51.27×10−7 4.05400Se(VI)a 4.90

a Similar results were obtained for Se(IV).
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absence and in the presence of Se(IV). The re-
sults from Table 5 suggest that the overall be-
haviour of both bacterial cells is very different,
supporting the existence of a different uptake
mechanism for each bacterium type. The pH
variations (Table 5), suggests that an ion inter-
change process (analyte/protons) could be behind
the uptake of the selenium ions, or at least, this
appears to be the case. The selenium ions, Se(VI)
and Se(IV), seems to be retained by E. coli better
than protons, because when the analyte ions are
retained by the bacterial cells, a desorption of
protons simultaneously occurs. As the variation
of pH assessed is different for each ion and the
amount of protons interchanged is much greater
than that derived by a stoichiometric relationship
(Table 5), it is possible to conclude that not only
the analyte/protons interchange process occurs
but other processes might also be implicated in
the retention of these ions. Conformational and
compositional changes in the membrane compo-
nents make it possible for other functional
groups to take part in the uptake process. Of
course, a more thorough study would be neces-
sary in order to better understand the interrela-
tionship between the uptake process and the
solution pH.

3.3. Speciation of Se(IV) and Se(VI)

The capability of these living bacterial cells for
speciation of Se(IV) and Se(VI) was carried out
by comparing the results obtained in the reten-
tion of one of the ions in the presence of the
other. Thus, the effect of Se(VI) upon the uptake
of 50 ng ml−1 of Se(IV) by P. putida was studied
for the concentration range of Se(VI) varying
between 0 and 2000 ng Se(IV) ml−1. The results
obtained are shown in Fig. 6 for three different
growth media. From these results, it may de-
duced that Se(IV) can be quantitatively separated
from Se(VI) using P. putida cultured in a growth
medium based on glucose. The calibration line
for Se(IV) is well fitted to the following straight
line, y= (0.0390.01)+ (4.1990.44)×10−4x
(r=0.99714), where y is the integrated ab-
sorbance of selenium and x is the concentration
of analyte in ng ml−1. This means the extraction

of Se(IV) by P. putida is not dependent upon the
presence of Se(VI). On the other hand, using the
E. coli bacterium it was possible to separate (rel-
ative errorB5%) Se(IV) and Se(VI) simulta-
neously with similar sensitivity. Hence, the
following straight lines were obtained for the re-
tention of Se(IV), y= (0.00590.003)+ (4.079
0.33)×10−4x, (r=0.99702), while for Se(VI)
was, y= (0.00790.001)+ (3.8990.38)×10−4x
(r=0.99949), and for a mixture of both selenium
ions, y= (0.00890.002)+ (4.0890.47)×10−4x
(r=0.99624). In conclusion, these results confirm
the possibility of speciation of Se(IV) and Se(VI)
by an adequate selection of the bacterial cell and
the growth medium.

3.4. Determination of Se(IV) and Se(VI) by
slurry ETAAS

The uptake process, adapted for speciation of
Se(IV) and/or Se(VI), was enlarged to develop a
procedure for the determination of Se(IV) and
Se(VI) by slurry sampling ETAAS. In this stage,
those factors affecting the atomic absorption sig-
nal of selenium were evaluated. These are the
slurry characteristics (the washing acid concentra-
tion, the washing time and the concentration of
slurry cells), interferences from other elements
and some instrumental parameters.

3.4.1. Slurry characteristics
Although, the Se-biomass pellet is introduced

into the graphite tube as slurry, atomic absorp-
tion signals for Se dependent upon the slurry pH
were found. So, different slurries were prepared
by treating the Se-biomass pellet with nitric acid
and sodium hydroxide solutions covering the pH
range from 1 to 10 in order to obtain the best
selenium atomic absorption signal. The best re-
sults (Fig. 7) were obtained using a nitric acid
solution of pH 5 as a washing solution. This
washing solution was used in all experiments.

The washing time over intervals of up to 10 h
(using the optimum nitric acid washing solution
every time) does not show a strong effect on the
atomic absorption signal of selenium (50 ng
ml−1) by ETAAS. Hence, a time interval of 10
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Fig. 6. (A) Speciation of Se(IV) in the presence of Se(VI) with Pseudomonas putida for three growth media (A, glucose; B,
glucose+dipotassium phosphate; C, glucose+dipotassium phosphate+sodium chloride) (1, 50 ng ml−1 Se(IV); 2, 50 ng ml−1

Se(VI); 3, 50 ng ml−1 Se(IV)+250 ng ml−1 Se(VI); 4, 50 ng ml−1 Se(IV)+500 ng ml−1 Se(VI); 5, 50 ng ml−1 Se(IV)+1000 ng
ml−1 Se(VI); 6, 50 ng ml−1 Se(IV)+2000 ng ml−1 Se(VI)). (B) Speciation of (Se(IV)+Se(VI)) with Escherichia coli. (E, Se(IV);
F, Se(VI); G, Se(IV)+Se(VI) simultaneously at the 1:1 ratio; H, Se(VI) together with a fixed concentration, 50 ng ml−1, of Se(IV);
I, Se(IV) together with a fixed concentration, 50 ng ml−1, of Se(VI)).
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Fig. 7. Effect of the slurry pH on the atomic absorption signal (integrated absorbances) of Se(IV)-Pseudomonas putida biomass and
Se(IV)- and Se(VI)-Escherichia coli biomass.

min was selected in all experiments. The possibil-
ity of determining Se in either the biomass pellet
by the slurry sampling or in the supernatant after
separation by centrifugation was also explored.
However, higher absorbances for Se were ob-
tained using the slurry sampling procedure, sug-
gesting the participation of the biomass on the
atomization of Se and/or that selenium is still
bound to the biomass. A similar behaviour pat-
tern for E. coli and P. putida was noted.

Although the selenium atomic absorbances
gradually increase with the density of the bacterial

cells in the slurry volume, a bacterium concentra-
tion of above 10 mg of cells ml−1 the atomic
absorption signal of selenium decreases. This is
probably due to the fact that the sample volume,
and, consequently, the amount of selenium intro-
duced into the graphite tube becomes lower as the
amount of biomass increases, due to clogging of
the syringe used. As a result of this, the maximum
effecti6e uptake capacity, defined as the amount
of Se retained by mass unit of the bacterial cells
corresponding to the maximum atomic absorption
signal of Se when it is introduced as slurry, was
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about 0.35 ng of selenium mg−1 of bacteria for
both bacterium. This value represents an amount
of Se a little lower than that derived from the
Langmuir isotherm for the amount adsorbed at
saturation (0.46 ng Se(IV) mg−1 bacterium and
0.41 ng Se(VI) mg−1 bacterium for E. coli, and
0.48 ng Se(IV) mg−1 bacterium for P. putida).

3.4.2. Effect of other elements
Elements usually found in environmental sam-

ples could compete with the inorganic selenium
species on the uptake process showing interferent
effects on the final stage of the determination of
selenium by slurry ETAAS. Thus, a 50-fold con-
centration (2.5 mg ml−1) of the following ions
[Ag(I) as (NO3

−), Be(II) as (Cl−), Ca(II) as
(NO3

−), Cd(II) as (NO3
−), Ce(IV) as (SO4

2−),
Co(II) as (Cl−), Cr(VI) as (K2Cr6O7), Fe(III) as
(NO3

−), K(I) as (Cl−), Na(I) as (Cl−), Nb(IV) as
(Cl−), Pd(II) as (Cl−), Sr(II) as (NO3

−), Te(IV)
as (Cl−), Th(IV) as (Cl−), Tl(I) as (NO3

−), V(V)
as (VOCl3), Zr(IV) as (Cl−)] do not interfere
(B5%) on the preconcentration and slurry
ETAAS determination of Se(IV) by P. putida and
Se(IV) and Se(VI) by E. coli. Only, Al(III) as
(NO3

−), Bi(III) as (BiONO3), Cu(II) as (Cl−),
Hg(II) as (NO3

−), Mn(VII) as (KMnO4), and
Zn(II) as (Cl−) slightly decreases, while Ti(III) as
(Cl−) increases, the atomic absorption for Se.
However, main interferent effects derived from
concentrations of the interferent elements above
2.5 mg ml−1. Organo-selenium compounds, such
as Se–methionine, Se–ethionine, and Se–cys-
tamine at concentrations at least up to 1.0 mg
ml−1 do not interfere under recommended
conditions.

3.4.3. Effect of some instrumental parameters on
the atomization of selenium

3.4.3.1. Aerosol 6ersus liquid injection. A compara-
tive study of the sample introduction using an
automatic aerosol sample introduction system
(the Fastac system) and a manual introduction
(syringe) was carried out. The results shown in
Table 6 for three growth medium demonstrate the
best suitability of the manual system.

3.4.3.2. Stabilization and homogeneization of
Se(IV) and Se(VI). Owing to the difficulties asso-
ciated with the determination of selenium by
slurry sampling ETAAS in a biological matrix,
the use of a chemical modifier is a necessary
requisite. The effect of different amounts of palla-
dium on the stabilization of Se(IV) and Se(VI) in
the graphite tube was elucidated. On the other
hand, instrumental and operational conditions
need also to be optimized when thinking in the
optimization of the analytical characteristics. In
order to find out the maximum allowable pyroly-
sis temperature for selenium, introduced as a
Se(IV)- or Se(VI)-biomass slurry in the presence
of palladium, a curve was derived from the ana-
lyte signal (integrated absorbance) and obtained
at different temperatures for a pyrolysis step. The
pyrolysis temperature was modified from 400 to
1300°C with ramp time (10 s) and hold time (0 s)
constants. In each case, the same atomization
temperature (1500°C) was used throughout. A
second set of experiments exploring the relation-
ship between the atomization temperature and the
integrated absorbance of selenium (Se(IV) and
Se(VI)) was also carried out. The pyrolysis and
atomization curves obtained (Fig. 8) show that
losses of selenium begin to occur at a pyrolysis
temperature of around 1100°C, while an atomiza-
tion temperature of about 1500°C using a fixed
700°C pyrolysis step shows the maximum atomic
absorption signal of selenium (integrated ab-

Table 6
Comparison results of the integrated absorbances of selenium
(average of five replicates) obtained by introducing the slurry
sample (Se(IV)-biomass Pseudomonas putida) by two different
introduction systemsa

Growth medium Introduction system

Manual Aerosol

Glucose 0.21090.003 0.15690.005
Glucose+dipotassium 0.12890.0030.19090.004

phosphate
Glucose+dipotassium 0.13590.0050.16890.004

phosphate+sodium
chloride

a The Se-biomass was obtained by extracting Se(IV) with P.
putida using three different growth media.
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Fig. 8. Pyrolysis and atomization curves for the determination of 1 ng of Se(IV) and Se(VI) in a Escherichia coli biomass and Se(IV)
in Pseudomonas putida from a Se-biomass slurry in the presence of 2.0 mg of Pd (as PdCl2) by slurry sampling electrothermal atomic
absorption spectrometry (ETAAS).

sorbances). From Fig. 8, it is also possible to
see that homogeneization and the stabilization
of Se(IV) and Se(VI) occurs in the same way
using an amount of palladium of 2.0 mg Pd (as
PdCl2). Other amounts of palladium produced
smaller integrated signals for Se. The plots of
Fig. 8 were obtained from a Se-biomass slurry
after the retention of 50 ng ml−1 of Se(IV) and
Se(VI) by P. putida and/or E. coli. The amount
of palladium added in the following experiments
was 2.0 mg. Using these atomization conditions
completely removes the analyte from the surface
of the graphite tube with no memory effects ob-
served.

3.5. Analytical performances

If selenium species do not reach an adsorp-
tion equilibrium within a reasonable time (as in
the case of P. putida for Se(IV)), from Eq. (1) it
is possible to derive a (linearly) proportional re-
lationship between the amount retained (n) and
the initial concentration (C0) of the selenium
species in the aqueous solution at a particular
uptake time before reaching the equilibrium
conditions [42],

n=kC0 (4)

Consequently, it is not necessary to achieve the
uptake equilibrium to perform a quantitative
analysis if the uptake time and stirring condi-
tions are maintained constant. This study was
performed with Se(IV) and Se(VI), obtaining lin-
ear adsorption responses as a function of the
concentration of the selenium species in the orig-
inal sample solution maintaining the sampling
time at 1 h. Applying Eq. (4) to sample volumes
of 250 ml containing concentrations varying
from 10 to 100 ng ml−1 for the two analytes and
the two bacterial cells, the following slopes of the
calibration straight lines were found (9.39
0.4)×10−4, r=0.99894 and (9.590.4)×10−4,
r=0.99965, for the uptake of Se(IV) by P.
putida and for the uptake of Se(IV) and Se(VI)
by E. coli, respectively, obtained by plotting n
versus C0 (from Eq. (4)). For the two bacterial
cells, excellent linearity of the experimental data
was obtained. These results confirm that the re-
tained amount (n) of analyte is linearly propor-
tional to its initial concentration, C0, in the
aqueous sample (as described by Eq. (4)), show-
ing the applicability of this equation to make
quantitative analytical measurements.
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A preconcentration factor was defined as the
ratio between the volume of the initial sample
(250 ml) and the final volume (4 ml) obtained
after the extraction step. The AAS signal obtained
with a direct injection of a selenium aqueous
solution compared with that obtained with injec-
tion of a selenium pellet slurry of the same sele-
nium concentration (50 ng ml−1) was named as
the atomization factor. The atomization factor is
the result of the positive contribution of the
biomass on the atomization of Se (Table 7). The
enhancement factor of Table 7 was derived by
comparing the AAS signal obtained with a direct
injection with that obtained after preconcentra-
tion and treatment with the appropriate volume
and concentration of the nitric acid solution. The
enhancement factors obtained were good for both
bacterium.

Both high sensitivities and detection limits were
obtained (Table 7). The sensitivity represents the

slope of the analytical calibration graph of ab-
sorbance versus concentration (in ng ml−1) ob-
tained by linear regression, while the detection
limit represents 3-fold the mean standard devia-
tion of the background noise on 20 blanks. The
sensitivity depends on the preconcentration factor
as well as on the detector used. Thus, comparing
the results which appear in Table 7 with those
previously published using other detector systems,
it can be seen that sensitive detectors, such as MS
and AFS, provide the best detection limits. Thus,
values in the range of (0.14–1.6) ng ml−1 for MS
[10,12,13] and (0.04–0.3) ng ml−1 for AFS [6,8]
have been obtained. However, for less-sensitive
detectors, such as HGAAS, FAAS, ICP-AES,
values in the range of (0.7–15), 0.8 and (2–30) ng
ml−1, respectively, are usual [4,7,9–11]. The lim-
its of detection in the slurry found in this paper
(Table 7) are similar to or even better than those
reported in other works for different extractants
and detection systems. However, the limits of
detection resulting for the original sample solu-
tion are obviously much better (Table 7, foot-
note). The time required to carry out a set of
analysis is mainly spent on the preparation of the
sample, usually being 4–5 h.

The repeatability varies from 2.9 to 6.3% for
the selenium concentrations into the linear re-
sponse range, but the best relative standard devia-
tion was obtained for a Se concentration of 50 ng
ml−1 in the slurry for both bacterium (Table 7).
The repeatability between bacterial batches was
calculated using five harvested batches of bacteria,
obtaining a similar value to those derived for
analyses.

To demonstrate the applicability of the devel-
oped method, the accuracy of the extraction pro-
cedure was investigated by determining the
recovery of Se(IV) and Se(VI) in spiked tap water
samples. The results appear in Table 8, showing
also that both the accuracy and precision are
satisfactory. The accuracy of this procedure was
also tested by replicate determinations of selenium
in two standard samples (NIST SRM 1643c trace
elements in water and NIST SRM 1633a coal fly
ash). The measured selenium concentrations com-
pared well with the certified values (Table 8). On
the contrary, the solution procedure used to dis-

Table 7
Figures of merit for the determination of selenium by the
developed analytical method using living bacterial cells

Parameter Bacterium

E. coli P. putida

Se(IV) Se(VI) Se(IV)

4–904–806–100Linear rangea

(ng ml−1)
4.7Sensitivity (ng ml−1) 4.94.6
5.76.1Lı́mit of detectionb 6.3

(ng ml−1)
62.5 62.5 62.5Preconcentration

factorc

2.4 2.1 2.3Atomization factor
150.0Enhancement factor 131.2 143.7

2.46 2.69 2.58R.S.D.d, 50 ng ml−1

(%)

a The optimum linear range refers to the slurry sample and
it was established over which the measured and predicted
absorbances differed by less than 5%

b Limits of detection (in the slurry) represents three values of
nine consecutive measurements of the signal from a blank.
(These values correspond to an average equivalent detection
limt in the original sample solution of 0.01 ng ml−1 for both
bacterium.)

c Using a sample volume of 250 ml.
d Relative standard deviation (R.S.D.) (n=9).
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Table 8
Recovery spiked studies and accuracy of the developed method using living bacterial cells (n=5)

Bacterial cell Analyte

Selenium species Present (ng ml−1) Found (ng ml−1) Recovery (%)

25Pseudomonas putida 24.6Se(IV) 98.4
50 50.3 100.6

100 98.2 98.2
12.7 13.090.4Se(IV)a in water (SRM 1643c) 102.4
10.3 9.990.5 96.1Se(IV)a in coal fly ash (SRM 1633a)

25Escherichia coli 25.3Se(IV) 101.2
50 50.4 100.8

100 101.1 101.1
Se(VI) 25 24.5 98.0

50 49.5 99.0
100 101.8 101.8

12.7 12.990.4 101.6Se(IV)a in water (SRM 1643c)
10.3 10.190.4 98.1Se(IV)a in coal fly ash (SRM 1633a)

a Values of the certified selenium are shown in ng ml−1 for the water standard and in ng mg−1 for the coal fly ash standard.

solve the other standard sample homogenizes the
oxidation state of selenium as Se(IV). No stan-
dard samples are currently available with certified
values for individual selenium species.

The blank level of Se from the biomass against
water was of 0.005 AU and it was compensated
for the determination of samples by setting ‘zero’
of the instrument against a biomass slurry without
Se. The analytical blanks per single analysis pro-
cedure are below the detection limits of ETAAS.

4. Conclusions

From this study it can be concluded that the
bacteria E. Coli and P. Putida can be used for
speciation of Se(IV) and Se(VI) in complex envi-
ronmental samples. This approach coupled with
the specific ETAAS detector provides a reliable
method for characterizing different soluble forms
of inorganic selenium at trace levels based on the
differences in their relative sorption by the living
bacterial cells. By selecting an adequate type of
bacterial cell and modifying the growth conditions
of the living bacterial cells, it is possible to alter
appropriately the uptake mechanism of some ana-
lytes but not of others, allowing one to carry out
an analytical discrimination between them. To the

extent that successful mathematical models can be
developed for the uptake process, this approach
can be used to estimate analyte species burdens in
samples without having the complete retention.
The uptake process for both bacterium shows
higher efficiency, and the procedure for the reten-
tion/determination of Se exhibits good analytical
sensitivity and excellent specificity.
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Abstract

The mandate assigned by the European Union to the Community Reference Laboratory for residues at the Istituto
Superiore di Sanità covers, among other things, the assessment of trace elements in living animals as well as their
products. To better protect the health of the consumer, this task aims in particular at harmonizing the procedures in
use at the National Reference Laboratories (NRLs) for residues of the Member States for such determinations as well
as at developing new approaches wherever the need arises. In this context an investigation was undertaken to appraise
the average levels of a number of key elements in several types of honey with special regard to the influence of the
various processing steps. Instrumental methods of election for the analysis of this matrix turned out to be inductively
coupled plasma atomic emission spectrometry (ICP-AES) and inductively coupled plasma mass spectrometry
(ICP-MS) depending on the actual concentrations of the elements of interest. Dissolution of the samples for suitable
presentation to the analytical systems could be easily achieved by gentle heating at ca. 50°C, sonication and addition
of high-purity water. The ranges ascertained are as follows (in ng g−1): As, B0.50–0.70; Cd, B0.50–0.74; Cr,
1.03–3.93; Cu, 144–216; Fe, 191–651; Mn, 223–580; Ni, 17–49; Pb, 3.20–186; Pt, B0.50; Sn, B4–27; V, 1.22–1.94;
and Zn, 565–1144. As a rule, concentrations of elements in honey from different beehives were similar. A few
exceptions were noted for As, Cu, Fe, Ni and Zn. On the other hand, although data obtained with different analytical
approaches for the same types of honey and beehive were generally in good agreement, yet some inconsistencies
occurred, as in the case of Cu in freshly collected, extracted and ripened honey, Ni in extracted honey and Fe in
ripened honey. These could not be traced back to specific procedural facts; rather, they should be ascribed to the
inherent heterogeneity of the raw material. The experience gained with this exploratory study will be exploited to set
up wider surveys and to plan the preparation of a new certified reference material in a matrix of honey to the benefit
of NRLs for residues. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Honey; Trace elements; Inductively coupled plasma atomic emission spectrometry; Inductively coupled plasma mass
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1. Introduction

Honey is a natural sticky material elaborated
out of the nectar of flowers or of plant secre-
tions in the honey sac of bees. The nectar is
collected, transformed, combined with proper
substances by bees and stored in honeycombs
where ripening occurs. The chemical composi-
tion of nectar may depend on the botanical spe-
cies, although the percentage amount of
constituents is generally given by ca. 81% carbo-
hydrates, ca. 18% water and ca. 1% proteins,
aminoacids, vitamins, organic acids and minerals
all together [1].

The high content of glucose and fructose
makes honey one of the most digestible food-
stuffs that can be consumed as it is, as a sugar
substitute or in confectionery products. More-
over, the antimicrobial activity of honey ag-
ainst Staphylococcus aureus and Escherichia coli
is well known [2]. Since 1970 honey has
been proposed as an environmental indicator
for the assessment of pollution in the area
where beehives are placed [3]. An example
is given by a study conducted in Sweden after
the nuclear accident at Chernobyl to monitor
the levels of radioactive Cs in a number of
foodstuffs including honey [4]. In fact, bees in
their research of food can carry, together with
nectar, any other contaminant deposited on
flowers.

In this study, samples of honey at different
stages of production were collected in an uncon-
taminated area near Siena (Italy) and analyzed
to determine their content in As, Cd, Cr, Cu,
Fe, Mn, Ni, Pb, Pt, Sn, V and Zn. On the one
hand, this work aims as ascertaining and quan-
tifying inorganic contaminants in honey which
are potentially hazardous to the environment
and human health; on the other hand, the lack
of certified reference materials (CRMs) for trace
elements in a host matrix of honey prompted
the investigation also in view of the possible
launch of a certification campaign for the pro-
duction of a new CRM based on this matrix
[5,6].

2. Experimental

2.1. Sampling

Honey of sunflowers was collected at two dif-
ferent beehives, coded A and B respectively, lo-
cated at Castelmuzio (Siena, Italy). The area is
generally considered to be relatively unpolluted as
it is far from large industrial plants and major
railways and highways. Specimens were taken at
different stages of honey processing. Four types
of samples were considered useful for the purpose
of this study, namely freshly collected, sealed,
extracted and ripened honey. The so-called freshly
collected honey is the nectar picked up by the
bees, concentrated and enriched with enzymes
from glandular secretions and stored in the hexag-
onal cells of the honeycomb. At this step the
water content is around 70–80%. The ventilation
produced by the beating of bee wings makes
humidity decrease down to 17–18%. The cells are
then capped with a thin layer of wax and the
honey is now named sealed. The frames are subse-
quently withdrawn from the beehives, the wax
removed and the honey inside collected after slow
centrifugation and filtration (extracted honey). In
the last phase the honey is stored in a steel
container and kept a few days until complete
maturation is achieved (ripened honey). During
this period of time, the scattered exogenous par-
ticulate gets to the surface of honey and is after-
ward removed. Specimens of these four types of
honey were bottled in previously decontaminated
glass vessels and stored at room temperature until
analysis.

2.2. Sample pretreatment

The physical state of the samples under test
demanded thorough homogenization prior to any
sub-sampling of aliquots for dissolution and anal-
ysis. To circumvent this difficulty, the containers
with honey were gently heated at ca. 50°C and
sonicated [7,8]. Aliquots of ca. 1 g of this mass were
then transferred into teflon vessels and digested in
a microwave (MW) oven after addition of 5 ml of
a 4:1 HNO3–H2O2 mixture. Instrumental parame-
ters and settings are reported in Table 1.
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Preliminary determinations of the elements of
interest after this treatment clearly indicated that
the 1-g portions significantly differed from each
other, this pointing to a still unacceptable inho-
mogeneity of the raw mass. As a consequence of
this and in order to obtain a more homogeneous
and fluid material, samples of ca. 10 g of honey
were instead taken, put into carefully decontami-
nated glass containers, precisely weighed and
added with 5 g of high purity deionized water.
This mixture was then heated up to 50°C and
sonicated. Subsamples of ca. 1.8 g of this viscous
solution were transferred into the MW teflon
vessels, weighed and digested as described above.
In order to check the possible release of analytes
from the teflon containers, blanks were prepared
following the same procedure adopted for the
samples. For a given sample two different aliquots
have been processed in two different runs, spaced
by at least 1 day. After digestion samples were
cooled at room temperature and made up to 25
ml with high purity deionized water in volumetric
glass flasks.

2.3. Reagents and standards

Calibrants were prepared from 1000 mg ml−1

stock solutions of As, Cd, Cr, Cu, Fe, Mn, Ni,
Pb, Pt, Sn, V and Zn in 10% HNO3 (Spex Indus-
tries, Edison, NJ) by dilution with high purity
deionized water produced by a Labconco system
(Analytical Control, Milan, Italy). The same pro-
cedure was applied to prepare solutions of Rh
which was chosen as the internal standard in the
case of the mass spectrometric techniques (see
below). The reagents used to digest samples were

high-purity concentrated HNO3 and H2O2

(Merck, Darmstadt, Germany). In order to fur-
ther decrease the blanks levels, HNO3 was sub-
boiled prior to use with the subboiling distillation
unit Duopur (FKV, Sorisole, Bergamo, Italy).

2.4. Sample analysis

Plasma-based techniques were employed in the
determination of trace elements in honey samples,
namely inductively coupled plasma atomic emis-
sion spectrometry (ICP-AES), quadrupole induc-
tively coupled plasma mass spectrometry
(Q-ICP-MS) and high resolution inductively cou-
pled plasma mass spectrometry (HR-ICP-MS).
These techniques can be applied to all possible
matrices and analytes (provided that suitable dis-
solution procedures are resorted to), are charac-
terized by extended dynamic concentration ranges
(several orders of magnitude), are multielemental
in nature and possess high sensitivity and appro-
priate detection power.

In particular, As, Cd, Cr, Ni, Pb, Pt, Sn and V
were determined by Q-ICP-MS and HR-ICP-MS,
Cu by the three methods, Fe by ICP-AES and
HR-ICP-MS, and Mn and Zn by ICP-AES only.
Instrumental characteristics and settings for the
three techniques are summarized in Tables 2–4,
respectively. The expected relatively high content
of Cu, Fe, Mn and Zn of honey, along with the
high sensitivity of ICP-AES for these metals
makes the emission technique particularly suited
for this type of analysis. In consideration of these
two aspects, substantial aqueous dilution of the
samples could be performed prior to analysis so
that external calibration curves were more than
adequate to quantify these elements.

In turn, ICP-MS is a well established and pow-
erful analytical technique for the determination of
trace and ultra-trace elements in a variety of
environmental and biological samples [9]. How-
ever, the formation of spectral interferences origi-
nating from atomic and molecular ions produced
in the plasma from argon and matrix constituents
of the analytical solutions may sometimes seri-
ously affect the quantification of several trace
elements (e.g. 40Ar12C vs 52Cr, 40Ar16O vs 56Fe,
40Ar35Cl vs 75As) when no sufficient mass resolu-

Table 1
Operative conditions for the microwave oven digestiona

Step Time (min)Power (W)

1 250 1
202

2503 5
4 400 5
5 600 5

a Apparatus: MLS-1200 Mega (FKV, Sorisole, Bergamo,
Italy).
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Table 2
Instrumental conditions for inductively coupled plasma atomic emission spectrometry (ICP-AES)

JY 70 VHR (Instruments S.A., Longjumeau, France)Spectrometer
Durr-JY 3238; frequency, 56 MHz; power output, 1.2 kWRF generator

Induction coil 6 turns, o.d., 32 mm; height, 30 mm
INSA, demountableTorch

Nebulizer Meinhard pneumatic concentric with Scott chamber
Plasma, 16; auxiliary, 0.4; aerosol, 0.45Argon flows

(l min−1)
HR, 1000 M; focal length, 1 m; Czerny–Turner mounting, equipped with a 3600 grooves mm−1 holo-Monochromator
graphic plane grating; linear dispersion in the first order, 0.27 nm mm−1; spectral range, 170–450 nm;
entrance and exit slit widths, 40 mm
Cu, 324.7; Fe, 238.2; Mn, 257.6; Zn, 213.8Spectral lines (nm)

tion (m/Dm) power is available, as is often the
case with Q-ICP-MS systems [10].

The use of high resolution magnetic sector field
mass spectrometers allows many interference ef-
fects to be kept under control when a resolution
higher than that afforded by Q-ICP-MS is
needed. For the elimination of the most frequent
polyatomic interferences an m/Dm value of 300,
3000 or even 7500 might become necessary [11].
Even only the first of these three modes can solve
common interference problems more satisfactorily
than the Q-ICP-MS system. With HR-ICP-MS
the detection power is increased by about two
orders of magnitude, primarily because of im-
proved ion transmission as well as of lower detec-
tion noise (B0.1 cps). Moreover, the use of an
ultrasonic nebulizer in combination with both
ICP-MS instruments instead of the more conven-
tional pneumatic nebulizer generally increases the
detection power by an additional order of
magnitude.

Contrary to the approach adopted in the case
of ICP-AES, calibration was carried out by the
standard addition method for both Q-ICP-MS
and HR-ICP-MS determinations. This is due to
the fact that the quantification of the content of
trace and ultra-trace elements with these two tech-
niques is significantly affected by both matrix
composition and acidity of the samples. On the
other hand, unfortunately, digested samples could
not be diluted more than 1:2 (v/v) because other-
wise the expected concentrations of some analytes
would be too close to the limits of detection of
these techniques. In consideration of all this, the
external calibration method obviously could not

be applied and it became necessary to resort to
the standard addition approach. Solutions of Rh
as the internal standard were added to the sam-
ples so as to reach a concentration of 0.5 ng ml−1

of the metal.

3. Results and discussions

Tables 5–8 set forth the results of the determi-
nation of the elements of interest. Each value
reported therein is the mean of two different sets
of results, as explained under Section 2.2. In the

Table 3
Instrumental conditions for quadrupole inductively coupled
plasma mass spectrometry (Q-ICP-MS)

Spectrometer Sciex Elan 5000 (Perkin-Elmer, Norwalk,
CT)

Nebulizer Ultrasonic, U-5000 AT+(CETAC Tech-
nologies, Omaha, NB)
Sampler and skimmer cones in Pt–Rh al-Interface
loy; i.d., 1 mm

RF generator Power output, 1.0 kW
Argon flows Plasma, 16; auxiliary, 0.9; aerosol, 1.0

(l min−1)
Optimization On masses 24Mg, 103Rh, 207Pb and 208Pb
Scanning condi- Replicate time, 200 ms; dwell time, 100

tions ms; sweeps per reading, 4; readings per
replicate, 3; number of replicates, 3
Peak-hop transientScanning mode

Vacuum Interface, 133 Pa; analytical zone,B1.33
10−7 Pa

Analytical masses 75As, 114Cd, 52Cr, 65Cu, 60Ni,
(amu) 204+206+207+208Pb, 195Pt, 120Sn, 51V

Internal standard 103Rh
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Table 4
Instrumental conditions for high resolution inductively cou-
pled plasma mass spectrometry (HR-ICP-MS)

ELEMENT (Finnigan MAT, Bre-Spectrometer
men, Germany)
Double focusing reverse Nier–John-Geometry
son
m/Dm=300, 3000, 7500Resolution
1.2 kWRF power

Nebulizer Ultrasonic, U-5000 AT+ (CETAC
Technologies, Omaha, NB)

Interface Sampler and skimmer cones in Pt
Data acquisition Electric scan; 4 runs; 10 passes; chan-

nels 6440(m/Dm=300)
Electric scan; 5 runs; 10 passes; chan-Data acquisition

(m/Dm=3000) nels 12 500
Argon flows Plasma, 13; auxiliary, 1.0; aerosol,

1.0(l min−1)
Analytical masses 75As, 114Cd, 208Pb, 195Pt, 120Sn, 51V

(amu) (m/Dm=
300)

52Cr, 65Cu, 56Fe, 60NiAnalytical masses
(amu) (m/Dm=
3000)

Internal standard 103Rh

low. Their actual quantification was possible only
with the HR-ICP-MS technique. It is also worth
nothing that no more than slight variations occur
in the concentrations of these three elements in
extracted and ripened honey from the two bee-
hives. In the case of As, the contribution of the
40Ar35Cl interfering species to the signal at mass
75 seems to play only a modest role. This assump-
tion is further supported by the As values ob-
tained for the CRM, although the certification
report gives only informative data for this ele-
ment. There is in fact a satisfactory agreement
between the concentration determined and the
informative value, especially if one considers that
this last was based on a completely different
technique, i.e. hydride generation atomic absorp-
tion spectrometry (HG-AAS).

Results for Cu were obtained by all three tech-
niques. Comparing the relevant sets of data, it is
possible to conclude that, also in this case, there
are no striking differences in the content of the
analyte found in freshly collected, sealed, ex-
tracted and ripened honey samples as well as
between the two beehives. A few discrepancies
were found when results obtained by the three
techniques for the same honey sample and beehive
were compared. In particular, results obtained by
Q-ICP-MS and HR-ICP-MS were slightly higher
than those obtained by ICP-AES. A possible rea-
son could be ascribed to the interference on mass
65 caused by the biatomic 40Ar25Mg species.

A similar pattern was shown by Mn (for this
element determinations were performed only by
ICP-AES). Only in freshly collected honey of the
hive A is the value of Mn much higher than in the
other cases. In consideration of the great ability of

case of freshly collected and sealed honey, the
paucity of raw material did not allow analyses by
HR-ICP-MS to be also carried out. Table 9, in
turn, gives information on the accuracy of mea-
surements, which was tested by including in the
analytical runs the Brown Bread BCR CRM 191,
i.e. the only CRM available with a matrix of
carbohydrates.

As mentioned in the previous section, the deter-
mination of As, Cd and V was attempted by both
Q-ICP-MS and HR-ICP-MS (m/Dm=300). The
expected levels of these analytes are in fact very

Table 5
Results obtained in the analysis of freshly collected honeya

Fe Mn Ni Pb Pt Sn V ZnTechnique Hive As Cd Cr Cu

ICP-AES 11449120nanananana5809665197163910nananaA
nananana30199419921 na166920nananaBICP-AES 89495

74912 17296 na na 2393 B4 B2 B4 B2 naAQ-ICP-MS B0.5 B0.5
B B0.5 B0.5 8998 18297 naQ-ICP-MS na 2795 B4 B2 B4 B2 na

na nananananananaA naHR-ICP-MS nanana
B na na na na na na na naHR-ICP-MS na na na na

a Concentration (ng g−1); na, not analyzed.
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Table 6
Results obtained in the analysis of sealed honeya

As Cd Cr Cu Fe Mn Ni PbTechnique PtHive Sn V Zn

na na na 14699 19197 22397ICP-AES naA na na na na 587929
ICP-AES naB na na 144915 262910 27393 na na na na na 64791

B0.5 B0.5 3495 167912 na naA 1791Q-ICP-MS B4 B2 B4 B2 na
BQ-ICP-MS B0.5 B0.5 6798 144915 na na 2393 B4 B2 B4 B2 na

na na na na na na na na naHR-ICP-MS naA na na
na na na na na na na na na na naB naHR-ICP-MS

a Concentration (ng g−1); na, not analyzed.

plants to concentrate metals from soil, a possible
explanation for this could be associated to the
geochemical composition of the area where the
bees of those two particular honeycombs feed
[3,12].

Variability in the concentration of Fe and Zn
(this last metal was determined only by ICP-AES)
is in turn much higher when comparing all the
values obtained for the two beehives and the four
stages of production. Other authors ascribed this
fact to the random presence of these two elements
in the environment either as pollutants or as
natural constituents of bees and flowers. [12,13].

The quantification of Fe was carried out also
by HR-ICP-MS technique, but not by Q-ICP-MS.
The latter technique, in fact, is not particularly
suited to analyze this metal, as its most abundant
isotope (mass 56, abundance 92%) is strongly
affected by the overlapping biatomic 40Ar16O spe-
cies (abundance 99%). In principle, it would be
possible to correct the signal of Fe at mass 56
with a mathematical equation based on the 18O
signal, but the huge amounts of Ar and O present
in the plasma make this solution inapplicable.
This problem can be solved by the HR-ICP-MS
technique at a mass resolution of 3000. In fact, in
order to separate the 56Fe signal from that of
40Ar16O one, a minimum theoretical resolution of
2503 is needed. The validity of this approach is
further demonstrated by the satisfactory agree-
ment of the two sets of data obtained by ICP-
AES and HR-ICP-MS for extracted and ripened
honey.

As regards Ni and Sn, the Q-ICP-MS results
are in favour of an increase in element concentra-
tions for extracted and ripened honey when com-

pared with the freshly collected and sealed
material. The higher values of these two metals in
extracted and ripened honey are also confirmed
by the data obtained by HR-ICP-MS. In the case
of Ni data, a slight difference between the two
techniques was observed in that the results ob-
tained by Q-ICP-MS were lower than those ob-
tained by HR-ICP-MS. This could be due to the
fact that the mathematical equation applied in the
case of Q-ICP-MS actually overcorrects the inter-
ference caused by the 44Ca16O double ion on 60Ni.

In the case of Pb, the present findings show that
ripened honey samples contain levels of Pb much
higher than those measured in freshly collected,
sealed and extracted honey. At present, no accept-
able explanation could be found for this be-
haviour, although a possible reason can be
postulated (Section 4). In the case of ripened
honey, the data obtained by Q-ICP-MS and HR-
ICP-MS show also some discrepancy. The only
experimental difference between the two modes
was that in the case of Q-ICP-MS analysis the
four isotopes of Pb were measured and summed,
whereas only the Pb mass at 208 was determined
in the case of HR-ICP-MS. No convincing expla-
nation could be found for this pattern, but for a
possible malfunctioning of the Q-ICP-MS appara-
tus at the moment of the sample analysis.

For Cr it is quite evident that there is a sub-
stantial discrepancy between the two sets of data
obtained by Q-ICP-MS and HR-ICP-MS, the for-
mer one being much higher. In this instance the
use of the already mentioned CRM was of no
avail as the concentration of the metal is given
only as an informative figure in a wide range
encompassing both experimental values. Most
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Table 7
Results obtained in the analysis of extracted honeya

Hive Cu Fe Mn Ni Pb Pt Sn V ZnAs CdTechnique Cr

na 159913 27798 338913 na na na na na 567911naICP-AES naA
345925 33493 na na na na169913 naICP-AES 565933nananaB

186915A na na 2891 B4 B2 1791 B2 naB0.5 B0.5 3991Q-ICP-MS
na na 3594 B4 B2 189118594 B23997 naQ-ICP-MS B B0.5 B0.5
301921 na 4191 3.9790.43 B0.5 2292 1.4790.12 naHR-ICP-MS A 0.5090.07 0.6190.01 1.0390.16 205910
276918 na 4698 3.2090.41 B0.5 2194 1.3490.23 na21699HR-ICP-MS B 0.7090.08 0.6190.10 1.3890.25

a Concentration (ng g−1); na, not analyzed.
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Table 8
Results obtained in the analysis of ripened honeya

CuHive Fe Mn Ni Pb Pt Sn V ZnAs Cd CrTechnique

A 158912 612941 387915 na na na na na 750943na naICP-AES na
598930 38598 na na na na17699 naICP-AES 698914nananaB

196917A na na 3693 11091 B2 2393 B2 naB0.5 B0.5 3794Q-ICP-MS
na na 3591 10793 B2 2592167910 B22891 naQ-ICP-MS B B0.5 B0.5
624978 na 4094 18696 B0.5 2792 1.2290.16 naHR-ICP-MS A 0.5890.06 0.7490.03 3.9390.50 20892
473923 na 4997 18694 B0.5 2391 1.9490.21 na21192HR-ICP-MS B 0.4190.02 0.7090.05 3.4990.42

a Concentration (ng g−1); na, not analyzed.
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likely, this can be traced back to the inadequacy
of the mathematical equation used in the case of
Q-ICP-MS to correct the interference caused by
the 40Ar12C double ion overlapping the peak of Cr
at mass 52. The formation of this species is fa-
voured by the high content of carbohydrates
present in the honey matrix. In fact, it is well
known that in order to minimize the formation of
this interference, an essential prerequisite is the
complete oxidation of the organic matrix to CO2

[14]. This drawback is entirely overcome by using
the HR-ICP-MS technique because to obtain a
complete separation between the 52Cr and 40Ar12C
signals a mass resolution of 3000 is more than
sufficient. Thus, only HR-ICP-MS can be reliably
used to quantify Cr. Unfortunately, no such data
are available on freshly collected and sealed sam-
ples due to the shortage of the raw material.
Consequently, no thorough correlation can be
attempted between Cr levels and stages of produc-
tion. What is rather apparent, instead, is that
there is a noticeable difference in the content of
Cr between extracted and ripened honey (1.03–
1.38 vs 3.49–3.93 ng g−1). This can be justified on
the basis of the extraction of Cr from the stainless
container where ripening takes place, obviously
facilitated by honey acidity.

Finally, Table 10 reports a comparison between
the concentration range spanned by each element
for each type of honey tested and the levels of
some of these elements in a commercial honey.
Results show that there is no substantial differ-
ence between the two sets of data. Some dis-
crepancy was observed only in the case of As, Fe
and Ni. In fact, for the first two elements, the

levels found in the commercial honey were much
higher than those obtained in the honey samples,
whereas the content of Ni was slightly lower than
those of the other specimens.

4. Conclusions

On the basis of results obtained in this study,
there is no doubt that a major difficulty in the
obtainment of reliable data is the heterogeneity of
the raw material, as also highlighted by the signifi-
cant differences in concentrations noted when
testing more subsamples from the same raw mass.
Sample dissolution in water certainly mitigates
such heterogeneity and facilitates manipulation,
but does not succeed in completely overcoming
the problem.

Moreover, contamination of honey from trace
elements can occur in many different ways, not
always easy to identify. A major contribution is
due to the acidity of honey (pH 3.5–4). Under
such conditions, metal release can occur during
the centrifugation and ripening steps which are
generally performed in stainless steel containers.
This fact seems to be confirmed by the higher
values of Pb in ripened honey samples found in
this study, whereas it is almost undetectable in
freshly collected and sealed honey. Similar consid-
erations can be made in the case of Cr, detected at
higher concentrations in ripened honey for the
reason mentioned above, as well as in the case of
Sn, the presence of which is to be traced back to
the release of the metal from the lid of the glass

Table 9
Results obtained in the analysis of the Brown Bread BCR CRM 191a

CrCd Feb NiMnbAsConcentration ZnbPbCub

(ng g−1)

na na naFound (ICP-AES) 2.390.2 43.091.8 22.191.2 na na 21.291.5
185911381932nana2.390.2 na37493229.591.32693Found (Q-ICP-MS)

na2994 29.491.4 147912 2.790.1Found (HR-ICP- 40.092.0 na 352930 190915
MS)

(68–360) 2.690.1 40.792.3 20.390.7 (406–510) 187914 19.590.5Certified (23) 28.491.4

a na, not analyzed.
b Values in mg g−1; values within parentheses are not certified, but only informative.
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Table 10
Comparison between element concentration ranges for the four types of honeys and the values measured for a commercial producta

Type of As Cd Cr Cu Fe Ni Pb Sn V
honey

B0.5 B0.5 –Freshly 163–182 419–651 23–27 B4 B2 B2
collected

B0.5 – 144–167 191–262Sealed 17–23B0.5 B4 B2 B2
Extracted 0.50–0.70 0.61–0.61 1.03–1.38 159–216 276–345 28–46 3.20–3.97 17–21 1.34–1.47

0.70–0.74 3.49–3.93 158–211 473–624 35–49 107–186 23–27 1.22–1.94Ripened 0.41–0.58
3.8990.27 0.7090.05 3.0390.28 12197 23209180 6.7790.52 23.991.6 13.190.7 3.8390.31Commer-

cial

a Concentration (ng g−1).

pot where the extracted and ripened honey is
stored [3,7].

Although more extended investigations are
necessary, it can however be stated that in the
light of these data the concentrations of trace
elements in the honey samples investigated do
not pose any serious concern to human health.
Furthermore, with regard to the possible prepa-
ration of a honey-based multielemental CRM,
this can be successfully undertaken once the
difficulties caused by matrix heterogeneity are
overcome.
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Abstract

A colorimetric flow injection-system for the determination of Cu(II) in waters based on complexation reaction with
4-(2-pyridylazo)-resorcinol, usually termed PAR, is described. Performing measurements in 0.25 mol l−1 HNO3

medium allowed improved selectivity of the analytical method. The lack of sensitivity deriving from the low complex
absorption under acidic conditions was balanced by the insertion of an immobilised poly(ethylenimine) (PEI) column
where Cu(II) pre-concentration in neutral media occurs. Using sample volumes ranging from 2 to 4 ml, sampling rates
of 24 and 12 samples h−1 within a detection limit of 25 and 13 mg l−1, respectively, were accomplished. Accuracy
of the developed methodology was assessed by comparison with atomic absorption spectrometry being the relation-
ship [FIA] mg l−1=1.00 (90.03)× [AAS] mg l−1+0.00 (90.02) obtained after analysing 15 samples. Precision was
also evaluated using two samples of 0.05 and 0.5 mg l−1 copper, and a relative standard deviation (R.S.D.) better
than 3% was attained for both. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: FIA; Copper; PAR; Poly(ethylenimine)

1. Introduction

Using colorimetry for the determination of cop-
per and other transition metals in waters is advan-
tageous both because it is easily operated and
inexpensive, for instance, when compared to
atomic absorption spectrometry (AAS). Another

important feature could lay on the possibility of
having a reduced number of colour developing
reagents whose selectivity and sensitivity would be
easily adjusted to the species to be determined.
Nevertheless, most of the analytical methods used
require complex procedures for increasing selec-
tivity or lack sensitivity imposing, therefore, the
resorting to masking agents and pre-concentration
strategies often fastidious and susceptible to con-
tamination [1]. For example, 4-(2-pyridylazo)-re-
sorcinol (PAR), which is a heterocyclic colour

* Corresponding author. Tel.: +351-2-208-7132; fax: +
351-2-200-3977.

E-mail address: anaraujo@mail.ff.up.pt (A.N. Araújo)
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developing reagent forming hydrosoluble
coloured chelates with different transition metals,
has low selectivity in alkaline media. Under these
conditions its application to speciation is condi-
tioned by the sample matrix and might require
complex and expensive sample treatments [2,3].
When in acidic conditions are employed, selective
reactions with PAR can occur by adjusting the
pH and the media composition, being the deter-
mination of copper(II) content in waters easily
accomplished by promoting the selective reaction
in weak acid nitric media. To the increase of
selectivity in the Cu reaction with PAR is associ-
ated with a sensitivity decrease of the analytical
determination since the PAR/metal complexes
which are usually of the type 2:1 become 1:1 [4].
Sensitivity can still be improved if extraction or
resin pre-concentration procedures are performed
by means of continuous flow methods, which
significantly decrease the total analysis time and
contamination risk [5,6]. Based on the above men-
tioned considerations, the use of selective pre-con-
centration on polymers may be an advantageous
alternative regarding simplicity as polymers selec-
tivity can equally be adjusted by changing the pH
media [7,8]. In this work, an immobilised
poly(ethylenimine) (PEI) column that facilitates
the selective concentration of Cu(II) in neutral
media is proposed [7]. Forward elution of fixed
Cu with weak nitric acid promotes the selective
reaction with the colour developing reagent grant-
ing performances to the proposed procedure simi-
lar to those of the methods based on catalytic
reactions [9,10] or specific reagents [11,12].

2. Experimental

2.1. Solutions and reagents

All solutions were prepared with deionised wa-
ter (specific conductivityB0.1 mS cm−1) and ana-
lytical grade reagents.

A stock copper solution in 1000 mg l−1 concen-
tration was prepared by dissolving Cu-
(NO3)2.3H20 previously dried in about 400 ml of
water and the volume made up to 500 ml in a
volumetric flask. Calibrating copper solutions

were obtained from the stock solution by careful
dilution with water.

The several phosphate buffer solutions used
were prepared from two stock solutions of 0.5
mol l−1 in KH2PO4 and 2.0 mol l−1 in KOH,
respectively.

A 0.25 mol l−1 in HNO3 solution was used as
an eluent.

The colour developing reagent solution was
obtained by dissolving 0.0538 g of PAR in 100 ml
of 0.5 mol l−1 HNO3.

PEI columns immobilised on silica gel granules
in the size of 40–200 mesh (Aldrich, ref.
00920KZ) were prepared by filling up acrylic
tubes of 1.6–2.9 mm internal diameter and with a
length of 13–33 mm with an aqueous suspension
of the polymer. To prevent the leakage of this
polymer a small polyester sponge was placed in
both ends of the tubes.

2.2. Instrumentation

In the proposed set-up (Fig. 1), solutions were
propelled by two Gilson Minipuls 3 four-channel
peristaltic pumps (Villiers-le-Bel, France), com-
posed of PVC tubing of the same brand, ref.
N03696, and with 1.2 mm internal diameter.
PTFE tubing 0.8 mm internal diameter and two
home-made acrylic confluences were used
throughout. The 100 cm long reactor X was con-
structed by coiling the PTFE tubing around a
plastic cylinder of 1 cm outer diameter.

Samples were injected through a 4-way Rheo-
dyne 5020 injection valve. The column comprising
the polymer provided the sampling loop of a
Hamilton HVLX8-7 6-way valve (Hamilton,
Reno, NV) electrically actuated. A Jenway 6300
colorimeter equipped with a Helma 178.311 QS
flow cell of 35 ml optical volume and connected to
a Kipp and Zonen BD111 was used as a detector
system.

A Pye Unicam SP9 flame atomic absorption
spectrophotometer was used for the assessment of
the quality of the results. When samples copper
content was less than 0.2 mg l−1 a Perkin Elmer
ZL4100 electrothermal atomisation spectrophoto-
meter was also used.
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2.3. Methods

A sample volume of 2 or 4 ml was inserted
into a water continuous flow according to the
pre-concentration treatment required (Fig. 1).
The sample plug inserted merged with a phos-
phate buffer solution before reaching the immo-
bilised PEI column. Afterwards, the 6-way valve
was actuated until the copper collected by the
column was carried by a nitric acid solution
that flowed towards the column through another
port of the valve. Then, the reaction of the
Cu(II) eluted with PAR was promoted by
adding a solution of the latter through the
confluence positioned right before reactor X
and the transient signal was measured at a 530
nm wavelength. During the pre-concentration
step water instead of the nitric acid solution
merged with the colour developing reagent solu-
tion.

The pH values providing the optimal copper
retention by the immobilised polymer were esti-
mated by inserting 2 ml solutions with 5.00 mg
l−1 Cu at different pH values, which were at-
tained by adding nitric acid or sodium hydroxide,
into a water flow at a rate of 0.8 ml min−1. Thus,
a 13 mm long column with 1.6 mm internal
diameter and filled with 15.7 mg PEI was used.
While being pre-concentrated copper solutions
flowed through the column towards the waste.
When the 6-way valve was commutated a solution
of 0.25 mol l−1 in HNO3 flowed into the column
for 20 s and after collecting Cu merged with 0.2
mmol 1−1 PAR solution.

To assess the minimum amount of the polymer
used, 1 ml of a calibrating solution with 1.00 mg
l−1 Cu was pre-concentrated under the optimal
conditions previously described and using
columns with lengths ranging from 13 to 33 and
1.6 to 2.9 mm of internal diameter.

Fig. 1. Schematic representation of the developed FIA manifold. P1, P2, peristaltic pumps; V1, 4-way valve; V2, 6-way valve; C, PEI
column; X, reaction coil; DET, spectrophotometer; REC, recorder. (A) Preconcentration step; (B) elution step.
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Fig. 2. pH effect of a 5.00 mg l−1 Cu(II) calibrating solution on the absorbance.

AAS was used as reference method [13]. Sam-
ples were formerly analysed by flame atomisation
(FAAS), being aspirated to the flame without
prior treatment and just after the conventional
adjustment of the spectrophotometer. The absorp-
tion values attained were interpolated in a calibra-
tion curve that was obtained by analysis of the
same calibrating solutions used in the proposed
procedure. Samples presenting copper concentra-
tions less than 0.2 mg l−1 were submitted to a
replicate analysis by electrothermal atomisation
(ETA-AAS). In this case, samples were diluted
until copper content was found within the linear
calibration interval (B40 mg l−1).

3. Results and discussion

3.1. Selection of wa6elength for uni6ariate
detection

The wavelength required for the measurements
carried out under optimal sensitivity was set by
depicting the spectrum of the coloured product
formed from the mixture of equal volumes of
PAR nitric solution and aqueous solutions of
Cu(II). An absorption band was found between
470 and 600 nm, having a peak maximum at 530
nm. In acid media, particularly in acetic or sul-
phuric acid solutions, other metals can react with
PAR, too [1]. Nevertheless, when performing sim-
ilar experiments with ions such as Cd(II), Co(II),
Mn(II), Pb(II) and Zn(II) that in acetic media
promote the formation of colour complexes with

the proposed reagent, absorption bands within the
range of 400–510 nm were found, which did not
interfere with the determination procedure. A
similar behaviour was observed for ions that in
sulphuric media react with PAR, namely Bi(III),
Pd(II), Ti(IV) and Zr(IV), and also for ions gener-
ally present in waters such as Al(III), Ca(II),
Cr(VI), Fe(III), Mg(II) and Mo(IV). Therefore,
the measurement of trace levels of copper at a 530
nm wavelength and based on the complex formed
in nitric media allowed a selective determination,
though restrained by the low molar absorption
coefficient (about 5.5×103 l mol−1 cm−1).

3.2. Optimisation of the system

To facilitate copper determinations in low con-
centrations a pre-concentration step consisting in
the use of PEI, which is inexpensive and easily
available on the market, was introduced. The
selection of PEI was determined by the capacity
of this polymer, when used in its soluble form, to
collect Cu(II) with a 90% confidence level when
the pH of the medium is raised to a neutral value
[8]. As shown in Fig. 2 for pH values less than 6
uni retention was very low, whereas for 6 and 8
pH values a slight increase in retention was found.
At the alkaline zone Cu was increasingly retained
until a maximum retention corresponding to pH
values higher than 10.5 was found, probably due
to a filtration effect of the column over copper
hydroxide precipitate. While performing these ex-
periments a decrease of the pH was found for the
column effluent during the pre-concentration step.
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Therefore, the increase of Cu retention within
the 6–8 pH range was tried by buffering the
solutions. With this purpose an extra channel
for the addition of the phosphate buffer solution
was coupled to the system. It was found that
when the concentration of the buffer increased
copper retention increased as well (Fig. 2). The
highest retention was accomplished by inserting
a buffer solution with hydrogen phosphate con-
centrations from 0.05 up to 0.2 mol l−1.

The sampling rate achieved by the present
manifold depended on the pre-concentration and
elution times, i.e. the time required for the sam-
ple and the acid solution used as eluent to flow
through the polymer column. Thus, the flow
rates throughout these steps should be high
enough to facilitate the highest sampling rate.
The flow rate during retention was studied by
propelling 2 ml of a calibrating solution with
5.00 mg l−1 Cu at flow rates ranging from 0.4
to 3.2 ml min−1. The elution step consisted in
the 270 ml of 0.25 mol l−1 HNO3 at a rate of
0.8 ml min−1. A gradual diminishing of the an-
alytical signal intensity was found when the flow
rate at the pre-concentration step increased (Fig.
3). The concentration efficiency (CE), defined as
the result of the enrichment factor times the
sampling rate (per min) [14], increased linearly
within the same interval. A 1.6 ml min−1 flow
rate was selected as being the best compromise
between sensitivity and sampling rate. The es-
tablishment of the flow rate at the elution step
was also found to be of great importance as the

intensity of the analytical signal decreased about
15% due to the increase of the elution flow from
0.5 to 3.5 ml min−1. Using a slightly concen-
trated nitric acid solution facilitated the effective
elution of the copper retained and therefore de-
creased copper dispersion through the eluent. It
was found that the lowest concentration of ni-
tric acid providing the highest analytical signal
corresponded to 0.25 mol l−1 and flowed
through the column at a rate of 0.8 ml min−1

for 9 s.
After selecting these conditions the PAR solu-

tion concentration and flow rate were studied in
order to attain the lowest dilution of the sample
when this merged with the PAR solution. The
best results were registered with a PAR concen-
tration of 2.5 mmol l−1 prepared in 0.5 mol l−1

HNO3 and propelled towards the confluence at
a 0.57 ml min−1 flow rate. Lower flow rates
were not tried since PAR could hardly be solu-
bilised in concentrations higher than 2.5 mmol
l−1.

In what column dimensions are concerned, it
was found that the analytical signals intensity
increased proportionally to the column length
and inversely to the diameter. Using columns of
the narrowest diameter and 35 mg PEI pro-
moted the best compromise between signal in-
tensity and amount of polymer. Higher amounts
of PEI, led to the decrease of the analytical sig-
nal as a consequence of the dispersion effect
originated by the column length.

PEI can also collect other metal species other
than Cu, thus affecting the effectiveness of the
pre-concentration step [8]. Hence, the perfor-
mance of the PEI column selected regarding the
cationic species previously referred to was as-
sayed. The analytical signal attained using 3.8
ml of a calibrating solution presenting 1.00 mg
l−1 Cu did not decrease when the interferent
species were present in concentrations lower
than 2 mg l−1 regarding transition metals, 50
mg l−1 for Mg and 200 mg l−1 for Ca.

The breakthrough capacity of the polymer,
defined as the highest amount of the analyte
retained per unit of the polymer mass [15], was
assessed, also, under batch and flow conditions,
being obtained values of 43.4 and 10.4 mg g−1,

Fig. 3. Effect of the pre-concentration flow rate. The dark line
plots the concentration efficiency (CE), whereas the outline
represents the absorbance.
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Table 1
Analytical performance of the developed flow injection analysis (FIA) set-up

Detection limita EnrichmentQuantification limit (mgVolume (ml)Element Upper limit Sampling rate
factor (h−1)(mg l−1) (mg l−1)l−1)

Copper 0.0252 0.083 0.8 5.6 24
0.0134 0.043 0.25 10.6 12

a Defined as 3s of the blank divided by the sloop of the calibration plot.

respectively. Furthermore, some of the proposed
set-up working characteristics regarding the in-
sertion of 2 and 4 ml sample volumes, respec-
tively, are presented on Table 1.

3.3. Application of the set-up to the analysis of
residual and tap water samples

Considering that Cu(II) in residual waters
could be present in amounts up to 0.5 mg l−1,
whereas those of tap water are rather lower,
sample volumes of 2 and 4 ml were used respec-
tively in the assay of real samples by the pro-
posed method. These trials were carried out
with ten samples of residual waters and five
samples of tap water. The results obtained
(Table 2) were compared to those given by
FAAS for residual water samples and by ETA-
AAS for tap water samples. A relationship
[FIA] mg l−1=1.00 (90.03)× [AAS] mg l−1+
0.00 (90.02) presenting relative deviations less
than 5% was obtained. At the 95% level of
confidence, a value of 0.954 for the paired t-test
was obtained showing that there is not a signifi-
cant difference between the values obtained by
the two methods.

Precision of the developed methodology was
also evaluated by running ten replicate analyses
of two samples with Cu concentrations of
0.05 and 0.5 mg l−1, respectively, with a rel-
ative standard deviation less than 3% being ob-
tained.

The procedure proposed in this work presents
the advantage of being rather inexpensive since
copper is determined in complex matrix samples
using common techniques and reagents. More-
over, matrix interferences such as colour are
easily eliminated, since its performance similar

when compared with other methodologies based
on catalytic reactions or specific reagents.
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Table 2
Results (mg l−1) obtained in the determination of copper in
watersa

Sample FIA Relative errorAAS
(%)

2 ml, residual water
−0.70.4990.021 0.4990.01

2.60.8090.012 0.7890.02
0.4490.02 0.4590.013 2.5

0.25190.014 0.24590.006 −2.6
5 0.50.6690.020.6590.02

0.6990.01 −4.80.7290.026
7 0.18790.008 0.18490.005 −1.7

0.4290.01 0.43790.003 3.38
0.4690.029 0.4590.01 −3.2

0.55190.02 0.56990.006 3.210

4 ml, tap water
11 0.12690.002 0.12490.001 −1.6

2.00.05590.0010.05490.00112
0.09890.00313 0.10190.001 3.1

14 0.14790.005 0.14590.004 1.4
15 0.18590.006 0.17890.004 −3.8

a The S.D. was obtained from three consecutive determina-
tions. AAS, atomic absorption spectrometry; FIA, flow injec-
tion analysis.
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Abstract

Optimisation of microwave-assisted extraction (MAE) for the extraction of polychlorinated biphenyls (PCBs) from
soil samples has been accomplished using an experimental design approach. Variables studied have been: percentage
of acetone (v/v) in an acetone:n-hexane mixture, solvent volume, extraction time, microwave power and pressure
inside the extraction vessel. Five samples of a certified soil (CRM 481) have been extracted under the optimum
conditions of the developed method and the results have been compared to those obtained by Soxhlet extraction.
Good recoveries (\95%) have been obtained for all the PCBs studied. All extracts have been analysed by gas
chromatography/mass spectrometry (GC/MS) and an optimum determination method for the electron impact mass
spectrometric (EIMS) has also been developed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Microwave-assisted extraction; Polychlorinated biphenyls; Soil samples; Experimental design

1. Introduction

Soils are crucial to life on earth. From ozone
depletion to rain forest destruction to water pollu-
tion, the global ecosystem is impacted in far-
reaching ways by the processes carried out in the
soil. To great degree, soil quality determines the
nature of plant ecosystems and the capacity of

land to support animal life and society. As human
society becomes increasingly urbanised, fewer
people have intimate contact with the soil, and
individuals tend to lose sight of the ways in which
they depend upon soils for their prosperity and
survival [1].

Modern industrialised societies have developed
thousands of synthetic organic compounds with
different purposes. An enormous quantity of or-
ganic chemicals is manufactured every year [1].
Among these compounds, chlorinated biphenyls
(CBs) have been manufactured since 1930 and
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Table 1
Design matrix and response values in the central composite design for electron impact (EI) optimisation

Data matrixRun no. Responses

CB-8 CB-28 CB-20 CB-52 CB-35 CB-101 CB-118 CB-153 CB-138 CB-180Electron energy (eV) Splitless time (min) Voltage gain (V)

457 292 256 245 193 855 110 600 252 431 71 715 74 208 76 714 47 905 46 4601 35 1.25 94
243 142 138 401 322 048 91 027 90 311 97 079328 403 61 5912 59 171596 003941.2545
182 8613 118 11535 236 056 81 178 77 712 84 196 52 637 48 8492.75 94 459 631 245 554
213 436 136 198 278 316 93 174 88 339 96 146291 617 60 44694 54 881553 2404 45 2.75

491 67235 363 331 257 567 462 616 203 812 190 113 214 476 136 454 119 4751.25 307 830 0085
623 49342 462 059 315 475 575 333 233 929 218 818 242 643 152 618 136 4481.25 307 1 186 5346

358 104 255 153 452 271 207 313 18 9783 222 299483 791 138 5037 128 788913 8443072.7535
455 541 311 8138 569 39642 240 285 216 691 250 679 158 272 145 9122.75 307 1 189 171 617 159
294 185 200 046 354 111 153 060 136 391 159 632399 204 98 87449 90 3599 783 5581892.00

234 70031 174 819 127 610 217 424 109 681 96 307 113 982 72 216 69 5242.00 189 452 29110
565 84840 418 307 267 388 522 364 222 564 200 930 196 416 120 795 138 1323.30 189 1 016 40111

398 575 255 034 488 501 212 681 183 937 188 058533 336 117 55712 133 9209650241890.7040
884 995 569 647 1 092 704 478 078 413 942 419 950 272 64413 299 92240 2.00 402 2 112 856 1 181 354
165 840 106 013 203 364 90 139 75 904 80 834225 331 49 7310 58 966417 24714 40 2.00

496 96940 369 202 236 448 454 937 202 707 173 053 182 724 112 303 130 5242.00 189 890 31515
16 367 55040 238 203 451 933 201 879 168 920 181 959 112 908 128 1962.00 189 892 158 498 193

360 034 231 999 438 973 198 829 160 336 177 734 110 256485 226 127 54517 40 2.00 873 617189
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Table 2
Values of parameters obtained for the central composite design for electron impact (EI)

b1b0 b2 b3 b11 b22 b33 b12 b13 b23 b123 r2

−7×106CB-8 4×105 – – −4×103 – 7.90 – – – – 0.894
9×104 – – −1×103 – 2.26−2×106 –CB-52 – – – 0.915
6×104 – – −740 – 1.15 – – – –CB-180 0.855−1×106

production was stopped in 1983. They have been
extensively used in electronic equipment like
transformers and capacitors and as plasticisers in
paint and rubber sealants. Large quantities of
CBs have reached the environment through leak-
age, disposal, evaporation, etc. Due to their per-
sistence the residence time in the environment is
very long. In the aquatic environment CBs tend to
accumulate in sediments and biota because of
their hydrophobic character and consequent low
solubility in water. Sediments act as a sink for
CBs and are therefore important in pollution
studies and monitoring [2].

The analysis of CBs in sediments and soils
generally includes extraction with organic sol-
vents, clean-up, removal of sulfur, column frac-
tionation and gas chromatographic separation [2].

The procedures involved in the extraction of
polychlorinated biphenyls (PCBs) from soil sam-
ples (e.g. Soxhlet) are usually lengthy and non-se-
lective. Moreover, they entail a great deal of
sample-handling, which adds to risk of errors [3].
Recently, microwave-assisted extraction (MAE)
has become an important alternative for the ex-
traction of organic pollutants from environmental
matrices. Microwave energy is a non-ionising ra-
diation that causes molecular motion by migra-
tion of ions and rotation of dipoles but does not
induce changes in molecular structure. Rapid
heating within an organic sample with a perma-
nent dipole moment is brought about by align-
ment of molecules, followed by their rapid return
to disorder [4]. MAE has been used for the extrac-
tion of PCBs [5,6], PAHs, [7,8], phenols [7,9] and
organochlorine pesticides [7,10] in soils and
sediments.

Nevertheless, the systematic optimisation of the
extraction techniques is often missed in many
works. In this work, a MAE method has been

developed for the extraction of PCBs in soil sam-
ples. The variables optimised have been: percent-
age of acetone in an acetone:n-hexane mixture,
solvent volume, extraction time, microwave power
and pressure inside the extraction vessel. The opti-
mised method has been used for the extraction of
PCBs from a certified soil (CRM 481) and the
results have been compared to those obtained by
Soxhlet extraction. All extracts have been
analysed by gas chromatography/mass spectrome-
try (GC/MS) and an optimum determination
method for the electronic impact mass spectro-
metric has also been developed.

2. Experimental section

2.1. MAE

MAE experiments were performed with a
MDS-2000 closed microwave solvent extraction
system (CEM, Mathews, NC) equipped with 12-
sample tray and pressure feedback control. A 0.2
g aliquot of PCB polluted soil was accurately
weighed, mixed with 2 g of anhydrous sodium

Fig. 1. Response surface for the optimisation of the gas
chromatography/mass spectrometry (GC/MS) set-up.
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Table 3
Calibration statistical parameters for gas chromatography/mass spectrometry (GC/MS)

CB-101 CB-118 CB-153Parameters CB-138CB-8 CB-180CB-28 CB-20 CB-52 CB-35

28–840 31–936 28–840 26–79240–1200 22–64850–148840–120040–120064–1920Linear range(pg)
0.994 0.997 0.998r2 0.9990.999 0.9980.998 0.999 0.998 0.993

50 42 27 20 219723 28Detection limita (pg) 32 30
3.72.9 4.6 6.7 5.9 4.7 3.64.6 6.6 5.6Between-injection R.S.D. (%) lowest point

4.8 7.3 4.6 5.3 5.4 6.8 6.7Between-injection R.S.D. (%) highest point 6.6 5.4 6.5

a Detection limit was calculated as three times the total S.D. of the correlation curve.
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Table 4
Design matrix and normalised values in the fractionated factorial design for microwave-assisted extraction (MAE) experiments

Design matrixRun no. Normalised values (%)

Time (min) Power (%) Acetone (%)Pressure Volume (ml) CB-101 CB-153 CB-138 CB-180
(psi)

16.5 44 30 301 −1.66716 −1.343 −1.366 −1.567
16.5 44 70 152 −0.09126 −0.761 −0.900 −0.774
33.5 44 70 1516 −0.1763 −0.237 −0.469 −0.382

264 33.5 44 30 30 −0.468 −0.447 −0.588 −0.538
165 16.5 70 70 30 −0.910 −0.910 −0.607 −0.604

16.5 70 30 1526 −1.1656 −0.342 −0.119 −0.522
33.5 70 30 15 −0.467 0.2437 0.10016 −0.097
33.5 70 70 3026 0.4498 −0.197 −0.249 −0.121

219 25 57 50 20 0.958 −0.379 −0.253 0.171
25 57 5010 2021 0.846 0.825 1.051 1.237
25 57 50 2021 1.57811 2.091 2.215 1.894

sulphate (which had been dried at 120°C
overnight) and quantitatively transferred to the
Teflon-lined extraction vessel. Sixty ml of a sur-
rogate mixture of dibutyl chlorendate and
2,4,5,6-tetrachloro-m-xylene and the acetone:n-
hexane mixture were then added to each sample
and the extraction vessel was closed, after ensur-
ing a new rupture membrane was used for each
experiment. In this work, volume and percent-
age (v/v) of acetone in the acetone:n-hexane, as
well as power, pressure and time in which ex-
tractions were performed were indicated by the
experimental design. Extraction conditions were
programmed in two stages. In the first stage, the
system was allowed to reach the required pres-
sure using full power; in the second stage, the
pressure previously reached was kept constant
and the power and the time were established
according to the experimental design (see Tables
4 and 5). This way, samples stayed at the previ-
ously set pressure during the whole extraction
process. When the irradiation period was com-
plete, samples were removed from the mi-
crowave cavity and were allowed to cool in a
water bath to room temperature before opening.
The supernatant was filtered through glass wool
prewashed with n-hexane–acetone and then
combined with 7–10 ml acetone:n-hexane rinses
of the extracted sample. The extract was concen-

trated to �2 ml using nitrogen evaporation
with a Turbovap LV Evaporator (Zymark, Hop-
kinton, MA).

2.2. Clean-up

The extract was transferred on top of the
Florisil® Cartrige which had been previously
rinsed with 10 ml of n-hexane at flow rate of
�4 ml min−1. The extract was then eluted with
10 ml of n-hexane at flow rate of �2 ml
min−1. The eluate was concentrated under ni-
trogen blowdown, transferred into 5 ml cali-
brated flasks and dissolved in n-hexane. Extracts
were kept in the fridge until analysis. For quan-
tification, 200 ml of the extract were diluted in
iso-octane and transferred into injection vials
for GC/MS analysis.

2.3. Soxhlet extraction

Soxhlet extractions were performed using 0.2 g
of soil analytically weighed, mixed with 2 g of
anhydrous sodium sulphate and transferred to the
pre-rinsed paper thimble and 60 ml of a surrogate
mixture of dibutyl chlorendate and 2,4,5,6-tetra-
chloro-m-xylene were added. Samples were ex-
tracted under reflux (3 cycles h−1) with 200 ml of
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acetone–hexane in the percentages and the time
indicated by the experimental design. After cool-
ing to room temperature, �2 ml of iso-octane
were added prior to rotary evaporation [2] and
the extract was concentrated to �10 ml at 50°C
and reduced pressure. The last concentration step
was performed by evaporation with a gentle
stream of nitrogen. The sample extract was cen-
trifugated for the elimination of the fine particu-
late matter caused by the paper thimble and then
submitted to the clean-up step mentioned above.

2.4. Reagents and chemicals

The PCBs–CEE–C mixture of 10 PCBs (2.7–
8 mg ml−1) was supplied by CromLab (Bar-

celona, Spain). EPA 8080/8270 Pesticide Surro-
gate Mix containing dibutyl chlorendate (1971.3
mg ml−1) and 2,4,5,6-tetrachloro-m-xylene
(2000.1 mg ml−1) were supplied by Supelco
(Bellefonte, PA). Weight loss of the standards
was recorded during storage [2] and it never ex-
ceeded 1%. n-Hexane and acetone were pur-
chased from LabScan (Dublin, Ireland) and
purities were stated to be better than 95%. Anhy-
drous sodium sulphate (purissimum) was pur-
chased from Panreac (Barcelona, Spain).
Sep-Pak® Plus Florisil® Cartridges were pur-
chased from Waters (Milford, MA). All solutions
were stored at 5°C in the dark. All volumetric
glassware was grade A and was calibrated at
laboratory temperature.

Table 5
Design matrix and normalised values in the central composite design for microwave-assisted extraction (MAE) experiments

Data matrix Normalised valuesRun no.

Pressure (psi) CB-180CB-138CB-153CB-101Acetone (%)Time (min)

−0.80116 −0.76316.5 50 −0.630 −0.8001
0.65826 0.94416.5 50 −1.314 0.7982

−0.213−0.223−0.0470.3823 5033.516
−0.711 −0.854 −0.8784 33.526 50 −0.116

5 −0.052−0.088−0.1030.2547016.516
2.2012.2161.982 2.3517016.5266

1.575 1.665 1.5467 33.516 70 1.562
26 33.5 708 0.401 0.279 0.320 0.581

9 30 25.0 60 0.031 0.099 0.185 0.165
−0.927−1.152−1.161−1.09510 6025.013

21 40.0 6011 0.942 0.3190.623 0.640
−0.748 −0.923−0.5236010.02112 −0.809
−0.310 −0.323 −0.61425.0 7713 0.22821

−1.494−1.687−1.81721 −1.92214 3325.0
15 0.0150.1920.169−0.0896025.021

0.077−0.063−0.092 −0.0586025.02116

Table 6
Values of the parameters obtained for central composite design for microwave-assisted extraction (MAE) experiments

b123 r2Compound b13b1 b23b2 b3 b11 b22 b33 b12

0.0089 – −0.00013CB-101 −0.295 0.81–a −0.056 – 0.0039 – –
0.81−0.000290.0086CB-153 – −0.138 0.0082−0.175 – – – –

0.0081 0.0086 −0.00026CB-138 – −0.143 −0.172 – 0.80– – –
0.0081 0.0083 −0.00028CB-180 – −0.136 −0.169 – 0.80– – –

a Empty values mean that the parameter was eliminated from the model.
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Optimisation experiments were performed using
a soil polluted with PCBs at an unknown concen-
tration. Concentration of PCBs whose retention
times and mass spectra matched with those of the
standard mixture were measured (CB-101, CB-153,
CB-138 and CB-180) and optimisation of both
MAE and Soxhlet extraction was performed for
these four PCBs. For evaluation of the efficiency of
both extraction methods developed, CRM 481
industrial soil was purchased from BCR (Brussels,
Belgium).

2.5. Analysis of the samples

Extracts were analysed on a Hewlett-Packard
5890 Series II GC interfaced to a Hewlett-Packard
5989 MS Engine mass spectrometer MS/DOS
Chemstation (Avondale, PA) and equipped with a
Hewlett-Packard 6890 Series autosampler. The
samples were introduced via a 30-m×0.25-mm
i.d.×0.25-mm film thickness TRB-1701 (Tracer,
Sant Cugat del Valles, Spain) fused-silica capillary
open-tubular column. The column temperature was
held at 80°C for 1 min and then increased at 25°C
min−1 up to 170°C, and subsequently programmed
at 3°C min−1 up to 260°C, where it was finally held
for 7 min. The carrier gas was helium (N-50) at a
flow rate of 2.07 ml min−1 (52.9 cm−1) and a
pressure at column head of 20 psi. The injection
volume was 1–3 ml and the injection temperature
was 270°C. Quantitative data were acquired oper-
ating the MS detector in selected ion monitoring
mode (SIM) and the m/z values monitored were:
CB-8 (222, 224), CB-28 (256, 258), CB-20 (256,
258), CB-52 (292, 220), CB-35 (256, 258), CB-101
(324, 326), CB-118 (324, 326), CB-153 (360, 362),
CB-138 (360, 362) and CB-180 (394, 396). The
instrument was tuned daily with perfluorotributy-
lamine (PFTBA). In order to achieve the best
response from the GC/MS set-up, an optimisation
study of the variables splitless time (min), electron
energy (eV) and optimum overpotential (V) was
followed using a central composite design.

2.6. Optimisation of electron impact mass
spectrometric (EIMS) determination of PCBs

Optimisation of the determination of PCBs by

Fig. 2. Representation of the response surface for the central
levels of percentage of acetone (%) (a), time (b) and pressure
(c) for the central composite design for CB-101 for microwave-
assisted extraction (MAE).

GC/EIMS was achieved by a central composite
design approach. The variables studied were the
energy of the electrons, splitless time and the
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Table 7
Design matrix and normalised values in the complete factorial design for Soxhlet experiments

Normalised valuesData matrixRun no.

Acetone (%) CB-101Time (h) CB-153 CB-138 CB-180

25 −1.2971 −1.4208 −1.537 −1.484
2 24 25 −0.783 −0.897 −0.859 0.795
3 8 75 0.208 0.466 1.230 0.422

75 1.872 1.79124 −0.2994 1.924
165 50 0.279 0.353 1.105 0.349

506 0.47316 −0.419 −0.119 −0.284
50 0.298 0.357 1.094 0.078167

voltage gain applied over the optimum voltage
value given by the tune of the mass spectrometer.
A two-level factorial design plus star orthogonal
composite design plus three central points was
chosen. Table 1 gives the design matrix for those
experiments and the responses obtained for each
of the ten PCBs.

The data analysis of the results given in Table 1
was performed by the nonlinear regression analy-
sis program (NLREG) [11]. Making use of this
program, the response surface (Y) was written as
a second degree polynomial including all interac
tions. Eq. (1) shows the general polynomial func-
tion.

Y=b0+%
i

bixi+%
ij

bijxixj (1)

U=%
n

i

(Yexp−Ycalc)2 (2)

where Y is the response, xi the variables consid-
ered for the optimisation of the extraction and bi

and bij the parameters to calculate. The estima-
tion of the parameters (bi and bij) was achieved
by the minimisation of the square sum of errors
(U) as given by Eq. (2). The analysis of the output
was based on the evaluation of the prob(t)
parameter associated to each bi parameter, since
prob(t) indicates the probability of bi to be zero.
Those parameters whose probability of being zero
was greater than 10%, namely prob(t)\0.1, were
systematically eliminated.

Eq. (3) shows the most general function al-
lowed for the central composite design:

Y=b0+b1x1+b2x2+b3x3+b12x1x2+b13x1x3

+b23x2x3+b11x1
2+b22x2

2+b33x3
2

+b123x1x2x3 (3)

where x1 is the electron energy (eV), x2 the split-
less time (min) and x3 the voltage gain. The
results given by NLREG for CB-8, CB-52 and
CB-180 are given in Table 2. The other PCBs had

Table 8
Values of the parameters obtained for complete factorial de-
sign for Soxhlet experiments

b1 b12 r2b2Compound

−0.017 0.0032CB-101 −0.103 0.78
0.0023 0.78CB-153 −0.105 –a

0.020 –CB-138 −0.061 0.78
0.026−0.105 0.78–CB-180

a Empty values mean that the parameter was eliminated
from the model.

Fig. 3. Representation of the response surface for complete
factorial design for CB-101 for Soxhlet extraction.
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a similar behaviour. Fig. 1 shows the response
surface obtained by the central composite design
for EI.

To estimate the optimum GC/MS set-up condi-
tions for the determination of PCBs the simplex
[12] method implemented in the MultiSimplex [13]
program was used. For this purpose, the parame-
ters given in Table 2 were introduced in an EXCEL

spreadsheet, where the responses for each of the
PCBs were calculated under each of the experi-
mental conditions suggested by MultiSimplex. On
the other side, MultiSimplex suggested higher
gain voltage values than the maximum value ap-
plied in the design matrix. The response is directly
related to the gain voltage but no gain voltages
higher than 400 V are recommended. On the other
side, MultiSimplex suggested a value of 41–42 eV.
Finally, the response was independent of the split-
less time (b2=b22=b123=0) and therefore, the
central value of the experimental design was cho-
sen (2 min).

It could be concluded that for the analysis of
PCBs by EI-MS the optimum conditions were: an
electron energy of 41–42 eV, a splitless time of 2
min and a voltage gain of 400 V.

A 5-point standard calibration using standards
at 37 and 418 ng ml−1 and injecting different
volumes (1–3 ml) of the standards was performed
daily to establish the GC/MS calibration curve.
Each calibration standard and sample extract
were injected in duplicate. After the injection of
four sample extracts one of the calibration points
and one blank sample were injected to verify that
there were no memory peaks. Chromatographic
peak areas were fitted by linear regression and the
results are given in Table 3. For quantification,
the average response factors obtained from the
multilevel calibration were used.

3. Results and discussion

3.1. Fractionated factorial design for MAE

The variables considered in the fractionated
factorial design were pressure of extraction, per-
centage of microwave power, extraction time, vol-
ume of solvent and percentage (v/v) of acetone in

the acetone–hexane mixture. The aim of this de-
sign was to evaluate which of the variables were
factors, that is, which of the variables had an
influence on the extraction process and which
ones did not. Due to the high number of experi-
ments for a two-level factorial design (25), two
degrees of fractionality were introduced and the
percentage of acetone and the volume of the
solvent were defined as a combination of the other
three variables (pressure, power and time) as
shown in Eqs. (4) and (5).

%acetonePressure×Time×Power (4)

VolumePressure×Time (5)

Percentage of acetone and solvent volume were
chosen for the fractionality since they were a
priori the variables which least interacted with the
other three (pressure, time and power). A two-
level fractionated factorial design involving eight
runs plus three central points was chosen. The
concentration of those PCBs whose retention
times and mass spectra matched with those of the
calibration standards were followed (CB-101, CB-
153, CB-138 and CB-180). As the true concentra-
tions of the four PCBs were unknown, the data
were normalised as shown in Eq. (6). The design
matrix and the normalised results for the 11 runs
are given in Table 4.

Normalised value=
(xi− x̄)

s
(6)

where xi is the concentration value for one PCB
and run number, x̄ is the mean value of all the
concentration values obtained for one PCB in the
eleven runs and s is the standard deviation of all
the concentrations obtained for one PCB.

Eq. (7) shows the most general function al-
lowed for the fractionated experimental design:

Y=b1x1+b2x2+b3x3+b4x4+b5x5+b13x1x3

+b23x2x3 (7)

where x1 is the pressure in the extraction vessel, x2

is the extraction time, x3 is the percentage of
microwave power, x4 is the% (v/v) of acetone and
x5 is the solvent volume. b0 term was not included
in Eq. (7) since the results had been previously
normalised. b12 and b24 were not considered be-
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Table 9
Concentrations (mg g−1) for 15 samples of each polychlorinated biphenyls (PCBs) extracted during 3 days by microwave-assisted
extraction (MAE)

Sample no. Day no. CB-101 Day no. CB-153 Day no. CB-138 Day no. CB-180

1 2 3 1 2 3 1 2 3 1 2 3

894 868868 843 8771 183 183 183 786 772 714 919
6756847857857938646822 689749163171181
760825 784 864 8183 194 168 170 794 641 664 912
843813 879 774 7564 178 168 88 702 692 677 815

684 878 825 829 816 7165 786184 174 176 757 722

Table 10
Values for the residual standard deviations (microwave-assisted extraction, MAE)

R.S.D.% among daysR.S.D.% within a dayR.S.D.% analysis Total R.S.D.%Compound

5.53.3CB-101 4.11.8
1.2CB-153 3.4 5.6 6.6
6.1 4.9CB-138 3.3 8.2

3.05.1CB-180 9.88.2

cause they were equivalent to b5 and b13, respec-
tively. The reason for this equivalency lies on the
confusion rules used to define x4 and x5 variables.

From the values obtained for the parameters for
the fractionated factorial design it could only be
concluded that power was the only variable which
seemed not to have an influence in the extraction
efficiency since b3=0 and b13 and b23 were of the
same magnitude but opposite sign. The rest of the
variables seemed to be factors for the extraction
process of the four PCBs. Besides, the parameters
were of the same sign and magnitude.

3.2. Central composite design for MAE

From the fractionated factorial design power
could be fixed in the central value (57%). A second
variable should be fixed to build a central com-
posite design. It was first thought that percentage
of acetone in the mixture acetone:n-hexane could
be fixed at a high value of the percentage of acetone,
since polar solvent mixtures are more efficient at the
MAE [8,9] but when large volumes of solvent were
used samples systematically dried. The reason for

the fact might be the high ratio of total solvent
volume versus solid sample when polar solvents are
being used. In these cases, the microwave energy
should be mostly absorbed by the supernatant
rather than by the solid sample material [9]. Thus,
volume of solvent was eventually fixed to a value
of 15 ml. A central composite design was built using
the other three variables: pressure inside the extrac-
tion vessel, extraction time and percentage of
acetone (v/v) in the mixture acetone:n-hexane. A
two-level factorial design plus star orthogonal
composite design involving 14 runs plus two central
points was chosen. Table 5 gives the design matrix
for this experiment and the normalised concentra-
tions obtained in each run.

The data in Table 5 were analysed by NLREG
following the methodology mentioned above. Eq.
(8) shows the most general function for central
composite design:

Y=b1x1+b2x2+b3x3+b12x1x2+b13x1x3

+b23x2x3+b11x1
2+b22x2

2+b33x3
2

+b123x1x2x3 (8)
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where x1 is pressure inside the extraction vessel, x2 is
the extraction time and x3 is the percentage of
acetone (v/v) in the acetone:n-hexane mixture. b0

term was not included in Eq. (8) since the results had

been previously normalised. The results obtained by
NLREG are given in Table 6. As for the fraction-
ated factorial design, all parameters presented the
same sign and magnitude for the four PCBs.

Fig. 4. Selected ion monitoring (SIM) chromatogram of microwave-assisted extraction (MAE) extract of the certified industrial soil
CRM 481: (a) first extraction and (b) second extraction.
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Fig. 5. Comparison of the results obtained for the extraction of the certified industrial soil CRM 481 by microwave-assisted
extraction (MAE) and Soxhlet extraction with the certified values.

Three-dimensional representations keeping one
of the variables at the central point value are
presented in Fig. 2 for CB-101. It was observed
that at constant time (t=25 min) better recoveries
were obtained when both pressure and percentage
of acetone in an acetone:n-hexane mixture in-
creased (Fig. 2(b)). On the other hand, at pres-
sure=21 psi, Fig. 2(c), higher recoveries were
obtained when both time and percentage of ace-
tone in an acetone:n-hexane mixture increased.
Finally, if percentage of acetone=60% (Fig. 2(a))
higher recoveries were obtained for long extrac-
tion times and low pressures or high pressures and
short extraction times. It could be concluded that
the optimum conditions were a high pressure,
long extraction time and a high percentage of
acetone in an acetone:n-hexane (v/v) mixture. A
similar behaviour was observed for the other three
PCBs. The common optimum conditions were
also estimated by the simplex method imple-
mented in the MultiSimplex program. Optimum
conditions obtained were a time of extraction of
40 min and a pressure inside the extraction vessel
of 21 psi and for a percentage of acetone of 74%.

3.3. Complete factorial design for Soxhlet
extraction

The variables considered in the complete facto-

rial design for Soxhlet extraction were the per-
centage of acetone in the mixture acetone–hexane
and the extraction time. A two-level complete
factorial design plus three central points involving
seven runs was chosen. The design matrix and the
results for the seven runs are given in Table 7.

Eq. (9) gives the most general function allowed
for the complete factorial design carried out:

Y=b0+b1x1+b2x2+b12x1x2 (9)

where x1 is extraction time and x2 is percentage
(v/v) of acetone in the mixture acetone:n-hexane.

The results obtained by NLREG are given in
Table 8. From the 3D plot for CB-101 shown in
Fig. 3 it could be observed that long extraction
times and high percentage of acetone in the ace-
tone:n-hexane mixture gave the best recoveries. A
higher content of polar solvent increases extrac-
tion potency [2]. A similar behaviour was ob-
served for the other three PCBs.

3.4. E6aluation of the reproducibility for MAE

For evaluating the reproducibility of the mea-
surements for MAE five aliquots of the sample
were extracted each day and this procedure was
repeated three times at the optimum conditions
mentioned above (15 ml of a mixture ace-
tone:hexane (74:26) (v/v) at 21 psi with a mi-
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crowave power of 57% for 40 min). The results
obtained during the 3 days are shown in Table 9.

The results were analysed by means of analysis
of variance (ANOVA) of the set of experimental
data in Table 9. It could be observed, for a degree
of confidence of 95%, that there were no significant
differences among samples extracted neither within
a day nor among days for CB-101 and CB-138
(FCB101(within a day)=0.76BFcrit=3.84,
FCB101(among days=2.76BFcrit.=4.46,
FCB138(within a day)=2.01BFcrit.=3.84,
FCB138(among days)=2.93BFcrit.=4.46) but there
were significant differences for samples extracted
within a day for CB-180 (FCB180(within a day)=4.04\
Fcrit=3.84) and for samples extracted among days
for CB-153 (FCB153(among days)=7.46\Fcrit.=4.46).

As a consequence of these results it was decided
to express the total variance of the measurements
as the sum of the variance due to the analysis, the
variance within days and the variance among days
as indicated in Eq. (10):

s tot
2 =sa

2+sw.d
2 +sa.d

2 (10)

where s tot
2 is the total variance, sa

2 is the variance due
to the analysis, sw.d

2 is the variance within days and
sa.d

2 is the variance among days.
Table 10 gives the residual standard deviations

for the analysis, for samples within a day, for
samples among days and the total residual standard
deviations. The percentage of relative standard
deviation (R.S.D.%) values were good for the four
PCBs.

3.5. Comparison of MAE and Soxhlet extraction

For the comparison of MAE and Soxhlet extrac-
tion five samples of the CRM 481 soil were ex-
tracted under the optimum conditions for MAE (15
ml of a mixture acetone:hexane (74:26) (v/v) at 21
psi with a microwave power of 57% and for 40 min)
and three samples of the same soil were extracted
under the best Soxhlet conditions (200 ml of a
mixture acetone:hexane (75:25) (v/v) under reflux
for 24 h). Samples extracted by MAE were reex-
tracted under the same optimum conditions. SIM
chromatograms of a sample of the CRM 481 soil
extracted and reextracted under optimum condi-

tions for MAE are shown in Fig. 4. From the PCBs
presented in the CRM 481 concentrations of CB-
101, CB-118, CB-153 and CB-180 were worked out
because these four PCBs were present in the cali-
bration standards. The results obtained for MAE
and Soxhlet extraction were compared with the
certified values and it is shown in Fig. 5.

Results obtained by MAE are in good agreement
with the certified values. As it can be seen in
chromatogram (b) in Fig. 4 a second reextraction
was not needed. Lower recoveries were obtained for
Soxhlet extraction but the results are still compara-
ble to those obtained by MAE.
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Abstract

The effects of some instrumental factors on infrared spectroscopy analysis were investigated in the case of diffuse
reflectance infrared Fourier transform (DRIFT) mode. It is usually said that quantitative analysis is possible only if
both particle size distribution and sample density are perfectly controlled. However, even if these conditions are
checked, instrumental factors are of great interest for the goodness of a curve fitting procedure, which is often
necessary in solid sample studies. A factorial design achieved on anthron made it possible to obtain major trends
concerning the required values for one instrumental parameter (resolution) and two mathematical treatments (zero
filling and Savitsky–Golay (S–G) smoothing). Resolution was found to have the greatest effect on measured
responses. A value of 2 cm−1 according to the corresponding aperture is sufficient to approach the real width of
bands for powdered samples. The use of a zero filling factor (ZFF) improves the apparent resolution by data
interpolation. The best values found for instrumental parameters were applied to an anthron–anthracen mixture. The
optimization of spectral features made it possible to obtain semi-quantitative results quite easily, in good agreement
with the data corresponding to each pure compound. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: DRIFT; Instrumental parameters; Experimental design

1. Introduction

Fourier transform infrared spectroscopy
(FTIR) has been used in transmission for many
years to the qualitative and quantitative analysis
of solid, liquid and gaseous samples. However, in

the specific domain of opaque materials or surface
analysis, diffuse reflectance infrared Fourier trans-
form spectroscopy (DRIFT) is better adapted.
The information depth is assumed to be of the
order of midinfrared wavelengths (mm) for nonab-
sorbent samples and the scattering of light does
not affect so much the baseline [1,2]. The prepara-
tion of the samples for DRIFT studies is fast: the
sample is diluted in a nonabsorbent powdered
material, like potassium bromide, which moreover
minimizes the specular component [3–5].
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33-3-87-93-91-01.
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The Kubelka–Munk [6,7] theory predicts a lin-
ear relationship between the intensity f(R�) of
bands in a DR spectrum and the concentration C
of absorbent materials in a nonabsorbing matrix
( f(R�)= [(1−R�)2/2R�]= (2.303aC)/s), where a
is the absorptivity coefficient and s the scattering
coefficient. Since s is a function of both particle size
distribution and packing density [2,8], these
parameters shall remain as constant as possible, if
quantitative data are needed. In practice, it seems
to be difficult [9,10] to avoid the variations of
physical properties and this explains why quantita-
tive analysis by DRIFT spectroscopy is often
hazardous. However, even if these parameters are
controlled, the quality of both the acquisition and
the treatment of DR spectra has a great impor-
tance on quantitative results. Some of these acqui-
sition parameters, like resolution, optical
throughput, acquisition time and signal-to-noise
ratio (SNR) [11,12] or apodization functions [13],
have been largely studied. Nevertheless, these pre-
vious works only gave a theoretical significance to
instrumental factors but no appropriate numerical
values for DRIFT spectroscopy [14]. Moreover,
the characterization by curve-fitting of each band
in a mixture will be more accurate if these parame-
ters are optimized, because of the induced effect on
measured responses. This article deals with the
contribution of some instrumental factors and
mathematical treatments to the improvement of
infrared spectra processing. Results were obtained
to a great extent with the help of a factorial design
achieved on anthron (polyaromatic hydrocarbon).
This compound was chosen because of the pres-
ence of bands in the whole range of the midin-
frared. Moreover, in order to avoid the great
influence of physical properties, all acquisitions
were made on the same sample during the factorial
design. In the last section, improvement induced in
curve-fitting initial estimates with the example of
an anthron–anthracen mixture is shown.

2. Experimental

The spectrophotometer (BioRad FTS 185) and
the optical accessory were already presented else-
where [15].

The potassium bromide (spectronorm-Aldrich)
was ground by hand and stored in a dessicator
(for 24 h) heated at 110°C before use. The particle
size distribution was checked to be of the same
order that wavelenghts in the midinfrared (about
10 mm). Anthron (Aldrich, purity 96%) and an-
thracen (Aldrich, purity 98%) were not purified
(the particle size distribution is centered around
10 mm like KBr). The delay time for purging the
compartment before each spectra recording was
240 s.

For each experimental part (the factorial design
and the anthron–anthracen mixture), a single-
beam spectrum of KBr was used as reference. The
anthron sample was concentrated at 2.5 wt.% in
KBr for the experimental design. Concerning the
anthron–anthracen mixture, each compound was
diluted at 2 wt.% in KBr. All samples were intro-
duced in the sample cup without packing and
were leveled with a glass blade.

Preliminary experiments and bibliography re-
sults have prevailed us to fix the following
parameters for the factorial design: gain radius,
undersampling ratio (UDR), apodization function
and interferogram symmetry. In the case of solid
materials analysis, the gain radius [12,16] has no
effect on the intensities and the shape of bands.
Concerning UDR [12,16], apodization
[12,13,16,17] and interferogram symmetry [12,17],
the optimal conditions of spectra processing are
already known. It has been chosen to work with
UDR=40, triangular apodization and double-
sided symmetry.

On the other hand, resolution (R) [12] and zero
filling factor (ZFF) [12,16] are factors for which
the required values are rarely specified in bibliog-
raphy, and no distinction is made according to the
nature of infrared analysis. It has been chosen to
test the instrumental parameter R and also two
mathematical treatments, the zero filling and the
Savitzky–Golay (S–G) smoothing [18–20], which
is the more currently used for the removal of
noise or undesirable features in IR spectra.

The number of scans was set arbitrary to 100.
Since this instrumental parameter depends on
both the concentration and the absorptivity of the
sample, a standard value can not be attributed for
all experiments.
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Main effects of resolution R, ZFF and S–G
smoothing and also interaction effects between
these factors were studied in a factorial design of
size 2 at two levels. Values and levels of the
parameters are given in Table 1. (It should be
noticed that the aperture is related with the reso-
lution [2].)

Four experiments were found to be sufficient
in order to evaluate the effects of three factors. A
contrast [21] was carried out between the main
effect of the third factor (E3) and the 1×2 inter-
action (E12) (like between E1 and E23 and be-
tween E2 and E13). The three factors interaction
was assumed to be too weak to be taken into
account. The order of the experiments was

tossed. In order to compute the standard devia-
tion sn−1 corresponding to experimental errors,
four central points were joined to the four tests
on parameters (two blocks of four runs). All
spectra of pure KBr were recorded with their
respective parameters without removing the sam-
ple cup from the compartment, in order to elimi-
nate the influence of the particle size and the
density of the sample, and to focus the study on
the influence of instrumental parameters. This
procedure was repeated for the anthron sample.
The responses criteria were the height, the full
width at half-height (FWHH) and the valley be-
tween two adjacent bands. The measured noise
was always too low to be considered.

Table 1
Design matrixa

Resolution (E1) Zero filling factor (E3)Experiment S–G smoothing factor (E2)

1 −+ −
−2 − +

−3 − +
++ +4
No smoothing1 cm−1 1Level −

43rd degree polynomial (7 points)Level + 4 cm−1

2 cm−1 No smoothing 2Central point

a The effect of each factor is estimated between the measured responses at low level (−) and the measured responses at high level
(+).

Fig. 1. Spectrum of anthron concentrated at 2.5 wt.% in KBr (the position of bands used for the factorial design is indicated in
bold).



B. Azambre et al. / Talanta 50 (1999) 359–365362

Table 2
Results of the experimental design achieved on anthrona

1153 933Bands position (cm−1) 8122872

Height (K–M units)×10−4 36492.3Central point 64191.5 127791.5 75090.95
−6.391.5 −23.690.8E1+E23 −77.790.8 −27.590.5

E2+E13 n.s. n.s. n.s. 290.5
−1.2591.5 n.s.E3+E12 5.2590.8 5.590.5

21.0590.03Width (cm−1) 9.4690.04Central point 12.3590.07
E1+E23 0.4890.013 0.9890.02 0.3790.035

−0.0490.013 0.0390.02E2+E13 n.s.90.035
−0.1190.013 −0.0290.02E3+E12 −0.06590.035

Valley (K–M units)×10−4 Central point 70.490.25 109991.3
E1+E23 −19.0290.13 −95.390.65

0.9290.13E2+E13 n.s.
0.6790.13 4.490.65E3+E12

a The n.s abbreviation is used when the effects of the factors are not significant (when it is inferior to the computed error DE).

3. Results and discussion

The spectrum of anthron is given in Fig. 1. The
presence of some neighbored bands close to the
2872 cm−1 (corresponding to the C–H aliphatic
symmetric stretching vibration) and the 1153
cm−1 (C–H aromatic asymmetric bending in
plane) bands allows the measurement of the valley
between the bands. The 933 cm−1 isolated band
(C–H aromatic symmetric bending in plane) and
the 812 cm−1 band (C–H aromatic bending out
of plane) are well adapted to the evaluation of the
effects on the widths at half-height.

Results of the factorial design are presented in
Table 2.

3.1. Effect of the resolution factor

The major effect on both heights, bandwidths
and valleys was found for the resolution factor
(according to the corresponding aperture). The
improvement in resolution (when R decreases)
increases the number of data points near the
absorption maxima of the band and a gain in
photometric accuracy occurs. Consequently, the
measurement of intensities is also improved. The
933 cm−1 isolated band is the most representative
example to show the influence of resolution on
bandwidths. When decreasing R from 4 to
1cm−1, the FWHH of the band decreases by

about 10%. Working at upper resolutions (2 and 1
cm−1) is necessary to make deeper the separation
between two adjacent bands, especially when they
are close together. When changing the resolution
value from 4 to 1 cm−1, an improvement of 27%
can be observed for the height of the 2872 cm−1

valley. In the case of solid samples where band-
widths are naturally broad, it would not be useful
to increase indefinitely the resolution factor (ac-
cording to the trading rules). A change in resolu-
tion from 2 to 1cm−1 does not affect the valley.

3.2. Effect of the S–G smoothing factor

The parameters used for the S–G smoothing
were a third degree polynomial applied to a win-
dow of seven points. This treatment is for almost
responses not significant. The most important ef-
fect (1.31%) is observed for the 2872 cm−1 valley,
when the effect of the resolution factor is particu-
larly strong (27%). A possible explanation, is that
the effect of the S–G factor is measured simulta-
neously with the interaction effect between the
first and third factor. In this particular case, it is
thought that E13 should be superior to E2. In
conclusion, like the number of scans, the S–G
treatment should be optimized in each particular
case, in a specific wavenumber window. Its effect
will obviously depend on the instrumental
parameters and on the band width. Since smooth-
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ing affects narrow bands first (a loss of resolution
occurs), standard parameters shall not be
estimated.

3.3. Effect of the ZFF

Its main effect is weak on band intensities. In
opposition with the R factor that is related to the
real resolution, zero filling improves the apparent
resolution (by data interpolation). Moreover, this
treatment has a more marked effect on intensity,
when the band appears to be flat topped (when
ZFF=1). Because of the increase of interpolated
data points that ZFF induces by extending the

interferogram with zeros, the measured responses
on both banwidths and valleys shall be more
consistent with their real values. Zero filling can
also be obtained after the spectrum processing is
over and a new interferogram is computed in the
Fourier domain.

In conclusion, the best values found for the
studied experimental parameters are (Fig. 2):

R=2 cm−1

ZFF=4

The S–G parameters must be adjusted in func-
tion of both the number and width of particular
bands in a wavenumbers range.

3.4. Application of a least squares cur6e-fitting
program to an anthron–anthracen blend

No attempt in this section was made to provide
a mathematical method in order to analyse IR
spectra of mixtures. This work was already car-
ried out by other authors [22]. The aim was to
improve the quality of DR spectra (according to
the optimized results of the factorial design) be-
fore the application of a curve-fitting program.

The optimized parameters (R=2 cm−1,
ZFF=4) were applied to the analysis of an an-
thron–anthracen mixture. All absorbance spectra
were converted into K–M units after a local
baseline correction. The curve-fitted region ranged
from 1130 to 1200 cm−1 and corresponds to the
fingerprint of the compound (Fig. 2a–c). For
more clarity, only data of two bands for each
pure compound (co-added with the corresponding
data values for the same bands in the mixture) are
presented in Table 3. Concerning band positions,
results appear to be in good agreement between
the pure compounds and the mixture. For band-
widths, the obtained data seem also to be very
close between pure anthron and the mixture.
However, small deviations (of the order of 5%)
can be observed for the A1 and A2 anthracen
bands because they are overlapped to a great
extent by some anthron bands. It is difficult to
obtain accurate quantitative results, when the sep-
aration between bands is of the same order that
the instrument line shape (ILS) [22] function.

Fig. 2. Curve-fitting in the 1135–1195 cm−1 domain. (a)
Spectrum of anthracen concentrated at 2 wt.% in KBr. (b)
Spectrum of anthron concentrated at 2 wt.% in KBr. (c)
Spectrum of the anthron–anthracen experimental blend. Each
compound is concentrated at 2 wt.% in KBr.
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Table 3
Results of the curve-fitting achieved on an anthron–anthracen blenda

Position (cm−1) Height (K–M units) FWHH (cm−1) Area (a.u.) % LorentzianbBand Compound

1167.6 0.022A1 3.54Anthracen 0.096 37
Blend 1167.9 0.026 3.3 0.103 30

A2 1147.6Anthracen 0.044 2.41 0.129 35
1147.6 0.05 2.59Blend 0.153 25

AnthronB1 1171.8 0.031 4.3 0.17 49
Blend 1171.8 0.032 4.2 0.15 11

1152.5 0.036 4.7Anthron 0.182B2 0
1152.4 0.031Blend 4.73 0.156 0

a Comparison with the results obtained for pure compounds concentrated at 2 wt.% in KBr.
b Percentage of the Lorentzian fraction in respect with the Gaussian fraction.

Heights and areas can not be used in a direct
way for quantitative analysis. Nevertheless, area
measurements can be improved, if the sum of
all the bands corresponding to an identical func-
tional group is taken into account.

4. Conclusions

Acquisition parameters values were optimized
for DRIFT spectroscopy through a factorial de-
sign achieved on anthron. A resolution of 2
cm−1 (according to an aperture of 2 cm−1) is
adequate for accurate solid sample analysis,
when bandwidths are broad. Zero filling seems
very useful in order to improve the interpolation
of the spectrum between two resolution points
and to precise the initial estimates for the curve-
fitting program. Concerning the number of scans
and the smoothing factor, values should be opti-
mized in each particular case. Moreover, even if
the optimization of these parameters is impor-
tant, it is essential to control perfectly the parti-
cle size and the density of the sample especially
if the aim is quantitative analysis. The method
described in this paper can be extended to a
large number of infrared techniques and is no
way restricted to DRIFT spectroscopy since re-
quired values of instrumental factors depend on
intrinsic bandwidths and separation. For in-
stance, in the case of IR analyses in gaseous
phase, a further improvement of the resolution
factor will bring a more accurate exploitation of

the spectra. These results will be applied to the
semi-quantitative study of supported catalysts
and functional groups on the surface of coal
adsorbents.
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Abstract

A high performance liquid chromatography (HPLC) method with fluorescence detection including an on-line
purification was established for determination of catecholamines in human urine. The method was evaluated using
samples of pooled urine spiked with catecholamines and validated for measurements of catecholamines in urine of
healthy individuals in a field study. The laboratory method evaluation study showed that the recovery of the method
was 0.82 (confidence interval (CI): 0.79–0.86) and 0.92 (CI: 0.89–0.95) for noradrenaline and adrenaline, respectively.
Thus, correction factors of 0.82−1 and 0.92−1 were applied to correct the measurement results for this systematic
effect. Furthermore, an uncertainty budget was generated for the analytical method using the BIPM-approach
recommended by the International Organization for Standardization. The relative uncertainty of the method was
estimated to be 10–12%, which was consistent with the observed relative variability found in the method evaluation.
The method was evaluated in accordance with EURACHEM Guidance Document No 1 concerning accreditation for
chemical laboratories with respect to accuracy and precision. The field study showed that the standard deviation of
the method was sufficiently low to distinguish between persons working with two different processes of garbage
collection, i.e. collection using four wheeled containers versus collection using bins. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Catecholamines; HPLC; On-line sample purification; Human urine

1. Introduction

Endocrine factors have increased the under-
standing of the pathogenesis and adaptation
phase of chronic diseases caused by the working
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environment. An intricate network of hormones
and hormone-like activities is implicated in the
psychophysiological response. Until now, neu-
roendocrine parameters, and in particular urinary
catecholamine excretion, have been widely used to
estimate the biological effects of stressors in field
research [1,2]. An essential neuroendocrine re-
sponse is the release of adrenaline from the chro-
maffin cells resulting in an increased production
of noradrenaline and adrenaline. Some of the
consequences of increased levels of urinary cate-
cholamines are changes in heart rate and in blood
pressure [3]. Urinary excretion of adrenaline and
noradrenaline has been studied in relation to
highly mechanized work processes in the Swedish
Sawmill Industry. Excretion of catecholamines in
urine was increased for the individuals with in-
creased prevalence of psychosocial problems as
insomnia, stomach and intestinal problems, and
headache (150–250% of baseline level) compared
to a control group [4]. Self-reported feelings of
time pressure and pressure by demands were
found to correlate positively with concentration of
catecholamines in urine of male assembly line
workers in a company manufacturing cars and
trucks [5].

In order to use catecholamines to assess psy-
chophysiological effects related to the working
environment, the quality of an analytical method
must fulfil several requirements. First, the mea-
surement procedure must be described clearly and
in sufficient detail in order to allow other labora-
tories to repeat the measurements [6]. Second, the
method should be evaluated in order to document
precision, accuracy, linearity, robustness [6], and
other relevant performance parameters. Third,
statistical and analytical control of measurement
results must be documented by internal quality
control (e.g. use of control charts [7–9]), analysis
of certified reference materials, and external qual-
ity control (e.g. participation in interlaboratory
comparisons) [10]. Fourth, measurement results
should be reported together with an uncertainty,
that allows the user to evaluate the reliability of
the results [6].

Several high performance liquid chromatogra-
phy (HPLC) methods with on-line purification
have been described for use in analysis of cate-

cholamines in biological samples using either
fluorescence detection [11,12], on-line chemical
derivatization followed by fluorescence detection,
[13] or electrochemical detection [14–16]. Valida-
tion of these methods included evaluation of the
repeatability, reproducibility, and accuracy. The
accuracy was estimated as the recovery of cate-
cholamines added to buffer solutions. In general,
the recovery of adrenaline was close to 100% in
these studies and the recovery of noradrenaline
was significantly lower, around 90%. The reason
for the low recovery of noradrenaline was not
discussed in the above mentioned studies [11–16].
Neither was it clear from the results, if a correc-
tion factor was applied to the results obtained for
noradrenaline in urine samples as a consequence
of the reduced recovery.

The purpose of the present study was:
� To develop a HPLC method for determination

of adrenaline and noradrenaline in urine in-
cluding an on-line purification and post
column derivatization followed by fluorescence
detection of the adrenochrome derivatives.

� To evaluate selected analytical performance
parameters, i.e. reproducibility, linearity, accu-
racy, and limit of detection (LOD).

� To document the accuracy of the method by
participation in external quality assessment
scheme.

� To establish an uncertainty budget for the ana-
lytical method. The aim of the budget is to
account for the contribution from all known
uncertainty components.

� To demonstrate the applicability of the method
with respect to reflection of work-related psy-
chophysiological response in a preliminary field
study.

2. Materials and methods

2.1. Study population of the preliminary field
study

The study population consisted of six waste
collectors in a rural Danish town. Information
about the different work procedures was collected
for each worker [17]. The waste collectors were
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organized in two teams of three persons. One
team collected waste in areas using four wheeled
containers and the other team collected waste in
areas with bins. The waste collectors were asked
to deliver urine samples during a period of 4
working days. All workers were examined in Au-
gust–September 1993.

2.2. Collection of urine samples

Urine samples were collected as spot samples
during 24 h in bottles added 1.0 g citric acid per
50 ml of urine and analyzed separately. The sam-
ples were stored at −20°C and analyzed within 2
months. Urinary creatinine [18] was used to stan-
dardize the results.

2.3. Apparatus

A HPLC system consisting of one isocratic and
one gradient intelligent Merck Hitachi HPLC-
pump series L 6200A, a Hitachi reaction pump
model 655A-13 (Merck, Darmstadt, FRG) situ-
ated before a variable fluorescence detector model
LS-4 (Perkin Elmer, Norwalk, CT), a WISP 710B
autosampler for automatic injection and Millen-
nium chromatography software (Waters Associ-
ates, Milford, US) was used for quantification.
The analytical column was a LiChrospher® 100
column 250×4 mm I.D. packed with RP C-18 (5
mm particles). The guard column (4×4 mm) situ-
ated before the chromatographic column was
packed with LiChrosorb RP-18, 5 mm as well. The
samples were purified automatically before injec-
tion on the analytical column by passing a cate-
cholamine precolumn, packed with
nitrophenylboronic acid on Co-polymer, 40–60
mm (CA-precolumn). All columns were from
Merck, Darmstadt, FRG. A column thermostat
L-5025 (Merck, Darmstadt, FRG) was used to
keep the temperature at 40°C for the analytical
column and the coils from the reaction pump (see
Fig. 1).

2.4. Chemicals

Methanol, ammonia solution (25%), L(+ )-
ascorbic acid, di-ammoniumhydrogenphosphate,

sodium dihydrogenphosphate monohydrate, dis-
odium hydrogenphosphate anhydrous, potassium
hexacyanoferrate (III), phosphoric acid (85%) and
sodium hydroxide pellets were analytical grade,
hydrochloride acid (30%) was suprapur grade,
and sodium azide was synthesis grade (Merck,
Darmstadt, FRG). Sources of other chemicals
were ethylenediaminetetraacetic acid–disodium-
salt dihydrate (EDTA) (BDH Laboratory Sup-
plies, UK), 1-octanesulfonic acid, sodium salt
(98%) (Sigma, St. Louis, MO). Stock solutions
were prepared in 1 mM hydrochloric acid using
adrenaline hydrochloride (epinephrine hydrochlo-
ride) (purity\99%) and noradrenaline hy-
drochloride (norepinephrine hydrochloride)
(purity\99%) (Aldrich, Milwaukee, US). Prior to
dissolution of adrenaline 0.1 ml acetic acid was
added. Lyphochek® quantitative urine control
normal (1) and Lyphochek® quantitative urine
control abnormal (2) (Bio-Rad Laboratories, Mu-
nich, FRG) were used as internal quality control
samples. All solutions were prepared using ultra-
pure water obtained by a Milli-Q water purifica-
tion system (Millipore Waters, Taastrup,
Denmark).

2.5. Mobile phase reagents

A precolumn buffer (0.2 M di-ammonium hy-
drogen phosphate, 10 mM EDTA, 1 mM sodium
azide and adjusted to pH 8.7 with 25% ammonia
solution) was used to apply the catecholamines to
the precolumn. Milli-Q water was used to wash
the precolumn before the next injection. The ana-
lytical eluent (0.1 M sodium dihydrogen phos-
phate, 5 mmol sodium-1-octane sulfonate, and 1
mM sodium azide, adjusted to pH 3 with 20%
phosphoric acid and methanol (8:1)) eluted cate-
cholamines from the precolumn and separated
them on the analytical column. For the derivatiza-
tion three solutions (A, B, and C) were used.
Solution A contained 0.1 M sodium dihydrogen
phosphate, 0.2 M disodiumhydrogen phosphate
and 2 mM potassium hexacyanoferrate adjusted
to pH 7. Solution B contained 1.5 mM ascorbic
acid and 2.5 mM EDTA to stabilize the solution,
and solution C contained 5 M sodium hydroxide
(Fig. 1).
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2.6. Preparation of standard solutions

Seven different calibration solutions were pre-
pared in the range 0–480 nmol l−1 for nora-
drenaline and 0–270 nmol l−1 for adrenaline by
serial dilution of stock solutions with the analyti-
cal eluent to give standards.

2.7. Preparation of method e6aluation samples.

Samples for the method evaluation were pre-
pared in the range 0–350 nmol l−1 for nora-
drenaline and 0–180 nmol l−1 for adrenaline by
spiking pooled urine samples from white-collar
workers with the stock solutions of noradrenaline
and adrenaline in 1 mM hydrochloric acid. The
background level of the pooled urine sample was
9 and 96 nmol l−1 for adrenaline and nora-
drenaline, respectively. A recovery study was per-

formed using the same stock solutions added to
eluent A.

2.8. Analytical procedure

Fig. 1 shows a flow diagram of the method. The
HPLC procedure was performed according to
Boos et al. [13,19] with improvements of the
purification and derivatization steps. The eluents
and solution B were degassed with helium. De-
gassing solution B makes it stable for 24 h. Fil-
tered urine samples (0.45 mm) and standard
solutions (100 ml) were applied directly to the
precolumn with a flow rate of 1.0 ml min−1 in 10
min by using the precolumn buffer. Nora-
drenaline and adrenaline were eluted from the
precolumn with the analytical eluent and applied
to the analytical column with a flow rate of 1.0 ml
min−1 in 3 min by changing flow direction auto-

Fig. 1. Flow diagram of the method.
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matically. Before fluorescence detection a post-
column derivatization of noradrenaline and
adrenaline to the corresponding trihydroxyindole
derivatives was performed by adding solution A,
B, and C with a flow rate of 0.35 ml min−1. A
Teflon coil of approximately 6 m was placed after
addition of solution A–C to ensure that trihy-
droxyindole derivatives were generated. Maxi-
mum response of noradrenaline or adrenaline was
found by combination of different flow rates of
solution A, B, and C. During elution of cate-
cholamines from the analytical column, the pre-
column was washed for the next injection with 5.0
ml of water and primed with 6.9 ml of precolumn
buffer.

Before each series of analyses, seven different
calibration solutions of noradrenaline and
adrenaline were injected to obtain a standard
curve. Quality control samples were analyzed for
every tenth sample. The calibration plots were
found to be linear in the ranges of 0–480 and
0–270 nmol l−1 for noradrenaline and adrenaline,
respectively.

2.9. Uncertainty budget

An uncertainty budget for the analytical
method was prepared using the BIPM-approach
recommended by the International Organization
for Standardization (ISO) et al. [20]. In this ap-
proach, type A uncertainty components are evalu-
ated by statistical means, i.e. from replicate
results, while type B uncertainty components are
evaluated by non-statistical means, for example
from information provided by a manual, a certifi-
cate or from literature [20]. After evaluating the
standard uncertainty of all type A and B compo-
nents, the standard uncertainty of the measure-
ment result was calculated by combining the
standard uncertainties of the components using
the spreadsheet technique [21]. The model of the
measurement procedure was a functional relation-
ship between a measurement result and compo-
nents of the measurement process. The model
represents the relation between the ‘true’ concen-
tration and the measured concentration with com-
ponents of the measurement process as
parameters [22]. For the measurement procedure

described above, the measured concentration (Y)
can be written as a simple function of the ‘true’
concentration (m), the volume (V) injected, the
sensitivity of the method (g, expressed as peak
area per nmol catecholamine) and the slope of the
calibration curve (b):

Y=
lmV

b
=

A %
b

where A %=gmV is the peak area.
This simple relationship does not, however, de-

scribe the influence of certain other components
of the method. The influence of these components
is incorporated in the expression as ‘correction
factors’ and ‘correction terms’. For example, the
stability of samples and reagents during analysis
affects the ‘true concentration’ of the injected
sample. This effect is incorporated by including a
correction factor for the loss. In the same way, the
peak area should be corrected for errors in estab-
lishing the baseline. With correction factors and
terms included, the measurement model is ex-
pressed as

Y= f3 f4

A−d1(A)−d2(A)
b

where

A= f1 f2lmVf1 f2A %

and

b= f5 f6 f7 f8bmean

In these expressions, correction factors and cor-
rection terms compensate for the effect of various
essential method components as follows: f1, cate-
cholamine loss in samples during storage; f2, cate-
cholamine loss and reagent degradation during
analysis; f3, matrix effects on analytical perfor-
mance; f4, recovery as established in this study; f5,
purity of the compound (catecholamine) used to
prepare the standards; f6, preparation of stan-
dards; f7, matrix effects on the calibration curve;
and f8, statistical estimation of the calibration
curve. The correction terms d1(A) and d2(A) are
correction terms for errors in establishing the
baseline for peak integration and for the contribu-
tion from noise to the peak area, respectively.
Each parameter was assigned a value and a stan-
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dard uncertainty (corresponding to a standard
deviation).

The parameters g (sensitivity), m (‘true’ concen-
tration) and bmean (mean of calibration slopes) are
parameters without uncertainty as the uncertainty
of these parameters have already been accounted
for by the correction terms.

2.10. Method e6aluation

Detailed information on the statistical models
for the employed method evaluation design has
been described previously [23,24]. The method
evaluation function (MEF) was estimated using a
least square regression analysis of the measured
concentration versus the true concentration of the
analyte in the MEF-samples in the linear range of
the components in the method. Significant devia-
tions from the ideal slope (b=1.00) and intercept
(a=0.00) are expressions of the systematic ef-
fects. The standard deviation (S.D.y) of the distri-
bution of the obtained results around the
estimated MEF is an expression of the analytical
variance of the method.

2.11. E6aluation of external quality control

The method performance was also evaluated by
participation in the external quality assessment
scheme UK National External Quality Assess-
ment Schemes (UK NEQAS) for urinary cate-
cholamines and metabolites. The specimens
distributed in the scheme were acidified liquid
urine. The target values used for evaluation of
laboratory performance were calculated as
method laboratory trimmed means of results ob-
tained from HPLC analyses of the participating
laboratories as outlined by UK NEQAS. The
variance of the target values was estimated to be
10% divided by the square root of the number of
participating laboratories (7.75 for N=60). Out-
liers were excluded prior to the calculation of the
trimmed means. The evaluation of the laborato-
ries was performed using the Variance Index Scor-
ing System described by Bullock and Wilde [25].
In this study, the long-term laboratory perfor-
mance was evaluated by comparing the designated
values of the samples with the observed values.

The evaluation was performed by estimating the
intercept (a) and the slope (b) using the func-
tional model E (Yi)=bE(Xi)+a, and calculating
approximate standard deviations of the estimates
[26]. The mathematical model was described as

Xi=E(Xi)+oXi
; Yi

=E(Yi)+oYi
; oXi

�N(0, d1
2); oYi

�N(0, d2
2)

where oXi
and oYi

are constants. In order to esti-
mate the functional model the ratio between the
variance of the designated value (d2

2) and variance
of our measurements (d1

2)=d2
2/d1

2, must be known
[26].

3. Results

A representative chromatogram of a urine sam-
ple is presented in Fig. 2. The retention times for
noradrenaline and adrenaline are 10 and 12 min,
respectively. Within 8 min the baseline is stable
and the system is ready for a new injection.

MEFs were estimated for noradrenaline and
adrenaline in urine under reproducibility condi-
tions. Since the S.D.y was a function of m (true
value), it was necessary to perform a weighted
regression analysis using the reciprocals of the
concentrations as weights. The linearity of the
MEFs was tested using a pure error lack of fit
test, which was not significant at the 5% level.
Thus demonstrating linearity (Fig. 3). The slopes
of the MEFs were 0.82 (confidence interval (CI):
0.79–0.86) and 0.92 (CI: 0.89–0.95) for nora-
drenaline and adrenaline, respectively. The inter-
cepts of the MEFs were not significantly different
from zero. Therefore, the method was corrected
for proportional errors of 0.82 and 0.92, respec-
tively. The intercepts and slopes of the corrected
MEFs are presented in Table 1. The LOD deter-
mined as 3 S.D. of 20 measurements of urine
samples at low concentration level was 3.1 and 5.2
nmol l−1 for adrenaline and noradrenaline, re-
spectively. The estimated limits of detection based
on the square root of relative mean squared error
(R.M.S.E.1/2) [23,24] of the method evaluation in
urine were 7.3 and 13.1 nmol l−1. The observed
variability of the method (S.D.y) was given at the
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Fig. 2. A chromatogram of a human urine sample with levels of noradrenaline and adrenaline of approximately 301 and 156 nmol
l−1. On-line analysis of noradrenaline and adrenaline in human urine (1). Injection volume 100 ml, eluent 0.1 M sodium dihydrogen
phosphate, 5 mM octane-1-sulfonic acid, 1 mM sodium azide adjusted to pH 3.0 with phosphoric acid (20%) and methanol (11%),
fluorescence detection ex/em 410 nm/520 nm, flow 1.0 ml min−1, run time 30 min, data collection during 18 min.

lowest level of spiked samples approximately 44
nmol l−1 for noradrenaline and 22 nmol l−1 for
adrenaline (including the level of the pooled urine
levels were 140 and 31 nmol l−1, respectively).
The relative observed ‘between run’ variability
was calculated to be 10.4% for noradrenaline and
10.1% for adrenaline. The recovery for adrenaline
estimated from measurements of spiked samples

without the urine matrix (analytical buffer) was
not significantly different from 100% (CI: 0.89–
1.04%), and recovery for noradrenaline was esti-
mated to be 91% (CI: 0.84–0.96).

The results of evaluation of uncertainty compo-
nents are shown in Table 2. Details of the evalua-
tion of each component are given below. The
long-term stability was verified by following the
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catecholamine content as a function of time of
samples stored at −20°C. Although no trends in
the results were detected for the first 2 months,
the variability of the results indicated a relative
uncertainty of 96%, taken as the maximum devi-
ation from 100% recovery (i.e. f1=1). This uncer-
tainty was considered to be limits in a rectangular
distribution. Hence, the standard uncertainty of
long-term stability (uf 1

) was 0.06/
3=0.017.
During automated analysis samples may stay in

the sample tray for up to 24 h before injection.
Neither the catecholamines nor the reagents
(ascorbic acid in particular) are perfectly stable at
room temperature, although stabilizing agents
have been added. The time effect was evaluated
by investigating pairs of control results (two lev-
els) from ten analytical runs. Each pair consisted
of control results from the start and end of the

Table 1
Method evaluation key parameters for adrenaline and nora-
drenaline in urine

Adrenaline Noradrenaline

Intercept (a) (nmol l−1) −1.27 3.26
S.D. (a) 3.150.82

1.00 1.00Slope (b)
S.D. (b) 0.01 0.02

0.781Pure testa 2.282

N-Score 0.97 0.99
5.732.21S.D.y

b (nmol l−1)
7.30LODc (nmol l−1) 13.1

LODd (nmol l−1) 5.23.1

a 5% Table values: 1 2.71, and 2 3.295.
b Estimated S.D. on the method evaluation function.
c Limit of detection (LOD) is defined as the concentration

resulting in RMSE1/2=33%.
d LOD by using the definition of IUPAC, i.e. 20 measure-

ments performed on a sample at a low concentration (22 nmol
l−1 for adrenaline and 44 nmol l−1 for noradrenaline) under
repeatability conditions.

Fig. 3. Method evaluation function (MEF)-plot of nora-
drenaline in urine. The measured concentrations E(Y �m) of the
20 spiked urine samples plotted against the corresponding true
concentration (m).

run. From these results were estimated a standard
uncertainty (uf 2

) of 0.011 for the correction factor
for the lack of short-term stability.

The injection volume was V=100 ml with a
standard uncertainty of u6=0.6 ml. The standard
uncertainty was estimated from weightings.

The software calculates the peak area: a base-
line is estimated by the software and the peak
area calculated by integration. The software’s
choice of baseline can be changed manually. Oc-
casionally the baseline chosen by the software is
not satisfactory, which indicates that some uncer-
tainty is involved in establishing the baseline. This
uncertainty was evaluated by varying the baseline
manually to give maximum and minimum peak
areas that are acceptable by an experienced ana-
lyst. The standard uncertainty from this type B
evaluation was found to be approximately linearly
related to the peak area, u(d(A)=12 885 mVSL
nmol−1+0.005A, where A is the peak area).

The matrix may influence absorption and elu-
tion from the precolumn and the chemical reac-
tion rate. The effect of matrix was evaluated from
calibration functions based on standards prepared
from different urine pools (and in eluent). The
relative standard deviation of the slopes of the
calibration functions were 7.3% (n=5). This was
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taken as the standard uncertainty of the matrix
influence (uf 3

, uf 7
).

The uncertainty component from calibration
(slope of the calibration curve) is composed of
several uncertainty components: (1) the purity of
the catecholamines, which were used to prepare the
standards; (2) errors from the analytical balance
and volumetric equipment used in preparing the
standards; (3) the influence of the matrix on the
measurement; (4) statistical estimation of the cali-
bration function from the results; (5) non-linearity
in the calibration function. The largest contribution
to the uncertainty of calibration was the effect from
the matrix (see above), accounting for approxi-
mately 90% of the variance of the calibration slope.
The uncertainty contributions from the purity of
the catecholamines (uf 5

) were based on information
in the Aldrich catalogue. The influence of the
preparation of the standards on the uncertainty was
estimated from the weighing data of volumetric
equipment used (uf 5

). The pooled standard devia-
tions of the estimated slope of six calibration curves
were taken as the uncertainty contribution from
statistical estimation of the slope (uf 8

). The calibra-
tion curve of each run is tested for linearity, and
no deviations from linearity were observed. Hence,
the uncertainty contribution from non-linearity
was set to zero.

Finally, the parameters bmean, l and m were
estimated as follows: bmean was estimated
by taking the average of 22 calibration slopes,
g was estimated as bmean/V, and m as the mea-
sured concentration (after correction of the re-
sult).

The results of the uncertainty estimation are
shown in Fig. 4(a). The relative uncertainty is
approximately constant (12.2–10.5% for nora-
drenaline, 11.3–10.5% for adrenaline) in the
concentration range from the lowest to the
highest standard. As expected, it increases
rapidly when the concentration approaches the
detection limit (Fig. 4(a)). The reason for the
increase is seen from Fig. 4(b), where the rela-
tive contribution of the three most significant
uncertainty components is shown. Only data for
adrenaline are shown, but noradrenaline data
reflect a similar trend. At concentrations higher
than the lowest standard, only uncertainty com-
ponents associated with matrix effects and with
calibration are significant, each accounting for
approximately 40–45% of the total variance. At
concentrations between the lowest standard and
the detection limit, the contribution to the vari-
ance from peak area determination increases
dramatically. The influence of all other uncer-
tainty components was insignificant.

Table 2
Method components, their values, their estimated standard uncertainties and type of uncertainty evaluation

PRIVATE Component Value Standard uncertainty Type

2×104aAverage calibration slope, bmean (mVSL nmol−1) 0 –
Sensitivity, g (mVS nmol−1) –2×108a 0

0.6100Injection volume, V (ml) A
Correction factor long-term stability, f1 B0.0171

B0.0111Correction factor short-term stability, f2

1Correction factor for matrix effect, f3, f7 0.073 A
1.087bCorrection factor for recovery, f4 0.015 A
1.01Correction factor for purity of catecholamine calibrator, f5 0.006 B
1 0.012Correction factor for preparation of standards, f6 B
1 0.008cCorrection factor for statistical evaluation of calibration slope, f8 A

BVariable (1.44×104)dBaseline estimation correction, d1(A) (mVSL nmol−1) 0
BPeak integration correction, d2(A) (mVSL nmol−1) 0 0.34×104

a Adrenaline. Noradrenaline values: bmean=1.0×104 mVS nmol−1, g=1.0×108 mVSL nmol−1, frecov=0.82.
b Adrenaline. Noradrenaline values: f4=1.22.
c Adrenaline. Noradrenaline value: 0.006.
d The uncertainty depends on the peak area (i.e. the concentration). The cited value is estimated at the lowest standard of

adrenaline (19 nmol l−1).
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Fig. 4. Estimated relative uncertainty (a) and relative contribu-
tion to total uncertainty variance of adrenaline measurement
results from selected uncertainty components (b). (a) Esti-
mated relative uncertainty at the concentrations of standards
1–6 and at the detection limit. Limit of detection (LOD)=3.1
nmol l−1 (adrenaline) and 5.2 nmol l−1 (noradrenaline). (b)
The relative contribution from peak integration, matrix effects,
and calibration to the total uncertainty (variance). The arrow
indicates the concentration of the lowest standard.

one team collected waste in areas with bins. The
waste collectors delivered urine samples in a pe-
riod of 4 working days in August–September
1993. The average age for the three waste collec-
tors using four wheel containers was 31 years
(21–50) and the mean urinary creatinine content
was 20 mmol l−1 (9.0–21.6). The average age for
waste collectors collecting bins was 34 years (32–
36) and the mean urinary creatinine content was
15.5 mmol l−1 (8.0–33.3). A non-parametric test
(Mann–Whitney) could not reveal any differences
between the two teams at the 5% level with re-
spect to age and creatinine content of urine. Mean
levels of adrenaline and noradrenaline levels stan-
dardized with creatinine content were classified
into groups of working process and time of collec-
tion of the urine sample, i.e. morning samples are
samples before 06:00 h, working period from
06:00 to 14:00 h and night samples are after 19:00
h. A significant difference between morning levels
of urinary noradrenaline and adrenaline of the
two working processes was shown. No significant
difference could be demonstrated between work
and night levels of urinary noradrenaline and
adrenaline. Excretion of urinary adrenaline and
noradrenaline from morning level to work and
night level were significantly higher for workers

Fig. 5. Method performance in external quality control. Plot
of results obtained from the present method of urinary nora-
drenaline and designated values from UK National External
Quality Assessment Schemes (UK NEQAS).

The laboratory performance in the quality as-
sessment scheme (UK NEQAS) in 1995–1997
with respect to urinary noradrenaline is presented
graphically in Fig. 5 as plot of reported results
versus designated values. The slope was estimated,
by using the functional model, to be 1.27 (CI:
1.24–1.30) and the intercept to be zero (CI: −
0.05–0.11).

Results from validation of the method used in a
field study of the two teams of waste collectors
are presented in Table 3. One team collected
waste in areas using four wheel containers and
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Table 3
Levels of adrenaline and noradrenaline in urine (nmol mol−1 creatinine)

Collecting four wheeled containersPRIVATE Collecting bins

Noradrenaline (nmol mol−1Noradrenaline (nmol Adrenaline (nmolAdrenaline (nmol
mol−1 creatinine)mol−1 creatinine) mol−1 creatinine) creatinine)

Morning le6el
Mean 8.260.82 1.99 12.48

7.10–10.39 1.00–3.200.77–0.88 7.75–21.20Range

Work le6el
33.08 5.606.51 24.56Mean

2.79–10.03Range 29.17–36.57 5.00–6.09 15.71–32.47

Night le6el
Mean 18.293.88 3.26 14.46

0.65–8.85Range 11.46–27.30 2.33–5.10 13.95–15.33

using of four wheeled containers versus using bins
(P=0.02).

4. Discussion

Measurements of hormones or other metabolic
biomarkers are well known in relation to diseases,
i.e. following a disease in progress. In relation to
diseases, several hormones show large variations.
Biomonitoring of hormones contribute to an ob-
jective measurement, which may be useful for the
assessment of occupational long-term health ef-
fects. However, small changes could be expected
when measuring such hormones or other en-
docrine biomarkers. This implies that the quality
of the analytical method, e.g. traceability of mea-
surements and validation of the analytical method
must be documented.

EURACHEM guidance Document No 1 [6]
states that ‘‘the validation of standard methods
should not be taken for granted—the laboratory
should satisfy itself that the degree of validation
of particular method is adequate for its purpose’’.
The validation includes analytical sensitivity and
specificity demonstrated in our study using a sepa-
ration of the components by HPLC and detection
of specific derivatives of noradrenaline and
adrenaline.

The method evaluation carried out on spiked
urine samples indicated that the method was lin-

ear in the range up to 480 and 270 nmol l−1 for
noradrenaline and adrenaline, respectively. The
distribution of the results could be approximated
to a normal distribution, thus it was assumed that
the method was in the state of statistical control
[7]. The recovery was, however, significantly lower
than 100% (82 and 92% for noradrenaline and
adrenaline, respectively). In comparison, the re-
covery from spiked buffer samples was 91 (nora-
drenaline) and 100% (adrenaline). The difference
in recovery reflects the vulnerability of the method
to matrix effects. A method calibrated with stan-
dards prepared in aqueous buffer solutions will be
particularly sensitive to this effect, and matrix
effects will in general increase the uncertainty of
the measurement results on unknown samples.

The estimated S.D.y at the lowest concentration
of m was 2.23 (10.1%) and 4.59 nmol l−1 (10.4%)
for adrenaline and noradrenaline, respectively,
(Table 3) demonstrating, that the method had a
good reproducibility even at low concentrations.
A good accordance was observed between the
estimated uncertainty and the observed variabil-
ity, indicating that the method is in a state of
statistical control [27]. The dominant uncertainty
components were matrix variations, estimation of
the calibration functions, and peak area determi-
nation. The matrix of urine is highly variable, and
this may influence absorption and elution from
the precolumn as well as the on-line trihydroxyin-
dole derivatization. It is possible that the deriva-
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tization is sensitive to the output of the pre-
column, and in this way amplifies the effects of
absorption and elution from the column. Similar
effects may have caused the relatively high vari-
ability of the calibration curve, although the rea-
sons for the matrix effects were not studied in
detail. The uncertainty of peak area determination
reflects the presence of noise in the measured
signal. It consists of two contributions: (1) from
establishing the baseline; and (2) from integration
of the signal that is overlapped with random
noise. The uncertainty of peak area determina-
tions is approximately constant, and the relative
uncertainty of peak area determination therefore
increases as the concentration decreases (and, thus
as the peak area decreases).

The uncertainty budget indicates how to im-
prove the performance of the method. For exam-
ple, the detection limit can be improved by
increasing the signal-to-noise ratio (SNR) or by
increasing the number of replicates. This will,
however, have almost no effect on the uncertainty
at concentrations above the lowest standard, be-
cause matrix effects are the major contributors to
variability in this concentration range. In order to
reduce the uncertainty at these levels, the variabil-
ity caused by absorption to/elution from the pre-
column and by the derivatization reaction must be
reduced.

At present, no certified reference materials are
available for urinary adrenaline and nora-
drenaline. Therefore, comparability of measure-
ment results between different laboratories can
only be obtained by means of interlaboratory
intercomparisons. The performance evaluation in
the external quality control showed a positive
deviation from the designated values of 14 and
27% for adrenaline and noradrenaline, respec-
tively. This deviation could be due to the fact that
the reported results were corrected using the cor-
rection factors derived from the method evalua-
tion. The deviation in the external quality control
is relatively close to the correction factors derived
from the method evaluation (adrenaline 8% and
noradrenaline 18%).

A possible explanation for the deviation might
be that the recovery of previous developed HPLC
methods was determined using different buffer

solutions and not spiked urine solutions, or that
measurement results obtained from these methods
are not corrected for recovery. The true value of
the samples in the external quality control scheme
are calculated from the trimmed mean of the
results from participating laboratories using
HPLC as the analytical method. This might apply
an error to the true result. Thus, the need for
certified urine reference materials is obvious as the
designation of the certified concentration values
are based on several different analytical principles
traceable to standard units (SI).

It is essential to be consistent with respect to
the method evaluation, and therefore to continue
using the correction factors. However, the method
performance has to be followed carefully in order
to explain poor performance. Besides, changes in
the method have to imply a revision of the basis
of the current method evaluation.

The evaluation of the method indicated that it
has a reasonable low standard deviation and a
good reproducibility. Furthermore, the short run
time of the developed method (30 min—effec-
tively 20 min due to the overlap of the purifica-
tion step and separation step) makes it potentially
applicable for large-scale surveillance of occupa-
tional exposure.

The analytical method was applied to measure-
ments of catecholamines in urine from garbage
collectors (N=6) during 4 working days. The
preliminary field study showed a significant in-
crease in levels of both urinary noradrenaline and
adrenaline when using four wheel containers ver-
sus collection using bins (P=0.02). The prelimi-
nary results may indicate that increased levels of
urinary catecholamines are useful to evaluate
physiological responses to different occupational
exposures, in this context different work
procedure.
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Abstract

A simple TLC-Laser scanning densitometric (TLC-LSD) method was developed for the quantitation of fumonisin
B1 (FB1) isolated from solid media cultures (corn) and liquid media cultures of toxigenic Fusarium moniliforme strains
(F. moniliforme MRC 826, F. moniliforme 4223 and F. moniliforme 2927)). FB1 was isolated from the cultures by
solvent extraction (methanol:water, 3:1) and purified in a single step by ion-exchange chromatography using
Dowex-1. FB1 in the purified extracts was detected by TLC analysis using p-anisaldehyde as a post-chromatographic
derivatizing agent. The major toxin identified was FB1 (Rf 0.51) along with traces of FB2 (Rf 0.57) and FB3 (Rf 0.60)
based on their comparison with the reference standard fumonisins. The sensitivity of the TLC-LSD method for the
quantitation of FB1 was found to be 500 ng g−1. The linear regression analysis performed for the quantitation of FB1

by the TLC-LSD method showed a correlation coefficient (r) value of 0.9. Spiking studies revealed the recovery of
standard FB1 (5 and 10 mg g−1) loaded on to Dowex-1 in the range of 87–96%. The purity of FB1 purified from the
cultures was determined by the two-dimensional TLC analysis. Two-dimensional TLC-analysis of the purified FB1

revealed the purity to be greater than 85%. The method developed may find wide application in the environmental
monitoring of the FB1 contaminations in the various agricultural commodities and screening fumonisin producing
toxigenic strains of F. moniliforme. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Fumonisins; Fumonisin B1; Fusarium moniliforme ; TLC-laser scanning densitometry

1. Introduction

Fumonisins are a group of structurally related
mycotoxins produced as secondary metabolites by
several species of the genus Fusarium. The most

common and highest fumonisin-producing Fusar-
ium species are Fusarium moniliforme and Fusar-
ium proliferatum both of which are frequently
found contaminating corn. The frequency of oc-
currence of F. moniliforme on corn is 90% higher
than in other food grains, with 90% of the F.
moniliforme producing fumonisins [1]. Fumonisins
have been classified into four major series of
mycotoxins, the A series, the B series, the C series* Correspondent author. Fax: +91-40-701-6868/701-9020.
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and the P series. However the B series fumonisins
(FB1, FB2, FB3, FB4) are the most predominant
due to their abundance and toxicological effects in
the various animal species. Among them FB1 has
been found to be produced in larger amounts
(70–75% of the total fumonisins) followed by FB2

and FB3 [2]. Chemically, fumonisins are deriva-
tives of 2-amino-12,16-dimethyl polyhydroxy
icosane esterified at the C14 and C15 positions with
tricarballylic acid moieties. Differing hydroxyl
substitutions accounts for different fumonisins
within the B series. Fumonisin A1 (FA1) and
Fumonisin A2 (FA2) are the N-acetyl derivatives
of FB1 and FB2, respectively [3] (Fig. 1). Upon
alkaline hydrolysis, the basic structure of fumon-
isins cleaves into two products: the amino alco-
hols and the tricarballylic acid moieties. However
studies on the structure–activity relationships of
fumonisins reported that the toxicity and carcino-
genicity of fumonisins depends totally on the in-
tact fumonisin molecules [4,5]. The natural
occurrence of fumonisins in corn and corn-based
products has been reported in the range of 0.3–
330 ppm [1]. Ingestion of feed contaminated with
fumonisins results in syndromes like equine
leukoencephalomalacia in horses and porcine pul-
monary edema in pigs, and induces hepato-car-

cinogenic and hepatotoxic effects in rats [6–8].
Consumption of corn contaminated with fumon-
isins has also been associated with high incidences
and increased risk of human esophageal cancer in
Transkei districts of South Africa, Linxian dis-
tricts of China, North Eastern Italy and South
Eastern regions of the USA [9–11]. The Interna-
tional Agency for Research on Cancer (IARC)
Lyon, France, has classified FB1 as possibly car-
cinogenic to humans (toxins derived from F.
moniliforme as group 2B carcinogens) [12]. The
biochemical and pathological basis of fumonisin
toxicity is due to its structural similarities to sph-
ingosine, which explains the epigenetic effect of
the mycotoxin [13].

In view of the hazardous and toxic nature of
FB1 to both humans and animals, several at-
tempts have been made to develop analytical pro-
cedures for the detection and quantitation of
fumonisins in the high-risk commodities, such as
corn and sorghum.

Analysis of mycotoxins typically involves ex-
traction from the sample matrix followed by some
preliminary clean-up, chromatographic separation
and detection. A number of analytical methods
for the evaluation of fumonisins in corn and corn
products, including thin-layer chromatography

Fig. 1. Chemical structures of fumonisins.
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(TLC), high-performance liquid chromatography
(HPLC), gas chromatography–mass spectrome-
try (GC–MS), enzyme linked immunoassays
(ELISA), and capillary zone electrophoresis
(CZE), have been developed. TLC has only been
used as a qualitative method of analysis to date.
While the other methods are used for both the
qualitative and quantitative analysis of fumon-
isins, they are also accompanied by major short-
comings, like extensive sample clean-up and
pre-derivatization procedures of the fumonisins
and subsequent analysis [14]. These derivatives
are highly unstable with short retention time (Rt)
and are pH dependent [15]. In order to overcome
the constrains of the unstable pre-column deriva-
tization procedures, alternative approaches to
separate intact fumonisins without derivatization,
like fast atom bombardment–mass spectrometry
(FAB–MS), ion pair chromatography and
HPLC coupled with electrospray detection
(ELSD), were also developed [16]. However,
these methods require sophisticated and expen-
sive instrumentation facilities. Apart from these
methods, immuno-chemical methods like ELISA
(based on polyclonal or monoclonal antibodies),
fiber optic immunosensor method (based on
monoclonal antibodies) and immuno-histochemi-
cal methods, have also been developed for the
detection of fumonisins [17,18]. A major draw-
back of the immunoanalytical methods is that
the antibodies raised against FB1 or hydrolysed
FB1 cross-react with other fumonisin molecules.
Comparative studies on the analytical procedures
for FB1 contamination in corn samples conclude
ELISA to be an unreliable method and may be
applicable preferably as a screening method only
[17]. Thus, a method of choice would be one
which is simple, easy to perform and has least
number of steps.

The objective of the present study was to de-
velop and evaluate a simple TLC-densitometric
method for the quantitation of FB1 in F. monili-
forme culture extracts and in corn, a known
high-risk agricultural commodity for fumonisin
contamination. The methodology reported in-
cludes a single-step purification of FB1 from con-
taminated corn and culture extracts of toxigenic
strains of F. moniliforme (F. moniliforme MRC

826, F. moniliforme 4223 and F. moniliforme
2927) on Dowex-1 ion-exchange resin followed
by its separation on a TLC plate and post-chro-
matographic derivatization. The toxin was quan-
titated using a laser scanning densitometer.

2. Materials and methods

Fumonisin B1 (FB1), Fumonisin B2 (FB2) and
Fumonisin B3 (FB3) reference standards were a
kind gift from W.C.A. Gelderblom (MRC,
Tygerberg, South Africa). Dowex-1 (ionic
form:chloride, 8% cross-linked), p-anisaldehyde,
pre-coated polyester silica gel-G (thickness, 250
mm; particle size, 2–25 mm) plates were pur-
chased from Sigma (St. Louis, MO, USA). All
other chemicals and reagents were of analytical
grade.

2.1. Fungal strains

Toxigenic strain of Fusarium moniliforme
MRC 826 was obtained from the South African
Medical Research Council (MRC). F. monili-
forme 4223 and F. moniliforme 2927 were ob-
tained from the Indian Agricultural Research
Institute (IARI), New Delhi. Corn was pur-
chased from the local market.

2.2. Instrumentation

The environmental incubator used for incubat-
ing solid (stationary cultures) and liquid cultures
(shake/submerged cultures) of F. moniliforme was
purchased from Labline (IL, USA). The laser
scanning densitomer used for the quantitation of
FB1 was purchased from Biomed (CA, USA).

2.3. Production of FB1 on corn cultures (solid
media for FB1)

The solid media for the FB1 production was
prepared by autoclaving (at 121°C and 21 kg/
cm2 pressure for 1 h) partially powdered corn
(200 g) and 100 ml double distilled water in 1-l
conical flasks, and leaving overnight.
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2.3.1. Inoculation
A total of 5 ml of 0.1% Tween-20 solution

was added to 8–10-day-old potato dextrose agar
slants containing well grown toxigenic strains of
Fusarium moniliforme (F. moniliforme MRC 826,
F. moniliforme 4223 and F. moniliforme 2927)
species and shaken gently to get the spore sus-
pension. Spore suspension (equivalent to 50 000
spores/g corn) was inoculated into the flasks
containing the solid media at room temperature
under aseptic conditions. Different flasks in du-
plicate were maintained for the different toxi-
genic strains of F. moniliforme, which were
then transferred into the Labline environmental
incubator, set to 25°C. The fungus was allowed
to grow for 7 weeks. At the end of the in-
cubation period the corn cultures were then
dried in the vacuum oven containing calcium
chloride (fused), at 4593°C for 2 days. Before
inoculation the corn samples were screened for
fumonisin contamination, and used for spiking
studies.

2.4. Production of FB1 in liquid cultures

A two-stage liquid medium (consisting of the
first-stage medium and the second-stage
medium) was used for the production of FB1 in
liquid medium [19]. The nutrient composition of
the media were as follows.

First stage medium: NH4Cl (3 g),
FeSO4·7H2O (0.2 g), MgSO4·7H2O (2 g),
KH2PO4 (2 g), peptone (2 g), yeast extract (2 g),
malt extract (2 g) and glucose (20 g) per liter of
double distilled water.

Second stage medium: (NH4)2 HPO4 (1g),
KH2PO4 (3.0 g), MgSO4 (0.2 g), NaCl (5 g),
sucrose (40 g) and glycerol (10 g) per l of dou-
ble-distilled water. Initially the pH of both me-
dia were adjusted to 5, after which they were
autoclaved at 21 kg/cm2 pressure and 120°C
temperature for 15 min.

2.4.1. Inoculation
The toxigenic strains of F. moniliforme (F.

moniliforme MRC 826, F. moniliforme 4223 and
F. moniliforme 2927) for the liquid culture stud-
ies were maintained on a 2% malt agar slant.

Slants containing 8–10-day-old cultures were
taken and macerated in 25 ml of pyrogen-free
and sterile double-distilled water. An aliquot of
the macerate (2.5 ml) was then inoculated into
50 ml of the first stage medium, contained in
250-ml conical flasks for the growth of the fun-
gus. The inoculation was done in triplicate, and
the culture flasks were incubated in the environ-
mental incubator at 25°C temperature and 150
rotations/min for 48 h. At the end of the incu-
bation period the cultures were centrifuged at
10 000 rpm at 4°C (Hitachi SCR20 BA, Japan).
Fifty percent of the supernatant was discarded,
the pelleted mycelium was resuspended, and 3.5
ml of the suspension were added to 50 ml of the
second stage medium contained in 250-ml coni-
cal flasks for the production of fumonisins. The
cultures were then incubated under similar con-
ditions used for first-stage medium for a period
of 21 days. At the end of 21 days FB1 was
isolated and purified from the liquid cultures.

2.5. Extraction of the toxin from corn cultures
and liquid cultures

The dried contaminated corn culture (20 g)
was powdered using a mechanical blender (1200
rpm) and subjected to ethylacetate extraction (20
ml) for 3–5 min. The extract was filtered
through Whatman No. 1 filter paper, the residue
was collected and dried for 1–2 h at 45–50°C.
The dried residue was extracted with
methanol:water (3:1; 20 ml) twice and filtered.
The methanol:water extracts were pooled to-
gether and flash evaporated over a vacuum-
based rotary evaporator at 40°C. The residue
was re-dissolved in 8 ml of methanol:water (3:1)
solvent and the pH was adjusted to 7.9.

The procedure for the extraction of FB1 from
liquid cultures (50 ml) was similar to that of the
corn cultures and was followed as illustrated in
Fig. 2 (scheme for FB1 purification).

2.6. Purification of fumonisin B1 by ion-exchange
chromatography

Dowex-1 (25 g) was packed in a glass column
(height, 20 cm; i.d., 1.5 cm). The packed resin
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Fig. 2. Purification procedure for fumonisin B1 (FB1).

2.7. Concentration of the samples

The acidified methanol fractions (0.5% acetic
acid in methanol) used to elute the toxin were
transferred into round-bottomed flasks (100 ml
capacity) and evaporated to dryness. The
residues were re-dissolved in 0.5–1.0 ml of ace-
tonitrile:water (ACN:water, 1:1).

2.8. Qualitati6e analysis of FB1 purified from
corn cultures/liquid cultures

The residues re-dissolved in ACN:water (1:1)
were spotted (spot volume, 5 ml) onto the
polyester plates and the plates were developed in
chloroform:methanol:acetic acid (6:3:1) solvent
system. The plates were then air dried for 5–10
min and sprayed with the acidified p-anisalde-
hyde reagent (0.5 ml of p-anisaldehyde added to
a mixture of 85 ml methanol, 10 ml glacial
acetic acid and 8 ml concentrated sulphuric acid
under ice-cold conditions) and heated at 130°C
for 3 min to visualize the spots [17]. Reference
standards FB1, FB2 and FB3 were also run
along with the samples for comparison.

2.9. Quantitation of fumonisins by laser scanning
densitometry

The fumonisin B1 spots identified on the TLC
plates were subjected to densitometric scans.
The mode of detection was based on transmit-
tance and brightness of the laser source.

2.10. Validation of laser scanning densitometry
for the quantitation of FB1

Varying concentrations of standard FB1

between 0.1, 0.25, 0.5, 1.0, 2.0, 2.5 and 3.0
mg were taken and subjected to TLC analysis
as described above. Later the spots resolved
were quantitated by laser scanning densito-
metry and a standard plot was established.
A linear regression analysis was performed us-
ing concentration of FB1 (mg) versus the peak
area (cm3).

was equilibrated with methanol (20 ml) followed
by methanol:water (3:1; 20 ml), pH 7.9. The
flow rate of the column was adjusted to 1 ml/
min. The sample (solid/liquid culture extracts,
pH 7.9) was then loaded on to the column. The
column was washed with methanol:water (3:1)
followed by methanol (20 ml). The toxin was
eluted with 0.5% acetic acid in methanol (100
ml). Four separate fractions (25 ml each) were
collected (Fig. 2).
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2.11. Validation of Dowex-1 for the purification
of FB1

2.11.1. Spiking studies
One gram of corn (pre-screened for fumon-

isins) was extracted with 5 ml of ethylacetate and
filtered through a Whatman No. 1 filter. The
residue was dried and re-extracted with 2 ml of
methanol:water (3:1) and filtered (twice). The
filtrates were pooled and evaporated to dryness.
The residue was re-constituted in 750 ml of
methanol:water (3:1) (pre-adjusted to pH 7.9).
The corn extracts were prepared in triplicate. To
these extracts, standard FB1 was spiked individu-
ally at two levels (5 and 10 mg g−1 corn). Glass
columns (height, 125 mm; i.d., 10 mm) were
packed with fresh Dowex-1 (2 g). The resin
packed in the column was washed with double-
distilled water. Later the columns were equili-
brated with 1 ml of methanol followed by 1 ml
of methanol:water (3:1), pH 7.9. The corn ex-
tracts spiked with the standard FB1 were then
loaded on to the column. During the loading of
the sample the flow rates of the column were
maintained at 1 ml/min. The columns were
washed with 1 ml of methanol:water (3:1) fol-
lowed by 1 ml of methanol. Finally the toxin was
eluted using 5 ml of 0.5% acetic acid in
methanol. The acidified methanol eluent was col-
lected in separate fractions (1 ml toxin fractions
×5) and evaporated to dryness in a 5-ml round-
bottomed flask, and the residues re-dissolved in
100 ml of acetonitrile:water. For further concen-
tration, the toxin-containing fractions (100 ml)
were dried under nitrogen and the residues were
re-dissolved in 25 ml of ACN:water (1:1). These
fractions were subjected to TLC analysis as de-
scribed above and the standard FB1 recovered
was quantitated using the laser scanning densito-
meter.

3. Results and discussion

3.1. Extraction and purification of FB1

Dowex-1 was found to be useful in the single-
step purification of fumonisin toxin as detailed

in Fig. 2. Earlier, several procedures have been
established for the isolation and purification of
FB1. A preparative procedure for purification of
FB1 was developed using Amberlite XAD-2, sil-
ica gel, and C18 with a purity of \90%. An-
other procedure reported the separation and
purification of FB1 using XAD-2 column chro-
matography; HPLC equipped with a C18 re-
versed-phase column. Using XAD-2 and
repeated C18 LC steps, FB1 with a purity of
\99% was obtained. FB1 with a purity of 97%
was obtained from liquid cultures of F. monili-
forme strains by DEAE–Sephadex ion exchange,
silica gel and gradient C18 LC. C18 and cyano
partition LC was used for the purification of
FB1 from solid rice cultures with a purity of
\95% [20]. Purification of fumonisins by im-
munoaffinity column technique has also been
developed. The major problem associated with
the immunoaffinity column with respect to FB1

is that it cannot be used for bulk purification.
This method of purification can be applied to
samples contaminated with less than 2 mg g–1 of
FB1. The limitation of the method suggests that
the immunoaffinity column technique can only
be used as a screening tool and not for bulk
purification of FB1 [21]. However, all these
methods are lengthy and expensive as compared
to the present single-step purification of FB1 on
Dowex-1. The major advantage of Dowex-1 is
that it can be regenerated using 2 N HCl and
used repeatedly.

3.2. Qualitati6e analysis of the purified samples

TLC analysis of the purified sample extracts
showed a major spot with Rf of 0.51 and two
minor spots with Rf’ values of 0.57 and 0.60. The
major spot was identified as FB1, and minor
spots were identified as FB2 and FB3 based on
their comparison with Rf values of standard FB1,
FB2 and FB3. Fig. 3, gives the TLC separation
profile of FB1 purified from liquid and solid cul-
ture media as compared with the reference stan-
dard. The two-dimensional analysis of the sample
extracts revealed that the purity of FB1 to be
\85%.
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Fig. 3. TLC profile of separated fumonisin B1. (A) Corn
sample no. 3; (B) corn sample no. 2; (C) liquid culture sample
no. 4; and (D) reference standard of FB1 (2.5 mg).

Table 2
Laser scanning densitometric response to various concentra-
tions of standard FB1

Coefficient ofMean peakConc. Of stan-
dard FB1 (mg) variationa (%)area9S.D. (cm3)

0.5 200.590.10
1.090.201.0 20

2.0 41.790.07
32.5 1.890.05

3.0 2.390.03 1.3

a Based on five independent experiments.

3.4. Validation of TLC-laser scanning
densitometry for the quantitation of FB1

para-Anisaldehyde was used as a post-chro-
matographic agent for the chemical confirmation
of FB1 on TLC to give a bluish green spot based
on its reaction with the primary amine group in
the fumonisin molecules. Earlier, a rapid, sensitive
TLC procedure for the detection of FB1 and FB2

in corn and corn-based feed stuffs was developed
using fluorescamine as the post-chromatographic
derivatization agent for FB1. The method re-
ported a detection limit of 0.1 mg g−1 for fumon-
isins in corn [21]. However the above method has
only been used for the qualitative analysis of
fumonisins, while the present method shows the
application of TLC as a quantitative method
when coupled with the laser scanning densitome-
try. A range of concentrations of standard FB1

(0.1, 0.25, 0.5, 1.0, 1.5, 2.0 and 3.0 mg) were
subjected to TLC analysis followed by densito-
metric scanning. Concentrations of standard FB1

below 0.5 mg were faintly detectable and the corre-
sponding peak areas were not recordable. Con-
centration of standard FB1 at 0.5 mg and above
were easily detectable and the corresponding peak
areas (cm3) showed a linear regression value of 0.9
(g=0.9), Table 2. Based on the laser scanning
densitometric response the minimum detection
limit of the method for the quantitation of FB1

has been found to be 500 ng g−1, as compared to
other methods like HPLC (50 ng g−1), GC–MS
(100 ng g−1), ion pair chromatography (20 ng
g−1), capillary zone electrophoresis (25 ng g−1),
ELISA (200 ng g−1) and the fibre optic im-

3.3. Validation of the method

The recovery studies for purification of FB1

carried out at two levels of standard FB1 (5 and
10 mg g−1), spiked to corn extracts showed recov-
eries in the range of 87–96%, Table 1. Earlier
procedures for purification of FB1 showed recov-
eries from a range of 80–90% only after two to
three steps of column chromatographic purifica-
tion [20].

Table 1
Recovery of Standard FB1 spiked to corn and subjected to
Dowex-1 ion-exchange chromatography followed by TLC-
laser scanning densitometry

Conc. of standard FB1 Total FB1 re- % Recovery
covered (mg)spiked (mg g−1)

4.45.0 87
969.610.0

8.810.0 88
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Table 3
Determination of FB1 in agricultural commodities (corn) con-
taminated with toxigenic strains of F. moniliforme (F.m)as
determined by TLC-laser densitometry

Contaminated corn Toxigenic strain FB1 (mg g−1)a

usedsample

Sample 1 F.m MRC 826 380
355F.m MRC 826Sample 2

F.m 4223Sample 3 761
Sample 4 F.m 2927 434

a Represents mean values.

FB1 based on TLC-laser scanning densitometry
may find wide application in the environmental
monitoring of FB1 contaminations in various
agricultural commodities and screening fumonisin
producing toxigenic strains of Fusarium monili-
forme grown in liquid cultures.
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Abstract

The Ba(SO4)x(CrO4)1-x solid solution has been described in nature, forming the mineral Hashemite. From the
geochemical point of view, however, anionic solid solutions have much interest because they are suitable systems to
probe order–disorder phenomena. The solid solution analysed in the present study has, moreover, a special incentive
in its possible use for the extraction from water, and immobilisation, of the pollutant Cr(VI) ion. The orthorhombic
(space group Pnma) unit cell parameters of the solid solution change linearly with the mole fraction of both anions,
decreasing with increase in the sulfate anion concentration. The vibrational spectroscopic study is centred on the
behaviour of the anionic symmetric stretching band (n1, A1), whose characteristics are examined in detail. While the
chromate anion band retains its wavenumber along the full compositional range, the sulfate anion band is shifted
toward lower wavenumbers with decrease in the corresponding mole fraction. The positional disorder induced by the
random anionic substitution results in strong increase of the halfwidth in both bands, which becomes greatest in the
central member of the series. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Mixed anions; Raman; Solid solutions

1. Introduction

Barium sulfate and barium chromate form a
solid solution which is considered thermodynami-
cally ideal [1] because the end member solubility
products are very close, and both are iso-
morphous and crystallize in the spatial group
Pnma. In nature, the existence of a mineral spe-
cies named Hashemite that contains both of these

anions as the barium salt has been reported [2].
The environmental interest of this system has
been stressed [3,4], because it could be possible to
eliminate the strongly pollutant Cr(VI) ion from
waters by a ‘sorption’ process over barium sulfate.

To the best of our knowledge, there is no
available data on vibrational spectroscopy of this
solid solution, except for the infrared study by
Tarte and Nizet [5] in 1964, who studied some
dilute solid solution samples obtained by precipi-
tation, without reference to the corresponding
anionic mole fractions. We have recently carried

* Corresponding author. Fax: +34-926-295351.
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out [6] a FT-Raman study of some
Ba(SO4)x(CrO4)1−x solid solution crystals grown
by the counter-diffusion of (CrO4

2−, SO4
2−) and

Ba2+ions through a porous silica gel transport
medium [7].

In the present paper, 11 microcrystalline (precip-
itated) samples (the endmembers and nine interme-
diate compounds) are studied by means of powder
X-ray diffraction and FT-Raman spectroscopy.
The aim of this research is to provide some data
that could help in the analytical characterisation of
these materials.

2. Experimental

2.1. Solids

Solutions containing 0.25 mol dm−3 of K2SO4,
K2CrO4 and Ba(NO3)2 (Aldrich, A.C.S. reagents)
in doubly distilled water were used in the precipi-
tation of the solid solution samples. Appropriate
volumes of potassium chromate and potassium
sulfate solutions were made up to a final volume of
50 ml and heated to 7092°C. Barium nitrate
solution was added dropwise with vigorous stirring
until it was in a slight excess (4–6%). On comple-
tion of the precipitation, the suspension was stirred
for 1 h at the same temperature. Precipitates were
separated from the mother liquor through 0.65-mm
Millipore filters, and washed repeatedly with dou-
bly distilled water. Afterwards, solids were dried by
heating at 110°C for 48 h.

2.2. Chemical analysis

Sulfur content was evaluated with a CNS ele-
mental analyser NA1500 (Carlo Erba Instrumen-
tazione) using thiourea as standard. Table 1 shows
the results of the elemental analysis. Each result is
the average of five different runs.

2.3. Powder X-ray diffraction

X-ray diffraction was carried out using a Philips
PW 1710 automatic diffractometer with Cu Ka
radiation (wavelength, 1.54056 A, ) and graphite
monochromator. Scanning rate for general identifi-
cation (qualitati6e) diffractograms (from 2u=5–
70°) was 0.5° min−1; diffractograms used for unit
cell parameter refinements (quantitati6e) and other
detailed studies (from 2u=21–34°) were acquired
in step-scan mode with 4.0 s preset time and steps
of 0.02°. The diffractometer was calibrated using Si
as an external standard. X-ray source conditions
were 40 kV and 50 mA with 2200 W of power. The
eight stronger reflections in the quantitative diffrac-
tograms were used in the unit cell parameter
calculations.

2.4. FT-Raman spectra

FT-Raman spectra were excited at 1064 nm using
an Nd:YAG laser and a Bruker IFS66 optical
bench with a FRA 106 Raman accessory. Laser
power was set at ca 100 mW and 1000 scans were
accumulated with a resolution of 2 cm−1. Pow-
dered samples were lightly pressed in the Bruker
powder holder and mounted with 180° scattering
geometry.

The mathematical treatment of the spectra and
diffractograms was carried out using the commer-
cial software GRAMS/32® (Galactic Industries).
Smoothing procedures or baseline correction rou-
tines were not applied in this work.

3. Results and discussion

3.1. Powder X-ray diffraction

Fig. 1 shows several qualitati6e powder diffrac-
tograms. The absence of any other solid phase

Table 1
Sulfur (%) content of the samples

% S (obs.)% S (calc.) sx SO4
2−

0.020.1 1.361.37
2.750.2 0.142.78
4.120.3 4.06 0.10
5.490.4 5.49 0.07
6.870.5 6.85 0.16
8.24 0.420.6 8.59

0.249.640.7 9.62
0.8 10.99 11.07 0.17

12.360.9 12.59 0.91
13.741 13.12 0.24
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Fig. 1. Powder X-ray diffraction patterns (qualitati6e) of some samples of the studied solid solution. Percentages correspond to
nominal mole fraction of barium chromate in the unit cell.

different from the solid solution phases is evident.
Moreover, powder diffractograms demonstrate
the existence of a true solid solution, i.e. not a
simple mixture of endmembers, BaCrO4 and
BaSO4. The clear and continuous shift towards

lower 2u angles when the chromate anion mole
fraction increases is the result of the unit cell
enlargement promoted by substitution of sulfate
anion (ionic radius, 230 pm) by chromate anion
(ionic radius, 240 pm) [8]. The presence of a small
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feature close to 44°, particularly clear in the dif-
fractogram corresponding to the 60% sample, and
absent in both end-members could be explained as
an effect of the local symmetry descent which
would activate a formally absent diffraction line.
The presence of an impurity can be ruled out

because no other extra band appears in none of
the diffraction patterns. Fig. 2 shows the quantita-
ti6e diffractograms of the endmembers and the
central sample of the solid solution. The effect of
the anionic substitution over the half-width and
intensities of the diffraction peaks can be sum-

Fig. 2. Powder X-ray diffraction patterns (quantitati6e) used in the refinement of the unit cell parameters.



J.M. Alia et al. / Talanta 50 (1999) 391–400 395

Table 2
Reflections used in the unit cell parameters refinement: Miller index and 2u (°) valuesa

BaSO4hkl BaCrO4

Exptl. ASTM Exptl.ASTM

22.812111 22.34822.807 22.402
24.869004 24.25124.892 24.303
25.868 25.31625.862 25.347410

104 26.861 26.855 26.171 26.230
28.762 28.13128.770 28.168411
31.559 30.821114 30.90331.546
32.721 31.90432.743 31.916901

040 32.817 32.884 32.318 32.396

Unit cell parameters (a, b and c (A, ); volume (A, 3))
a 8.880 (0.022)8.881 9.112 9.106 (0.024)
b 5.454 5.455 (0.018) 5.541 5.525 (0.021)

7.159 (0.005) 7.3437.156 7.322 (0.004)c
346.8 (0.9) 370.7 368.4 (0.6)Volume 346.6

a Unit cell parameters: in brackets, standard error.

marised as follows. A general and progressive
broadening affects all the diffraction peaks and
reaches a maximum of ca 40% in the central
sample. This observation can be interpreted as a
result of the anionic positional disorder, which is
a maximum in the central member of the solid
solution. However, despite these differences in
the peak half-widths, the intensity ratios calcu-
lated from the peak maxima as well as from the
integrated intensities are independent of the an-
ionic substitution, which means that the broaden-
ing is nearly the same in all the peaks of each
diffractogram. This observation supports the pre-
vious interpretation of the peak broadening as
arising from positional disorder, but not from
differences in the crystallinity of the precipitates,
which should influence the half-widths of the
peaks in a differential and more selective way.
The results obtained in the unit cell parameters
refinement are given in Table 2. As can be ob-
served, the differences with the corresponding
ASTM reference data [9] are minimal, which
must be pointed out taking into account the pre-
cipitate nature of the samples studied. When the
unit cell parameters of the solid solution samples
have been calculated, these can be plotted against
the mole fraction of chromate ion to test Veg-
ard’s law fulfilment [10–12]. Such plots are
shown in Fig. 3, where the good linear fit ob-

tained in every case can be appreciated. These
results strongly support the ideal behaviour of
the solid solution studied here because the chro-
mate anion concentration plotted is the nominal
(theoretical) mole fraction.

3.2. FT-Raman spectra

The sulfate anion symmetric stretching mode
n1(A1) in barium sulfate and several of the solid
solution samples studied is shown in Fig. 4. As
the sulfate content is decreased, the band shifts
towards lower wavenumbers, which could be
justified considering that the unit cell volume in-
creases with the same trend. The band half-width
rises from the value corresponding to the barium
sulfate spectrum, reaching a maximum relative
increase of 22% in the central term of the series.
This observation, already reported in other solid
solutions [13–15], where the presence of two dif-
ferent cations disturbs the vibrational behaviour
of the anion, can be understood in terms of
positional disorder that impedes the intermolecu-
lar coupling. The bandshape does not change
with the sulfate anion content. As can be ob-
served in Fig. 5, bands corresponding to barium
sulfate and the sample with least sulfate content
(10%) are nearly identical once normalised and
suitably transposed to higher wavenumber.
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Fig. 6 shows the FT-Raman spectral region
where the chromate anion symmetric n1(A1) and
antisymmetric n3(F2) stretching modes appear.
The stronger feature (863.0 cm−1) is the symmet-
ric stretching band, n1(A1), which appears at 847
cm−1 in aqueous solution [16]. In the IR spec-
trum, the narrow band from this fundamental has
been observed [5] at 860 cm−1. The bands
grouped at higher wavenumbers should arise from
the antisymmetric stretching mode, n3(F2). The
complexity of the antisymmetric fundamental and
its changes with the chromate anion mole fraction

in the unit cell have been discussed elsewhere [6].
We will discuss here the characteristics corre-
sponding to the symmetric stretching n1(A1). The
main difference with that observed in the equiva-
lent fundamental of the sulfate anion is the stabil-
ity of the wavenumber position (see Fig. 7) which
does not change in the samples studied, despite
the changes in the chromate anion mole fraction.
This observation can be justified taking into ac-
count two aspects that differentiate the vibra-
tional dynamics of the chromate and sulfate
anions. Firstly, the chromate anion presents an

Fig. 3. Refined unit cell parameters of the solid solution samples plotted against the mole fraction of chromate ion. Error bars
correspond to the standard error.
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Fig. 4. Sulfate anion symmetric stretching n1(A1) band in some of the studied samples. From higher to lower intensity: barium
sulfate, 80, 60, 40 and 20% of BaSO4.

intense mechanical or kinematic intramolecular
coupling [17] that is responsible for the small
wavenumber difference (9 cm−1) observed be-
tween the symmetric and antisymmetric stretching
bands, less than that noticed in the sulfate anion
FT-Raman spectrum (96 cm−1). This high in-
tramolecular coupling implies a low intermolecu-
lar coupling, which has been proposed [5] as one
of the reasons that could promote changes in the
band position when a different anion enters in the
unit cell. Secondly, the stretching force constant,
which is higher in the chromate anion (6.76 mdyn/
A, ) [16] than in the sulfate anion (6.27 mdyn/A, )
[18], and the bigger mass of the central atom,
would preserve the chromate anion from the influ-
ence of slight changes in the volume of the unit
cell as the sulfate concentration increases. On the
other hand, the evolution of the full-width at

half-height (FWHH) is parallel to that reported
for the sulfate anion, even though its effect is
stronger, since the FWHH observed in barium
chromate is increased by about 46% in the sample
with 50% of sulfate.

It is interesting to compare the relative intensi-
ties of the symmetric stretching bands because
these data could be used for analytical purposes.
As the integrated intensity of the n1(A1) FT-Ra-
man band must be proportional to the relative
concentration of the anion in the unit cell, the
following equalities can be written:

IC=xC·JC

IS=xS·JS

where Ii are the integrated intensities of the chro-
mate (C) and sulfate (S) symmetric stretching
bands, xi the corresponding mole fractions in the
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unit cell and Ji are the proportionality constants,
related to the Raman molar scattering coeffi-
cients. Combining the equalities:

IC

IC+IS

=
xC·JC

(1−xC)·JS+xC·JC

where the mole fraction of sulfate anion (xS) has
been substituted by (1 – xC). Inverting the previ-
ous equality:

IS+IC

IC

=
JS−xC·JS+xC·JC

xC·JC

IS

IC

+1=
JS

JC·xC

−
JS

JC

+1

IS

IC

=
JS

JC

·
1

xC

−
JS

JC

The plot of the intensity ratio
IS

IC

against the

inverse of the chromate anion mole fraction
should give a straight line from whose slope or
intercept the ratio between the Raman molar
scattering coefficients can be calculated. With this
representation, mole fractions can be obtained
from intensity ratio data. Fig. 8 shows the plot.
The linearity is good and the corresponding fitted
parameters are: slope=0.260690.0047; Y-axis
intercept= –0.281490.0195; r2=0.9989; stan-
dard error of the estimate=0.0380. It can be
concluded that the Raman molar scattering coeffi-
cient of the symmetric stretching band must be
more than three times greater in chromate anion
than in sulfate anion, in good qualitative corre-
spondence with theoretical predictions [19,20].

Fig. 5. Normalised sulfate anion symmetric stretching n1(A1) band in barium sulfate (full line) and in the 10% sulfate sample (dotted
line). This band has been displaced towards higher wavenumber to coincide in position with the band of pure BaSO4.
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Fig. 6. Chromate anion symmetric stretching n1(A1) band (863 cm−1) and antisymmetric stretching n3(F2) group of bands in some
of the studied samples. From higher to lower intensity: barium chromate, 80, 60, 40 and 20% of BaCrO4.

Fig. 7. Wavenumber position of the anion symmetric stretch-
ing n1(A1) bands in the solid solution. Right, Y-axis, chromate
anion. Left, Y-axis, sulfate anion.

Fig. 8. Plot of the anion symmetric stretching n1(A1) bands
intensity ratio IS/IC against the inverse of the chromate anion
mole fraction, 1/xC.
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Abstract

A simple, selective and sensitive heavy atom-induced room temperature phosphorimetric method (HAI-RTP) is
described for the determination of naproxen (NAP) in pharmaceutical preparations. The phosphorescence signals are
a consequence of intermolecular protection when analytes are, exclusively, in presence of a heavy atom salt and
sodium sulfite as an oxygen scavenger to minimize RTP quenching. These variables selection constitute the basis of
a HAI-RTP method for the determination of naproxen (detection limit 17.6 ng ml−1; 1.71% relative standard
deviation at 250 ng ml−1). The method has been applied satisfactorily to the analysis of pharmaceutical preparations.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Heavy atom induced; Naproxen; Room temperature phosphorescence

1. Introduction

Naproxen [(+ )-2-(6-methoxy-2-naphthyl)pro-
pionic acid or [(+ )-2-(6-methoxy-a-methyl-2-
naphthaleneacetic acid] (NAP), is a non-steroidal
anti-inflammatory drug with anti-inflammatory,

analgesic and antipyretic properties often pre-
ferred to acetylsalicylic acid (aspirin) because of
its better absorption following oral administration
and fewer adverse effects. Anti-inflammatory ef-
fects of naproxen are generally thought to be
related to its inhibition of cyclo-oxygenase and
consequent decrease in prostaglandin concentra-
tions in various fluids and tissues [1]. Formulated
in tablets or suppositories it is used in the treat-
ment of rheumatoid arthritis and other rheumatic
or musculoskeletal disorders, dysmenorrhea and
acute gout.

* Corresponding author. Tel.: +34-58-248594; fax: +34-
58-243328.

E-mail address: mcruces@goliat.ugr.es (C. Cruces-Blanco)
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The extensive use of naproxen formulations
requires the development of a rapid, selective and
accurate method that can be used in routine qual-
ity control. Naproxen in commercial formulations
has been determined by coulometry [2,3], oscillo-
metric titration [4], first- and second-derivative
UV spectrophotometry [5] and high-performance
liquid chromatography (HPLC) [6]. The United
States Pharmacopeia XXI (1985) [7] and the Real
Farmacopea Española (1997) [8] describes a UV
spectrophotometric method for the assay of
naproxen tablets and for a dissolution study and
an acid–base titrimetric method with sodium hy-
droxide for the determination of the pure sub-
stance. Biological fluids can be analysed for
naproxen using HPLC [9–11], GLC [12],
fluorimetry [13], UV spectrophotometry [14] and
mass fragmentography [15].

Although phosphorimetry is sensitive and more
selective than fluorimetry for the analysis of many
compounds, it has not been frequently used be-
cause of the time-consuming sample conditions
required. Recently, different methodologies, such
as sensitized room temperature phosphorescence
(RTP), micelle-stabilized RTP or the use of cy-
clodextrins [16,17], combined with sodium sulfite
as oxygen scavenger have allowed for develop-
ment of RTP methods for numerous compounds
in solution [18–23]. Only one phosphorimetric
method has been proposed for this compound in
micellar medium [24].

We have recently observed that it is possible,
for some kinds of compounds, to observe phos-
phorescence signals in solution by using exclu-
sively aqueous solutions of the analytes in
presence of a heavy atom and salt sodium sulfite
as oxygen scavenger, which is termed heavy atom-
induced room temperature phosphorescence
(HAI-RTP) [25,26].

The aim of this work is the development of the
first application of heavy atom-induced room
temperature phosphorimetric method in solution
for the determination of naproxen in pharmaceu-
tical preparations. The work presented here com-
petes favorably in simplicity and detection limit
with others methods proposed earlier in the
literature.

2. Experimental

2.1. Apparatus

All recordings of uncorrected luminescence
spectra and measurements of HAI-RTP intensities
were carried out with an Aminco Bowman series 2
luminescence spectrometer equipped with a 7-W
pulsed xenon lamp, required a personal computer
with a 40-MB hard disk, 4 MB RAM memory,
3.5-inch 1.44-MB floppy disk drive, VGA colour
monitor with VGA graphics adapter card, serial
2-button mouse, DOS 6.0, OS/2 version 2.0, and a
GPIB(IEEE-524) interface card for computer in-
strument communication, equipped with a ther-
mostated cell holder.

2.2. Reagents

Anhydrous sodium sulfite (Sigma) and reagent-
grade thallium(I) nitrate (Sigma) were used as
received. Aqueous solutions were made with dou-
bly distilled water. The sodium sulfite solutions
were prepared daily and kept in tightly stopped
containers. Naproxen (Sigma) (see Fig. 1) was
used without further purification. Stock solutions
were prepared by dissolving 5 mg of NAP in 50
ml of water.

2.3. Basic procedure

A 100-ml aliquot of the NAP stock solution, 8
ml of 0.25 M thallium(I) nitrate and 600 ml of 0.1
M sodium sulfite were introduced into a 10-ml
standard flask and made up to volume with water.
Standard 10-mm fused-silica cells were filled with
this analyte solution. Reagent blanks lacking
naproxen were prepared and measured following
the same procedure. The relative phosphorescence
intensities (RPI) of the samples and the corre-

Fig. 1. NAP molecular structure.
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Fig. 2. Projected three-dimensional spectrum of NAP. [NAP]=500 ng ml−1; [TlNO3]=0.2 M; [Na2SO3]=0.004 M. Emission,
450–700 nm; excitation, 250–350 nm; slitsexc/em, 16/16 nm; td=200 ms; tg=400 ms; detector sensitivity, 1000 V; and m.p.f., 5 ms.

these solutions were treated as indicated under
basic procedure.

3. Results and discussion

3.1. Spectral characteristics

Fig. 2 shows the three-dimensional phosphores-
cence spectra of naproxen in a aqueous solution,
obtained at 25°C in the presence of sulfite and
Tl(I). NAP RTP spectra emits strong phosphores-
cence with maximum excitation and emission in-
tensities at 334 and 540 nm, respectively, in
aqueous solution and in presence of Tl(I) as heavy
atom with deoxygenation by Na2SO3. In the ab-
sence of either of these reagents the signal was

sponding blanks were measured at phosphores-
cence wavelength maxima lex/lem 333/540 nm.

2.4. Procedure for the pharmaceutical
preparations

Two different commercial products were ana-
lyzed: Antalgin 550 (Sintex Latino, Madrid,
Spain) with a nominal content of 673 mg g−1 of
naproxen and excipients and Naprosyn gel (Sintex
Latino) with a nomimal content of 100 mg g−1

and also containing excipients, without indication
of their concentration. For the analysis of An-
talgin 550, the contents of five capsules were
taken for analysis and the solid was powdered
and homogenized. A portion of two products was
dissolved in doubly distilled water and aliquots of
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extinguished. The triplet lifetimes of naproxen
under these conditions was determined as 1028 ms.

Different instrumental parameters related to the
luminescence technique could also affect the phos-
phorescence response, so they should be carefully
selected. Slits of 16 nm, for the excitation and
emission monochromators, a scan speed of 2 nm
s−1, with a delay time (td) of 200 ms, a gate time
(tg) of 400 ms, a detector sensitivity of 1000 V and
a minimum period pulse (m.p.f.) or time between
flashes of 5 ms were chosen. All these instrumental
variables were kept constant for the rest of the
experimental work.

The wavelength of maximum phosphorescence
emission was red shifted by 207 nm with respect to
the excitation wavelength and by 185 nm with
respect to the wavelength of maximum fluores-
cence emission.

3.2. Effect of the hea6y atom

Previous studies have already reported that
heavy atom concentrations can affect the intensity
of the HAI-RTP signal under certain conditions
[25,26].

In this report, the following heavy atom salts
have been studied: KI, NaI, KBr, NaBr, KCl,
TlNO3, Pb(NO3)2, and AgNO3.

Pb(NO3)2, and AgNO3 precipitated in the pres-
ence of SO3

2−, so they cannot be used.
The basic vibrational structure of HAI-RTP

emission spectra were not significantly altered by
the presence of NaI, KBr, NaBr and KCl. This
indicated that the heavy atom perturber did not
significantly change the nature of the emitting
species and the radiative process, while the concen-
tration of the heavy atoms TlNO3 and KI could
have significant influence on the HAI-RTP signal.

It has been proved that non-phosphorescence
response of the analyte is obtained in the total
absence of a heavy atom while, in general, the
HAI-RTP intensity increased with increasing
heavy atom concentration. Although the determi-
nation of an optimal concentration range was
necessary. The best results were obtained using
TlNO3 because the intensity is maxima, and a
concentration of 0.2 M was selected for the rest of
the experimental work (see Fig. 3).

3.3. Influence of sodium sulfite concentration and
temperature

Sulfite ions can be used as an efficient O2

scavenger in the aqueous solution in HAI-RTP.
This technical advance is a complement to using
N2 purging to remove O2 from the solution. How-
ever, the concentration of SO3

2− in the system is
an important factor that affected the phosphores-
cence signal of NAP.

The method for sample deoxygenation is based
on the redox reaction [18]:

2SO3
2− +O2l2SO4

2−

These authors demonstrated that the tempera-
ture affects both the rate of oxidation of sulfite by
the oxygen present in the solutions and the inten-
sity of the phosphorescence signals. Increasing
temperature accelerates the rate of oxidation of
sulfite by oxygen. It was observed with naph-
thalene as the solute that at 15°C the oxygen was
not effectively eliminated from the solutions and
the phosphorescence signals were not repro-
ducible, or the phosphorescence was even
quenched. Consequently, it was considered neces-
sary to eliminate the oxygen from the solutions by
reaction with sulfite at room temperature and
measure the phosphorescence signals at 18°C.

It should be taken into account that the solu-
tions of the analytes were prepared in calibrated
flasks where sulfite eliminated the oxygen, but
subsequently the solutions were transferred into
the phosphorimetric cells. After some time, the
sulfite remaining in the solutions eliminated the
oxygen in the cells.

The influence of sodium sulfite concentration
was investigated by monitoring the RTP signal as
a function of time until the HAI-RTP signal was
stabilized for at least 5 min. Various amounts of
sodium sulfite were added to a solution with a
fixed amount of NAP and heavy atom salt while
the concentration of sodium sulfite was varied
from 3.0×10−5 to 6.0×10−3 M. The concentra-
tion of NAP was 500 ng ml−1 and the concentra-
tion of TlNO3 was 0.2 M. They were transferred
into a 10-ml flask, with the appropriate amounts
of 0.1 M sodium sulfite stock solution to obtain
the final desired concentration. The development
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of the HAI-RTP emission was followed kineti-
cally by monitoring at 540 nm with excitation at
334 nm.

Fig. 4 shows the influence of sodium sulfite
concentration on the RTP emission from
naproxen in presence of TlNO3. It has been ob-
served that by increasing sodium sulfite concen-
tration, the phosphorescence signal of the system
decreased gradually and also the stabilization time
(t) or period of time necessary for RTP to reach
stabilization increased, although diminishing
sulfite concentration, t was considerably in-
creased. A concentration of 0.004 M was selected
in this work.

For obtaining the HAI-RTP signals of the three
samples, a detailed study of temperature was car-
ried out. The HAI-RTP intensities decrease al-
most linearly with an increase in temperature.
This effect is markedly appreciate for the NAP–
TlNO3 system, and this is mainly due to molecu-

lar motion and intermolecular energy conversion
because of the collisional deactivation of the
phosphors. A temperature of 2591°C was se-
lected for the rest of the experimental work.

3.4. Stability

The RPI signal of the system can reach stability
instantaneously under the conditions of chemical
deoxygenation, and remain stable for at least 1 h.

3.5. Validation of the method

The method was tested for linearity, precision,
reproducibility and specificity. The phosphores-
cence response was linear in relation to the con-
centration of NAP over the range 0–500.0 ng
ml−1 calculated in the final solution. The regres-
sion equation was:

Fig. 3. Effect of heavy atom concentration. [NAP]=500 ng ml−1; [Na2SO3]=0.004 M; lexc/em=334/540 nm; slitsexc/em, 16/16 nm;
td=200 ms; tg=400 ms; detector sensitivity, 1000 V; and m.p.f., 5 ms.
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Fig. 4. Effect of Na2SO3 concentration on RPI (
) and stabilization time (�). [NAP]=500 ng ml−1; [TlNO3]=0.2 M;
lexc/em=334/540 nm; slitsexc/em, 16/16 nm; td=200 ms; tg=400 ms; detector sensitivity, 1000 V; and m.p.f., 5 ms.

RPI=0.02+0.034C

where C is the concentration of NAP in ng
ml−1.

The correlation coefficient (r)=0.999 (n=7),
indicates good linearity. A detection limit [27] of
17.6 ng ml−1 was established.

The precision of the method was determined at
two different concentrations. The relative stan-
dard deviation (RSD) (n=7) was 2.56 and 1.18%
for concentrations of NAP of 200 and 500 ng
ml−1, respectively.

3.6. Applications

The proposed method was applied to the deter-
mination of naproxen in two pharmaceutical
preparations, Antalgin 550 and Naprosyn gel.
The samples did not require any previous treat-
ment and were analysed using the phosphorimet-
ric method described above.

The results obtained for the pharmaceutical
preparations were compared with those obtained
by the official method (an acid–base titrimetric
method with sodium hydroxide for the determina-
tion of the pure substance) [8] for the same sam-
ples. Table 1 shows that the two methods
provided equivalent results for the analysis of
pharmaceutical preparations.

Table 1
Results of the determination of naproxen in pharmaceutical
preparations

Naproxen concentration (mg g−1)Pharmaceutical
preparations

Proposed Official method
method

633924Antalgin 550 673945
9793Naprosyn gel 10094
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4. Conclusions

This paper presents an innovative way of ob-
taining RTP from naproxen in solution, without
using any kind of organized media, which is a
very important finding that opens the possibilities
for room temperature phosphorescence measure-
ments in solution in the future, and gives simple
and good conditions to obtain some very attrac-
tive analytical characteristics. For the two kinds
of commercial products tested, the statistical cal-
culations of the assay results showed satisfactory
precision of the phosphorimetric method pro-
posed with no significant differences between the
certified and experimental results, demonstrating
that the heavy atom-induced room temperature
phosphorimetry technique can enhance the sensi-
tivity and selectivity for the analysis of small
amounts of chemicals in real samples. The pro-
posed method can be recommended for the rou-
tine determination of naproxen in aqueous
solutions, as it is rapid and simple and the results
obtained showed good precision.
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Abstract

Benzene is known to be toxic and carcinogenic: therefore, in case of exposure to benzene vapours, a reliable
biological monitoring procedure is needed, particularly in the field of occupational hygiene. The determination of the
concentration of benzene in the exhaled air 8 h after the exposure has been demonstrated to be a significant
biomarker, even for low concentrations of airborne benzene vapours. This work presents a sampling and analysis
method that optimizes previously described procedures: in the sampling phase, a double-step sample collection in
Tedlar bags is used, in order to remove the breath moisture and to standardise the sample volumes. The analytical
phase uses a cryogenic trap for the concentration of the air samples to be injected in the GC–MS, without the need
for trapping materials, significantly reducing time and costs of the analysis and improving sensitivity. The presented
method has been successfully applied to the biological monitoring of a mixed population (occupationally exposed and
not exposed subjects, smokers and non-smokers), with a lower detection limit of 1.5 ng of benzene per litre of exhaled
air, that is 1/200 of the biological exposure index recommended by the American Conference of Governmental
Hygienists. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Benzene; Biological monitoring; Exhaled breath; GC–MS analysis

1. Introduction

Benzene is nowadays to be regarded as a ubiq-
uitous pollutant, as its significant and widespread
emission to the environment results from automo-
bile traffic, heating and industrial plants [1]. A

minor contribution also comes from a fraction
probably originating from fires of woods and
natural resins [2]. The risk of benzene exposure is,
therefore, not only an occupational risk, but the
general population is involved; besides, a signifi-
cant contribution to this non-occupational expo-
sure is from cigarette smoke, specially to indoor
air [3].

Benzene exposure has been linked to haemato-
logical problems in man [4] and is a class I human

* Corresponding author. Tel.: +39-69-418-1429; fax: +39-
69-419-453.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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carcinogen according to the International Agency
for Research on Cancer [5]. The American Confer-
ence of Governmental Hygienists (ACGIH) states
(1996–97) a threshold limit value for the concen-
tration of benzene in the air of working environ-
ments of 32 mg/m3, and intends to reduce this
value to 1.6 mg/m3 and to add the ‘skin’ notation
[6], to outline that benzene cannot only be inhaled
but is also absorbed by the skin [7]. For this
reason environmental monitoring is not enough to
assess the risk of exposure to benzene, but there is
the need to perform also a biological monitoring
of exposed subjects, by means of a biomarker
sensitive also to low concentrations of benzene.

The biomarkers proposed and validated for
exposure to benzene are phenol in urine and
benzene in exhaled air, the latter being more
specific for exposures to low concentrations [8], as
phenol can be a final product also for the
metabolism of endogenous substances [9,10].

The limits stated by the ACGIH, BEIs (biologi-
cal exposure indexes) for the concentration of
benzene in the exhaled air are 0.08 ppm for mixed
air (total exhaled air) and 0.12 ppm for alveolar
air (end exhaled air) [6], before the beginning of
the following shift.

Several methods have been proposed for sam-
pling and collecting exhaled air samples: glass
tubes have been used for the sampling of alveolar
air, and plastic bags mainly for the total air. From
these, subsamples of the air are transferred to the
analytical system directly [11,12] or through solid
sorbents that are thermally desorbed [13]. All
These methods make use of an external standard
procedure for the quantitative analysis.

SPME has been also applied to analysis of
human breath, but to date it is limited to com-
pounds with relatively high concentrations in the
breath [14].

This paper presents a sampling and analysis
method optimized for the routine determination of
benzene in mixed exhaled air, in which the samples
are collected in Tedlar bags and benzene is
analysed by gas chromatography and detected by
single-ion monitoring mass spectrometry (GC–
SIM-MS). The range of applicability is from 1.5 to
250 ng of benzene per litre of exhaled air, the latter
corresponding to the BEI.

2. Experimental

2.1. Sampling de6ices

Tedlar bags of 1 and 3 l in volume have been
used to collect the air samples, with both an
opening valve and a septum. These bags were
cleaned by filling them with pure nitrogen, and
heating and emptying them several times before
use.

For the storage of the standard atmospheres of
benzene, 1-l glass bulbs have been used, with two
glass stopcocks and a septum, cleaned as above.

2.2. Bags and bulbs blanks

An aliquot of the last washing air has been
analysed according to the sample analysis proce-
dure hereunder described. The resulting concen-
tration of ‘benzene’ is the blank of the sampling
and analysis procedure, and will be considered in
the following samples analysis.

2.3. Sampling procedure

The subject breathes out normally into a 3-l
Tedlar bag, collecting the volume of air of two or
three complete breaths. The bag is then ther-
mostated at 40°C for at least 30 min, and then part
of its content is transferred, passing through a
CaCl2 trap, to a 1-l bag filling it completely.

2.4. Internal standard introduction

Into each 1-l bag a known amount of perdeuter-
ated benzene (C6D6) is introduced, chosen as inter-
nal standard for the determination of the sample
content of benzene. Perdeuterated benzene is
stored in a glass bulb at a concentration of 0.95
mg/l in anhydrous nitrogen, thermostated at 40°C,
from which 30 ml are transferred by syringe to the
sample bag.

2.5. Sample injection

Benzene determination is performed in a GC
System equipped as follows: a thermal desorber
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with cold trap (TCT) Chrompack; an HP 5890
gas chromatograph with 100% cross-linked
dimethylpolysiloxane capillary column, 60 m
length, 0.32 mm i.d., 1 mm film thickness; an
MSD HP 5790 mass detector, used in SIM for
ions having m/z 78 and 84.

A total of 100 ml of sample air is transferred
from the Tedlar bags thermostated at 40°C to
the cold trap, at an injection flow of about 100
ml/min. The cold trap is made from a fused-sil-
ica capillary (40 cm length, 0.53 mm i.d.) whose
internal surface is covered by a cross-linked sili-
cone film (thickness, 5 mm). Above this cold
trap, instead of the sampling tube, a quartz tube
containing CaCl2 is installed, kept at room tem-
perature, in order to retain the possible sample
residual moisture, which during the following
gas chromatographic run will be dried at 170°C
for 15 min, with a backflush of helium of 20
ml/min.

During the sample injection helium flows at
100 ml/min (desorption phase) through the
TCT, having the trap cooled at −120°C with
liquid nitrogen. At the end of this step, the cold
trap is flash heated (about 1 s) at 200°C and the
components are injected onto the analytical
column.

2.6. Gas chromatographic analysis

The elution of benzene is performed by means
of a temperature gradient, as follows: (a) starting
temperature 60°C for 5 min; (b) temperature in-
crease of 5°C/min to 150°C, for 5 min; (c) temper-
ature increase of 15°C/min to 240°C for 5 min.
Under these conditions, the retention time for
benzene was about 10 min.

Selected ion records are obtained at m/z=78
(the molecular ion of the analyte) and at m/z=84
(the molecular ion of the internal standard, D-6
benzene). The quantitation of benzene has been
performed with the internal standard method; the
calibration curve has been built on five points of
benzene concentration, and the response linearity
verified in the concentration range 1.5–250 ng of
benzene per litre of air.

3. Results and discussion

3.1. Air sampling

The sampling procedure described, in which the
mixed exhaled air is first collected in a 3-l bag and
then transferred to a 1-l bag, makes possible to
have an homogeneous aliquot from one or more
complete breaths, standardising sample volume (1
l). Besides, if benzene concentration was too low
to determine, it is always possible to repeat the
analysis using a larger volume of sample.

In order to remove the moisture from the air
samples, a CaCl2 trap could have been applied
after the mouthpiece of the collecting bag, but this
would have made it difficult to breath normally.
Therefore, the CaCl2 trap has been applied be-
tween the 3- and 1-l Tedlar bags, while the possi-
ble residual moisture is retained by the CaCl2 in
the quartz tube installed in the injection system.

3.2. Analytical method

In the proposed method the air samples are
directly injected into the cryogenic trap, with the
advantage of reducing the time of analysis, cost
and complexity in comparison to the use of a
sampling tube. A CaCl2 trap selectively retains the
possible residual moisture of the exhaled air sam-
ples, which could compromise the efficacy of the
cryogenic trap.

For the quantitative determination of benzene
concentration an internal standard has been used,
that is easier to use than the external standard
technique. Perdeuterated benzene is injected into
the 1-l Tedlar bag immediately after the sample
transfer: this makes possible a storage of the bags
before the analysis, without errors deriving from
possible gas leaks, non- specific adsorption, in-
complete freezing of the sample in the cryogenic
trap. This results in a method particularly suitable
for routine analysis.

Reproducibility, calculated as the variation co-
efficient of the results obtained analysing six times
the same sample, is always better than 1.8% in the
concentration range 1.5–250 ng/l.

As benzene is to be considered a ubiquitous
pollutant, a ‘blank’ value has been determined for
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the glass bulbs (less than 0.4 ng/l) and for the
Tedlar bags (less than 0.9 ng/l), with a mean value
of 0.7 ng/l (0.25 ng/l standard deviation).

The limit of applicability of this method (1.5
ng/l) has been calculated adding to the mean
value of the bags blank three times its standard
deviation.

3.3. Applications

The method described has been used to deter-
mine the benzene concentration of the exhaled air
of a mixed population of 18 people representative
of different situations: non-occupationally ex-
posed non-smoker, non-occupationally exposed
smoker, occupationally exposed non-smoker and
occupationally exposed smoker.

The occupationally exposed subjects considered
are workers employed in gas stations located in
urban areas: the sample collection was performed
12 h after the end of the work shift, before the
beginning of the following shift, in an environ-
ment far from the source of professional expo-
sure. For the non-occupationally exposed subject,
the sample collection was, instead, random.

The average benzene concentration found in the
non-occupationally exposed non-smokers was 8
ng/l (range, 1.5–16); in the non-occupationally
exposed smokers it was 45 ng/l (range, 36–70),
although for smokers it has to be considered that
the benzene concentration is strictly dependent
from the time elapsed from the last cigarette
smoked before the air sampling.

The values found for the occupationally ex-
posed subjects are in the range 20–177 ng/l (aver-
age, 67 ng/l).

4. Conclusions

The analytical method described, compared to
the methods more frequently applied, reduces the
time and costs of the analysis, as it does not
involve an enrichment step on solid adsorbents,

but the air samples can be injected directly into a
cryogenic trap.

The lower applicability limit, 1.5 ng/l, that is
1/200 of the BEI, and the response linearity range
of 1.5–250 ng/l, allow to perform biological mon-
itoring also of subjects exposed to very low con-
centrations of benzene.
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Abstract

A simple and rapid method is described for the extraction of wine volatile compounds. The procedure was based
on the ultrasonic-assisted extraction using a mixing of n-pentane–diethylether (1:2) as solvent. Factorial designs have
been used to optimize the sonication process. Factors such as sample volume, extraction time and solvent volume
were considered. A statistical approach was used to find suitable conditions for the ultrasound extraction of aroma
compounds of wine. A factorial design at two-level revealed that lower sample volume (100 ml instead of 125 ml) and
solvent volume of 50 ml instead of 60 ml contributed to improve extraction efficiency. Performance of the method was
evaluated, and the procedure applied to the analysis of aroma compound in white wines from ‘Condado de Huelva’
(Spain). © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Aroma compounds; Ultrasound extraction; Wine

1. Introduction

Volatile compounds play an important role in
the organoleptic characteristic of wines. It has
been recognized that the aroma constituents of
the wine have a leading contribution to its varietal
character. Several hundred chemically different
flavor compounds, such as alcohols, esters, or-

ganic acids, aldehydes, ketones, and monoterpe-
nes, have been found in wines.

The flavor of a wine is extremely complex, due
to the great number of compounds present which
have different polarities, volatilities and, more-
over, are found in a wide range of concentrations.
Hence, sample preparation, especially, extraction
and concentration of aroma compounds remains
one of the critical areas in aroma volatiles
analysis.

Continuous liquid–liquid extraction has been
widely used in sample preparation for the deter-
mination of wine volatiles [1,2]. Other methods
include liquid–liquid extraction, XAD-2 resin ex-

* Corresponding author. Tel.: +34-9-59530213; fax: +34-
9-59350962.

E-mail address: recamale@uhu.es (M. Fernández Reca-
males)
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traction [3,4], supercritical fluid extraction [5] mi-
crowave extraction [6], sonication [7] and sorbent
extraction [8].

In the present work, the factors (including
choice of solvent and salt type) affecting efficiency
extraction of volatiles from wines using sonication
were investigated applying a factorial experimen-
tal design. The analytical performance of the rec-

ommended method, which has been applied to the
analysis of a young white wine from ‘Condado de
Huelva’ has also been studied.

2. Experimental procedures

2.1. Reagents

All the reagents used were of analytical grade.
Solvents, ethanol, n-pentane, dichloromethane,
diethylether were purchased from Romil (Cam-
bridge, UK). The standards of aroma compounds,
which ranged from 98 to 99% purity, were ob-
tained from Chemservice (West Chester, PA) and
Aldrich.

Two standard solutions, one in ethanol and
another in an extractant mixture, of these com-
pounds were prepared; Table 1 shows their con-
centrations. 2-Octanol was added at 316.8 mg/l to
the standards and samples before extraction as
internal standard.

A model wine solution was prepared with 1.15
g/l potassium bitartrate and at 0.7 g/l tartaric acid
(pH 3.02) in 10.5% (v/v) aqueous ethanol solution
[4].

2.2. Samples

Sixteen samples of wine were used in this study.
These wines were manufactured with white grapes
of the Zalema variety and were obtained from the
wine cellar as representative examples of the
young wines production from ‘Condado de
Huelva’ during 1995 and 1996 harvests.

2.3. Sample preparation: ultrasonic extraction

The extraction procedure was optimized by ap-
plying a factorial experimental design at two lev-
els (23). The sample volume considered according
to the level indicated in the respective trial (Tables
2 and 3) was extracted by means of ultrasound.
The extraction time and amounts of extraction
solvent were also optimized. A full 23 design
would have required eight experiments which
were duplicated in order to calculate the residual
error. The knowledge of the pure error is required

Table 1
Calibrated standard solutions

Compound Concentration (mg/l)
In extractant In ethanol

Acetaldehyde 531 423
44901551Methyl acetate

2129Ethyl acetate 5036
Methyl alcohol 2124 4395

2417Isopropyl alcohol 3744
2108Ethyl propionate 3776

Isobutyl acetate 828 227
sec-Butyl alcohol 892 4338
Ethyl butyrate 2849 5344

43032281Propyl alcohol
Isobutyl alcohol 2168 5090

1401Isoamyl acetate 615
47601352n-Butyl alcohol

16924-Methyl-2-pentanol 4700
Isoamyl alcohol 39972970

1255Amyl alcohol 3729
Hexyl acetate 1323 4736
Ethyl lactate 30622610

2262 3677Ethyl octanoate
151Heptyl alcohol 510

1841Linalool 3529
39762244Diethyl succinate

127a-Terpineol 1178
Citronellol 880 5269

1549 3432Nerol
560Geraniol 3966

2-Phenylethyl alcohol 3472 4164

Table 2
Factors and levels for the optimisation experiment

FactorNotation Level (−) Level (+)

T Time (min) 25 30
Sample volumeV 125100
(ml)
Extractant volume 50 60E
(ml)
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Table 3
Design matrix and the results as average recoverya

TNo. EV Alcohols Esters Terpenes

− −1 – 9 73.550− 47.120 47.265
2 –10 −+ − 51.680 21.955 39.380

+ − 62.745− 47.5903 –11 49.205
+ − 63.6104 –12 26.725+ 43.285
− + 50.045− 45.3805 –13 44.235
− +6 –14 53.065+ 27.160 43.405
+ + 50.725− 52.7957 –15 43.045

+8 –16 + + 54.815 19.775 46.86

a V, sample volume (ml); T, extraction time (min); E, extrac-
tant volume (ml).

hydrous sodium sulphate, reduced in volume to
100 ml in a vacuum rotatory evaporator, and
then by a gentle stream of nitrogen. The ex-
tracts were stored in a refrigerator until the
analysis by GC-FID.

2.4. Gas chromatographic analysis

Analysis of extracts was carried out on a
Varian Star Model 3400 CX gas chromatograph
(Varian Ibérica, Madrid, Spain) equipped with a
split/splitless capillary injection port and flame
ionization detector. Separations were performed
on a SGL-20 polyethylene glycol capillary
column (50 m×0.25 mm i.d., 0.25 mm film
thickness) from Sugelabor. The following condi-
tions were used: injector temperature, 250°C; de-
tector temperature, 300°C; carrier gas flow (N2),
1 ml/min. Injections were made in split mode
(split ratio, 1:60; sample size, 1 ml). The oven
temperature was maintained at 40°C for 7 min,
from 40 to 110°C at 4 °C/min, from 110 to
170°C at 10°C/min, then held 10 min.

A Star Chromatography Workstation version
4.0 was used for acquiring and processing the
data. Measured retention times and peak areas
represented at least triplicate injections. Identifi-
cations of volatile compounds were carried out
by comparing retention times with standard
compounds. Quantification was accomplished
with 2-octanol as internal standard.

3. Results and discussion

The gas chromatographic conditions chosen
allow the separation of most compounds stud-
ied, only the isopropyl alcohol and ethyl bu-
tyrate peaks overlap with the ethanol peak.
Table 4 shows retention times of this com-
pounds. The reproducibility and linearity of
the chromatographic method was tested using
the standard solution. For most of the com-
pounds, precision (as %RSD) and linearity (as r,
correlation coefficient) are very good, with RSD
values lower than 6% and r values higher than
0.997.

Table 4
Precision and linearity of chromatographic separation and
retention times

Compound tR (min) r % RSD

Methyl acetate 5.95 0.9995 4733
6.98Ethyl acetate 0.9996 3810

43480.9971Methyl alcohol 7.17
7.90Isopropyl alcohol 0.9988 5150

Isobutyl acetate 8.82 0.9994 4475
sec-Butyl alcohol 10.76 0.9998 11 059

11.19Ethyl butyrate 0.9999 23 419
444011.69 0.9991Propyl alcohol

13.88Isobutyl alcohol 0.9996 3339
Isoamyl acetate 15.40 0.9979 4525
n-Butyl alcohol 16.24 0.9993 3311

17.254-Methyl-2-pentanol 0.9977 4866
Isoamyl alcohol 18.97 0.9993 4633

20.78Amyl alcohol 0.9996 3135
21.80Hexyl acetate 0.9998 1640
24.56Ethyl lactate 0.9993 2198

203027.61Ethyl octanoate 0.9997
28.10Heptyl alcohol 0.9990 3075
30.47Linalool 0.9997 2643
33.41Diethyl succinate 0.9998 6196

29530.9997a-Terpineol 33.88
14 0170.9985Citronellol 35.18

Nerol 36.05 0.9905 35 136
39.53 0.9600 57 9412-Phenylethyl alcohol

in order to check the significance of the calcu-
lated effects of the parameter. The experiments
were performed in a randomized order to avoid
any systematic error.

The procedure of extraction was repeated
twice. The combined extracts were dried on an-
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Fig. 1. Effects of different solvents. (A) Dichloromethane; (B)
n-pentane–diethylether (2:1); (C) diethylether–n-pentane
(2:1).

Other parameters important to achieve a good
extraction are the type and amount of salt. The
experiments carried out with different salts are
presented in Fig. 2. Better results are obtained
with magnesium sulphate, an amount of 4 g being
enough for high recoveries.

3.2. Optimization of the ultrasound extraction:
factorial design

The operating variables such as sample volume,
time of extraction and solvent volume were stud-
ied using a factorial design. Table 3 shows the
experimental design matrix and the results ob-
tained in each run expressed as average recovery
for alcohols, esters and terpenes. The analysis of
variance tables were constructed for testing the
significance of the effects. Table 5 shows the F
values and the direction of the effect of the factors
on the average relative recoveries of the alcohols,
esters and terpenes. The strength of the influence
of a factor is indicated by the magnitude of the F
value (variables with F values over 5.318 have a
significant influence at the 5% significance level),
while the direction of this influence is shown by
the sign of the effect.

3.1. Effect of extraction sol6ent and type of salt

Initially, some preliminary experiments were
performed in order to establish the most suitable
extraction solvent and salt. Dichloromethane, and
the mixtures n-pentane–diethylether (2:1) and di-
ethylether–n-pentane (2:1) were studied. A syn-
thetic wine was extracted by means of ultrasound
according to the method described by Cocito et
al. [7]. The results are presented in Fig. 1. Highest
extraction efficiency of wine volatile compounds
was obtained when diethylether–n-pentane (2:1)
mixture was used as extractant.

Fig. 2. (a) Effects of different salts; (b) effects of different salts.

Table 5
F-Statistic and direction of the parameters of factorial design

Variable TerpenesEstersAlcohols
EffectF valueF value EffectF valueEffect

0.854 −− 56.996 −Sample volume 7.258
Time 0.055 + 0.167 + 4.077 +

−0.156+0.0178.165 −Extractant volume
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Fig. 3. Chromatogram of standard solution.

3.2.1. Alcohols
Only the extractant volumes were statistically

significant and they were affected by a negative
sign.

3.2.2. Esters
As depicted in Table 5, the sample volume has

a strong negative effect on the recovery of these
compounds. In order words, esters show higher
recoveries with 50 ml of solvent than with 60 ml.

3.2.3. Terpenes
The main factor of influence is the sample

volume and the interaction between sample vol-
ume and extractant volume.

Based on the previous results, the conditions
for extraction of aroma compounds were chosen
as follows: 100 ml as sample volume; extraction
time, 30 min; diethylether–n-pentane (2:1, 50 ml)
as extractant; and addition of magnesium sul-
phate (4 g) to achieve good salting out effect.

3.3. Analytical characteristics of the method

Fig. 3 shows the separation of 27 volatile com-
pounds from a standard sample prepared in
ethanol (Table 1) using the optimized extraction
procedure. The performance of the method in
terms of precision, linearity and accuracy is
shown in Table 6.

The precision was studied as reproducibility
and expressed as relative standard deviation for
one wine sample which was extracted six times
and injected in triplicate. Percent RSD values for
peak area were less than 10%, only seven com-
pounds show higher values.

Eight solutions containing 0.01, 0.05, 0.1, 0.2,
0.5, 1.0, 5.0 and 10.0 ml of the standard ethanol
solution given in Table 1, and diluted to 100 ml
with wine model solution were prepared, ex-
tracted following the proposed method, and ana-
lyzed by CG (injection in duplicate).The
calibration curve for each analyte was created.
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The linear correlation coefficients are higher than
0.994. This indicates that the linear range included
at least the entire concentration range studied.

To verify the possible existence of matrix ef-
fects, known amounts of each aroma compound
were added to the wine sample; this wine was
extracted and analyzed by CG. The slope of the
curve obtained was compared to that of a conven-
tional calibration curve. The use of the Fisher’s F-
and Student’s t-test for a confidence level of 95%
showed that the slopes were not statistically
different.

3.4. Application of the method to wine samples

In order to demonstrate the applicability of the
method, it was applied to the determination of
volatile compounds in wine samples. Fig. 4 shows
the chromatogram corresponding to the analysis
of the wine sample by the ultrasonic method. The
results obtained on young white wines from dif-
ferent harvests are presented in Table 7. The
aroma compound concentrations listed in this
table correspond to an average of three samples
of same wine.

When dealing with wine aroma, a distinction is
made between primary or grape aroma which are
found in the undamaged plant cells of the grape,
and secondary grape aroma formed during the
processing of the grapes (crushing, pressing) and
by chemical, enzymatic–chemical and thermal re-
actions in grape must (fermentation and matura-
tion bouquet) [9]. The wine studied shows high
levels of isoamyl and isobutyl alcohols, com-
pounds formed during fermentation process. The
characteristic compounds of primary aroma are
principally terpene compounds which are found in
low concentrations in these samples. On the other
hand, the rest of the compounds present levels
according with those reported in other wines.

4. Conclusions

An ultrasound method for the extraction of
aroma compounds from samples of white wine
was developed and optimized for practical use,
and has advantages over other extraction meth-
ods, such as higher reproducibility and the possi-
bility of the simultaneous extraction of several

Table 6
Analytical characteristics

Compound %RSDNo. Linearity

Methyl acetate 0.9991 8.55
Ethyl acetate2 9.58 0.994

3 Methyl alcohol 6.57 0.995
Isobutyl acetate6 ND 0.999

7 0.99911.38sec-Butyl alcohol
14.01 0.999Ethyl butyrate8

8.22Propyl alcohol 0.9999
Isobutyl alcohol 21.50 0.99910
Isoamyl acetate 6.63 0.99911

0.99914.6012 n-Butyl alcohol
4.114-Methyl-2-pentanol 1.00013

Isoamyl alcohol14 15.16 0.999
15 0.999NDAmyl alcohol

4.51 0.999Hexyl acetate16
17 Ethyl lactate 15.29 0.999

0.99918 Ethyl octanoate 5.98
Heptyl alcohol19 ND 0.999

20 Linalool ND 0.999
21 Diethyl succinate 5.31 0.999

a-Terpineol22 ND 0.998
0.999NDCitronellol23

Nerol24 ND 0.997
25 Geraniol ND 0.998

2-Phenylethyl alcohol26 13.02 0.999

Fig. 4. Chromatogram of wine sample.
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Table 7
Volatile compounds (mg/l) identified in wine: (A) 1995 and (B) 1996

54 6 7 8Compound 1 2 3

(A) 1995
1.3190.38 0.9490.06 0.2190.09 0.3590.33Methyl 0.9590.59 0.1390.18 0.3090.26 0.7090.08

acetate
6.0191.03 34.95911.44 16.0099.43Ethyl ND43.94931.07 ND 3.4194.83 1.3491.90

acetate
19.2590.26 4.490.00 8.7690.8313.0493.37Methyl 14.3990.7211.0492.078.6696.03 4.490.00

alcohol
ND ND ND NDIsobutyl NDND NDND

acetate
1.0490.39 0.9690.28 5.8597.19sec-Butyl 2.1591.160.8791.23 2.0391.79 1.3390.80 ND

alcohol
ND1.0591.49 0.8791.23 0.5890.82Ethyl ND0.0990.13ND 0.0890.12

butyrate
26.3894.46 15.82919.49 8.3099.19Propyl 6.5392.356.0396.12 10.44910.80 4.2094.51 5.5193.98

alcohol
12.7792.0816.1893.68 28.04913.7519.9099.54Isobutyl 31.0794.847.8997.7616.1597.06 21.44917.56

alcohol
0.90 90.98 1.1590.56 3.6892.18 0.6890.17 0.9190.68Isoamyl 0.2390.030.6190.58 1.2190.49

acetate
0.8390.67 0.5090.172.2592.510.8790.12n-Butyl 0.5190.201.8992.570.6290.25 0.5990.09

alcohol
ND ND ND ND4-Methyl-2- NDND NDND

pentanol
159.5895.45 98.72940.01 87.29931.66Isoamyl 62.1193.4491.76930.56 100.72953.44 52.30919.98 168.97931.92

alcohol
NDND ND NDAmyl NDNDND ND

alcohol
0.1190.11 17.72916.11 NDHexyl NDND ND ND ND

acetate
0.5090.0111.2594.31 0.0990.054.3096.09Ethyl 0.5490.070.0990.05ND 0.6390.03

lactate
0.1890.08 0.0390.05 0.1990.08 0.2790.28 0.1390.06Ethyl 0.2390.000.2290.07 0.3190.07

octanoate
0.3790.060.2290.070.8991.26 0.0190.00Heptyl NDND0.0390.04 0.0190.02

alcohol
ND 0.0290.03 ND 0.77 91.09 0.0290.03Linalool ND ND 0.0190.01

0.0190.02 0.0190.00 0.0290.02Diethyl 0.0390.000.0290.00 0.0290.00 0.0190.00 0.0590.02
succinate

NDND ND NDNDa-Terpineol ND ND ND
ND NDNDCitronellol ND ND ND ND ND

NDND0.4490.620.5090.71Nerol NDND ND ND
ND ND ND NDGeraniol ND n.d NDND

8.7090.30 8.8690.42 8.7890.44 8.4890.352-Phenylethyl 9.0690.388.2390.00 10.0992.639.1990.26
alcohol
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Table 7 (Continued)

141312 15 16Compound 9 10 11

(B) Volatile compounds identified in wine (1996) (mg/l)
0.5690.21 0.4390.22 0.1390.19 0.3890.25Methyl 0.7490.03 0.1090.01 0.3290.21 0.1790.08

acetate
ND ND NDEthyl ND5.5393.15 ND 0.39 0.55 ND

acetate
10.6391.00 11.7895.60 6.7393.304.4090.00Methyl 10.4398.538.7396.1211.4093.70 5.0890.96

alcohol
ND ND ND NDIsobutyl NDND NDND

acetate
4.3293.32 2.8892.99 1.3690.84sec-Butyl 2.8193.981.2691.79 3.9893.81 2.9693.11 0.9190.20

alcohol
ND0.9191.29 0.9991.40 NDEthyl ND0.1990.140.6590.92 ND

butyrate
18.14919.08 6.5993.14 10.42911.41Propyl 13.8997.023.1091.75 26.0097.96 4.2192.33 3.5093.26

alcohol
32.76920.1211.29911.63 24.0799.0510.8090.38Isobutyl 36.62925.527.8597.9514.8892.80 43.07916.39

alcohol
0.5890.02 1.5091.57 0.5490.37 1.5391.10 1.9991.90Isoamyl 0.4790.011.3990.41 1.5891.47

acetate
0.5690.35 0.5390.280.4290.350.4690.29n-Butyl 1.4190.230.3990.050.6690.04 0.8390.59

alcohol
ND ND ND ND4-Methyl-2- NDND NDND

pentanol
158.96965.80 84.87913.20 84.42945.59Isoamyl 102.77938.5694.37922.21 183.63930.91 74.10918.88 109.61927.86

alcohol
NDND ND NDAmyl NDNDND ND

alcohol
0.8890.39 0.1990.27 NDHexyl ND0.44 9 0.12 0.3090.42 ND ND

acetate
0.2090.08ND 0.2890.04NDEthyl 0.6690.760.2790.070.3190.20 0.7890.59

lactate
0.2290.03 0.1090.00 0.2490.15 0.2890.25 0.1790.06Ethyl 0.1790.000.2890.07 0.1590.07

octanoate
ND0.1090.103.6095.01 0.0590.07Heptyl NDNDND 0.0390.04

alcohol
0.0190.00 0.0290.03 ND ND 0.0190.01Linalool 0.0190.00 ND ND
0.0190.01 0.0190.00 NDDiethyl 0.0190.000.0190.00 0.0190.00 ND 0.0190.01

succinate
NDND ND NDNDa-Terpineol ND ND ND
ND ND NDCitronellol ND ND ND ND ND

0.0390.04NDNDNDNerol NDND ND ND
ND ND ND NDGeraniol ND n.d NDND

8.3090.09 9.0691.17 8.5990.18 8.2390.002-Phenylethyl 8.5390.418.6890.47 8.5390.438.4690.32
alcohol



D. Hernanz Vila et al. / Talanta 50 (1999) 413–421421

samples. The method proposed allows the quan-
tification of 24 wine flavor compounds. The
aroma constituents of wine have a leading contri-
bution to its varietal character, and allow the
differentiation of wines from other geographical
areas. Therefore, this method is proposed as an
interesting alternative for the analysis of wine
flavor components.
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Abstract

The commercial SPME–HPLC interface is investigated to improve the analysis of Allium volatiles. Volatiles
trapped by liquid nitrogen were previously transferred to RP-HPLC by a classical injection. In this work we compare
the results obtained with classical injection and SPME used in headspace mode. This SPME–HPLC interface can be
used when it is important to spare the sample, but thiosulfinates are partially degraded. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Allium ; HPLC; SPME; Thiosulfinates

1. Introduction

Analysis of Allium volatiles has to be im-
proved as GC is not usable for these labile sub-
stances, and HPLC after cryo-trapping seems to
be a good method for these compounds which
could be responsible for the aromatic and medi-
cal properties of Allium plants.

When Allium plants are cut or crushed, enzy-
matic cleavage of S-alk(en)yl cysteine sulfoxides
release sulfenic acids: R�S�OH, where R repre-
sents the groups: methyl (Me), n-propyl (Pr), 1-

propenyl (Pe) and allyl (Al). These sulfenic acids
rearrange immediately 2×2 to form the thio-
sulfinates (Ti): R�SO�S�R%; Pe sulfenic acid re-
arranges also preferentially to thiopropanol
S-oxide, the lacrymatory factor (LF). Ti can
persist in the environment of Allium [1] and rep-
resent the true odour of cut Allium [2]. Ti are,
however, relatively reactive compounds and we
demonstrated that RP-HPLC is the best tech-
nique for their analysis [2] if the sample is ob-
tained by cryo-trapping isolation [3], compared
to GC analysis where we see almost exclusively
disulfides corresponding to Ti degradation [2].
But as Ti are very labile compounds, the
aqueous samples cannot be concentrated or ex-
tracted and the sensitivity of this method cannot
be improved.

* Corresponding author. Tel./fax: +33-2-47-36-70-52.
E-mail address: auger@univ-tours.fr (J. Auger )

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Consequently, from 50 g of fresh material, usu-
ally only one analysis can be performed which is a
considerable drawback for statistical control of
validity of the results and for analysis on very
small quantities like those obtained from in vitro
cultures.

The technique of solid-phase microextraction
(SPME) has been investigated for the analysis of
semi- and non-volatile organic compounds in wa-
ter by HPLC [4] and it would be advantageous to
use this sampling technique to provide a success-
ful way of concentration and transfer of analytes
directly into a narrow-bore HPLC column for
further analysis.

A new SPME–HPLC interface developed re-
cently by Supelco (Bellefonte, PA) can be used for
both qualitative and quantitative analyses [5,6].
We tested this commercial interface with the
available fiber coatings on Allium trapped
volatiles.

The challenge of this application was to extract
and desorb analytes completely with a minimum
amount of solvent.

2. Experimental

2.1. Instrumentation

2.1.1. Solid-phase microextraction
The SPME sampling technique based on ad-

sorption is used to separate analytes from sample
matrix and has been developed by Arthur and
Pawliszyn [7]. The SPME device is a modified
syringe. The plunger moves a fiber in and out of a
metallic needle to protect the fiber coating. The
fiber is coated with polydimethylsiloxane in differ-
ent film thicknesses: 7 mm (green), 30 mm (yellow)
and 100 mm (red), with polyacrylate 85 mm
(white), or with Carbowax/templated resin 50 mm
(purple). These different types of coatings provide
different adsorption properties for different kinds
of analytes. They were purchased from Supelco
(Bellefonte, PA).

The system consists of two independent parts:
the SPME device and a desorption chamber (200
ml) placed instead the injection loop connected to
a classical manual injection valve.

2.1.2. HPLC separation and UV
detection/identification

The HPLC equipment used included a Wa-
ters™ 616 gradient pump with the Waters™ 600 S
controller and a Waters™ 996 Diode Array De-
tector. The separations were performed on an
Adsorbosphere RP C18 column (250×4.6 mm).
The eluent was CH3OH/H2O (70/30, v/v) at a
flow rate of 0.8 ml/min.

The detection was made by UV (250 nm) at a
rate of 1 spec/s and chromatographic data were
processed on a Digital personal computer
equipped with Millenium™ (v2.15) program.

2.2. Sample preparation and transfer

2.2.1. Plant material
The method was tested on cultivated species:

Allium cepa (onion) and A. sati6um (garlic), and
wild species: A. lineare, A. galanthum. Wild spe-
cies were maintained in the botanical garden of
Institute of Plants Genetics and Crop Plants Re-
search (IPK, Gatersleben, Germany) and culti-
vated species were purchased from the market.

2.2.2. Reference compounds
Symmetrical thiosulfinates (R=R%=Me, Al

and Pr) were synthesized by oxidation of the
corresponding disulfides [8]. Disulfides were sup-
plied by Aldrich (Milwaukee, WI, USA).

2.2.3. Cold trapping
Samples of wild and cultivated Allium were

processed. A total of 50 g of leaves (wild species)
or bulbs (cultivated species) were rapidly cut in a
flask. The flask was fitted to another (10−1 Torr)
flask immersed in liquid nitrogen and connected
to a vacuum pump. Headspace volatiles and water
emitted were trapped during 20 min at room
temperature. This frozen sample was allowed to
warm until just thawing before transfer on fiber
or injection in HPLC.

Volatiles were trapped on the SPME fiber to
use the SPME–HPLC interface and the same
aqueous sample (20 ml, usually the totality) was
further injected directly in HPLC, without
concentration.
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2.2.4. Transfer by headspace SPME (HS-SPME)
After trapping, the extract was collected in a

2-ml vial closed by a septum. The septum was
pierced with the metallic needle of the syringe and
the fiber was pushed out into the gas phase
(headspace mode). The conditioned fiber (30 min
into the mobile phase) coated with 50 mm Car-
bowax/templated resin was exposed to the water
sample for 10 min under ultrasonic agitation.

Before transferring the fiber into the desorption
chamber, the injection valve was placed in the
load position. The fiber was then introduced into
the desorption chamber. The union between the
syringe and the chamber was closed tightly. Ana-
lytes were desorbed during 1 min (static mode
desorption) into the chamber filled with eluent
phase (methanol/water, 70/30, v/v). The valve was
then switched to the injection position and ana-
lytes carried to the LC column. After 1 min of
passage of solvent from HPLC pump through the
desorption chamber, the valve was switched to the
load position and fiber withdrawn.

3. Results and discussion

The first part of this study concerned optimiz-
ing SPME sampling conditions on dimethyl thio-
sulfinate (dimethyl Ti) before testing the method
on natural samples.

3.1. Choice of fiber

The different available fibers were tested with
dimethyl Ti at a concentration corresponding to
our application on Allium trappings or trapped
volatiles. Good transfer of dimethyl Ti was ob-
served with the purple fiber (Carbowax/templated
resin, 50 mm) only.

3.2. Optimal adsorption and desorption times

A kinetic study was performed to determine the
optimal time to adsorb analytes on the fiber and
the optimal time to desorb them with the mobile
phase. The maximal response was obtained with 5
min of adsorption time (Fig. 1) and maintained
with longer adsorption times. Thus, in all subse-

quent experiments we chose to expose the fiber for
10 min. For the desorption time (Fig. 2), the
maximal response was observed for 2 min and the
response decreased rapidly with longer times.
Thus, in all subsequent experiments we chose to
desorb for 1 min to be near the maximum.

3.3. Le6el of desorption ( for 1 min desorption)

We tested the level of residue on the fiber by
making a second desorption of the same fiber.
Compared to the first one, we found only 0.26%
of Ti for the second desorption. In practice, the
level of desorption is always superior to 99%
(n=6). According to the supplier, the fibers can
be used up to 50 times but we usually use them
many more times without appreciable changes.

3.4. Synthetic Ti results

Chromatograms of SPME and direct injection
(DI) of the three synthetic thiosulfinates presented
a regular shape of peaks. The results are listed in
Table 1. With DI of dimethyl Ti at various con-
centrations, we established a linear calibration
curve corresponding to approximately to 34×106

area units per 0.1 mmol. Headspace SPME of
dimethyl TI (1) at 106 area units correspond to
3×10−3 mmol (Table 2).

The ratios DI/SPME of compounds are 30–
100, respectively for TiMe2 and TiPr2. This fact
can be explained by the adsorption mode of the
SPME from headspace which uses a small part of
the sample, whereas DI uses all the sample. How-
ever, for our application the quantities of trans-
ferred thiosulfinates by SPME–HPLC is generally
sufficient.

Previous results of chromatographic analysis of
synthetic thiosulfinates (retention time, U.V. and
mass spectra) allowed identification of different
peaks in natural samples of Allium, which con-
tained only Ti and LF [2,9].

3.5. Allium results

Fig. 3a, b represent, respectively, HS-SPME
and DI analysis of commercial garlic. All the
peaks were present using the two methods but not
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at the same level; however, proportions of dif-
ferent thioalkyl groups were preserved. In
the garlic the only odour principles detected
were thiosulfinates. Five compounds were iden-
tified and more particularly three peaks (3, 6, 7)
with thioallyl group, the diallyl thiosulfinate (6)
being the preponderant. This thioallyl group is
characteristic of A. sati6um and related wild spe-
cies.

In the cultivated onion (Fig. 4a, b), the profile
was very different from garlic, with one major
peak corresponding to thiopropanol S-oxide
(LF) (2) and a small amount of trans-2-hexenal
(8), a general green leave volatile. The LF is
characteristic of onions as previously determined
by HPLC/ESI/MS studies [2]. With SPME, LF
is still widely preponderant but the relative
quantity of trans-2-hexenal increases and we ob-
serve also the appearance of 2-methyl-2-pentenal
(9), the LF degradation product.

The same results were obtained with Allium
galanthum (Fig. 4c, d), a wild Allium species, i.e.
an important peak of LF (2), a weak presence of
(9) with, in addition, dimethyl Ti (1), dipropyl
thiosulfinate (11) and the asymmetrical methyl-
propyl thiosulfinate in the baseline (5). These
compounds are well identified in DI but hardly
detected in SPME, and tentatively identified. Be-
cause of the presence of LF and thiomethyl
group, A. galanthum belongs to the onion species,
the relative abundance of the methyl group being
characteristic of wild species.

In the A. lineare chromatogram (Fig. 5),
methyl, allyl, propenyl and propyl groups were all
detected and dimethyl Ti (1) was the main compo-
nent. To the thiomethyl compounds widely spread
in Allium species, some thioallyl and particularly
thio-1-propenyl compounds are added. Thus, A.
lineare seems to be as garlic as an onion. Here, the
use of SPME does not allow the identification of

Fig. 1. Effect of sampling time on mass transfer of dimethyl Ti.
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Fig. 2. Effect of desorption time on mass transfer of dimethyl Ti.

LF (2) and dipropyl thiosulfinate (11) and leads to
an important variation for methyl compounds
(1,4).

The study of the second part of the chro-
matogram (Fig. 3 and Fig. 5) shows some large
peaks which are only present in the SPME injec-
tion mode, and we suppose that they are due to
the decomposition on the fiber of allyl and methyl
compounds.

4. Conclusion

Usually, the limited quantities of fresh material
from wild species (one bulb) does not allow the
possibility to do many analyses by direct injec-
tion. Using the interface SPME–HPLC, we show
that the analysis of low concentrated sample is

possible. Indeed, with headspace technique, we
preserve sample for further analysis or other
studies.

However, thiosulfinates are very labile and
SPME seems to produce their partial degradation,

Table 1
Comparison between direct injection and headspace SPME on
different thiosulfinates analysis

SPME Ratio DI/D.I. (mmol)aCompounds
(mmol)b SPME

33TiMe2 0.1 0.003
890.0007TiAl2 0.062

0.2 0.0021 95TiPr2

a The concentration corresponds to the injection of 20 ml.
b The concentration corresponds to an adsorption time of 10

mn and a desorption time of 1 mn.
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Fig. 3. HS-SPME (a) and DI (b) chromatogram of volatiles of commercial garlic.
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Fig. 4. HS-SPME (a), DI (b) chromatogram of volatiles of cultivated onion; HS-SPME (c), DI (d) chromatogram of volatiles of A.
Galanthum.
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Fig. 5. HS-SPME (a) and DI (b) chromatogram of volatiles of A. Lineare.
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Table 2
Compounds identified in the odor of Allium

CompoundPeak no.

(1) Dimethyl Ti
Lacrymatory factor(2)

(3) Methyl allyl Ti
Methyl propenyl Ti(4)

(5) Methyl propyl Ti
Diallyl Ti(6)
Allyl propenyl Ti(7)
trans-2-Hexenal(8)
2-Methyl-2-pentenal(9)
Propyl propenyl Ti(10)
Dipropyl Ti(11)
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Abstract

The main difficulties of trace metals analysis in estuarine and seawater stem from their very low concentration (mg/l
to sub-mg/l), and, by contrast, the high salt content (up to 38 g/l in the Mediterranean Sea). ICP-MS allows
multi-elemental analysis and offers great sensitivity, but may be strongly affected by matrix effects induced by high
salt contents (\ 1 g/l). To perform trace metals analysis both in riverine, estuarine and seawater, we have developed
a hyphenated method: ion chelation chromatography coupled on-line with ICP-MS. Iminodiacetate resin, Metpac
CC-1 (Dionex), was used to concentrate most of the trace metals, and to separate them from alkaline and
alkaline-earth metals. Behaviour of 17 elements (Pb, Cu, Cd, Ni, U, Cr, Mn, Al, Co, Ga, In, Zn, V, Tl, Bi, Ag and
Sn) towards the resin was qualitatively investigated. A method validation, partly derived from AFNOR standard XPT
90-210, was carried out on 12 elements (Pb, Cu, Cd, Ni, U, Cr, Mn, Al, Co, Ga, Bi and In). Replicate measurements
of multi-elemental standard solutions were used to check linearity, and to determine repeatability and detection limits.
Method accuracy was then assessed by analysing two certified materials: a synthetic freshwater (SRM 1643d), and a
natural filtered coastal seawater (NRCC CASS-3). An application assay of natural samples from the Rhône river
(France) was eventually carried out, and the analytical results were found to be consistent with previous works.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chelating resin; ICP-MS; Metals; Seawater

� Paper presented at the Deauville Conference 98, 6th S.A.S., València, Spain, 22–24 June 1998
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1. Introduction

There are at least two challenging areas in trace
metals analytical chemistry: the speciation of or-
ganic and inorganic forms, and trace and ultra-
trace determination in complex matrices, such as
chemical reagents, biological fluids and tissues,
environmental materials (biological and geologi-
cal matter), oils, brines and seawater. In fact,
most analytical techniques do not permit direct
analysis of metals in such matrix samples. Hence
recent researches reveal the spread of various
pre-treatments, on-line and off-line, and of hy-
phenated methods [1]. In every case, the aim is the
same: to concentrate the analyte in order to im-
prove the detection limit and reduce the matrix
content, and thereby enhance the analytical
conditions.

Inductively coupled plasma (ICP-MS) is ideal
for trace metals analysis, because it allows fast
multi-elemental and isotopic analysis with high
sensitivity (detection limit B100 ng/l for most
metallic elements), as well as a broad dynamic
range (from D.L. to mg/l). Nevertheless, ICP-MS
is extremely sensitive to matrix interferences in-
duced by high salt contents (more than 1 g/l).
These are from two main types: (1) spectral inter-
ferences, due to isobaric atomic or polyatomic
species [2–7]; (2) matrix effects resulting in analyt-
ical signal variation, mainly suppression due to
reduced ionisation efficiency, space charge effects,
or clogging of tubes (e.g. nebuliser, torch) and
cones [3–10], although signal enhancement has
been reported elsewhere [7,10,11].

Sample pre-treatment (e.g. coprecipitation, sol-
vent extraction) [12–14], calibration strategy de-
velopment (internal standardisation, isotope
dilution) [15–18], and alternative sample intro-
duction (electrothermal vaporisation, hydride gen-
eration, flow injection, ultrasonic nebulisation,
membrane desolvation, etc.) [4–6] are common
ways to offset the ICP-MS lack of robustness.
Other alternatives are available for spectral inter-
ferences: subtraction of interfering signal contri-
bution by means of theoretical or empirical
equations, and limitation of polyatomic species
formation using ‘cold plasmas’ [5,13,19,20]. Dif-
ferent gas mixtures (e.g. addition of oxygen for

organic matrix) and various nebuliser and cone
geometries were tried, to prevent clogging and to
limit the sample volume introduced [4–6,21,22].
The development of hyphenated methods by cou-
pling with chromatographic techniques appears to
be one of the most promising avenues, for its
many potentials applications, including
speciation.

Among liquid chromatographic techniques,
chelation by iminodiacetate resin has been largely
investigated to achieve metals preconcentration
and separation from seawater [23]. Chelex 100 has
been the resin most studied [24–30], since its use
was reported by Riley and Taylor in 1968 [31].
Recent researches have focused on another
iminodiacetate resin Metpac CC-1, which is a
highly cross-linked macroporous copolymer, and
hence not liable to the large volume variations
observed in Chelex 100 upon pH variations
[11,32–34]. Thus Metpac CC-1 suits high-perfor-
mance liquid chromatography (HPLC) and can
withstand pressures up to 1500 psi [23,35].

The first step of our work was the on-line
coupling of chelation ion chromatography with
ICP-MS. We then conducted a method validation,
partly derived from AFNOR Standard XPT 90-
210 [36], on 12 elements (Cd, Pb, Cu, Mn, Ga, Ni,
Cr, Co, Al, In Bi and U) analysing standards and
blanks. The behaviour of the 12 elements, plus
Ag, Tl, Zn, Al and Sn, towards the resin, was
qualitatively investigated. Method accuracy was
then assessed by analysing two certified materials:
a synthetic freshwater (SRM 1643d), and a natu-
ral filtered coastal seawater (NRCC CASS-3). A
sampling campaign was finally run on the Rhône
river estuary, as a preliminary study and in order
to compare our method with environmental sam-
ples analyses.

2. Experimental

2.1. Reagents

All reagents used in this work were at least of
analytical grade.

Ultrapure water used for all operations (clean-
ing, rinsing, preparation of solutions) was Milli-
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Q+™ (Millipore), which has a resistivity of 18.2
MV/cm.

All vessels were acid cleaned with 10% nitric
acid (65% Normatom), rinsed with ultrapure wa-
ter and dried in a class 100 laminar flow hood
before use.

Two eluents are used in the chromatographic
device: 1.5 M nitric acid prepared by dilution of
ultrapure nitric acid (69% HNO3, Carlo Erba),
and 2 M ammonium acetate buffered to pH 5.49
0.1, which is commercially available (Dionex).

Standard Reference Material 1643d Trace Ele-
ments in Water of the United States National
Institute of Standards and Technology is a syn-
thetic freshwater spiked with metals in different
concentrations. It was diluted 10-fold prior to
analysis, in order to obtain metallic concentra-
tions closer to those found in riverine water.

CASS-3 Coastal Seawater from the National
Research Council of Canada is a natural filtered
seawater.

Standard solutions were obtained by diluting
Spex 2 multi-elemental solution (Spex Certiprep),
containing 10 mg/l of various metals.

2.2. Instrumentation

The instrument configuration is shown sche-
matically in Fig. 1.

The chromatographic device consists of a four-
way gradient pump (GP 40 from Dionex Corp.)
and a six-way Rheodyne valve integrated in a
temperature regulated oven (LC30 from Dionex).
The chelating resin Metpac-CC1 is a macroporous
(particle size about 20 mm) highly cross-linked
(12%) polystyrene–divinylbenzene copolymer,
functionalised by iminodiacetate. The resin is
packed in a 5-cm column (4 mm i.d.) and presents
a capacity of 0.9 meq/g (0.45 meq/column). Elu-
ents are delivered by gradient pump from 2-l
polyethylene bottles (GL 45 from Dionex), pres-

Fig. 1. On-line coupling of chelation chromatography with ICP-MS.
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Table 1
ICP-MS instrumental conditions

Cool flow: 15 l/min
Auxiliary flow: 1 l/min
Nebuliser flow: 0.865 l/min
Incident power: 1350 W
Acquisition mode: scan
Dwell time: 320 ms
Channels/amu: 19
Time per sweep: 0.5 s
Acquisition time: 200 s
Chromatogram signal response: area

along the salinity gradient of Rhône estuary, and
two samples were taken by each station.

On arrival at the laboratory, the samples were
acidified to under pH 2 by adding 1% Ultra-Pure
nitric acid (69% HNO3, Carlo-Erba). Before anal-
ysis, samples were mineralised by adding 2% of
Normapur hydrogen peroxide (20% H2O2, Pro-
labo) and raised to 80°C for 1 h. By this proce-
dure, most of the non-lithogenic colloidal and
particulate matter was dissolved and the organic
matrix was destroyed in order to avoid competi-
tion between organic ligands and the resin binding
sites. Acidic pH, below 2, was maintained until
sample analysis, to avoid depletion of metals con-
centration by precipitation and/or adsorption.

Analytical blanks were prepared with Milli-
Q+™ water in the same way as environmental
samples (addition of nitric acid and hydrogen
peroxide before mineralisation).

2.4. Procedure

The operating procedure, described in Table 2,
includes four main steps: sample loading, selective
alkali and alkaline earth-metals elution, and resin
regeneration.

Just before being passed through the cationic
exchange column (in ammonium form) the water
sample is buffered on-line by mixing with buffered
2 M ammonium acetate (pH 5.490.1) (Table 2).
On-line buffering allows chelation at optimal pH
(5.490.2) to separate metals from alkali and
alkaline-earth metals, while maintaining an acidic
pH, below 2, as long as possible. Heitmar et al.
[11] also observed that a minimum buffering solu-
tion addition is necessary to prevent peak tailing.
Hence we set the mixing rate at 20% AcONH4,
inducing a residual buffer concentration of 0.4 M
in the sample during chelation.

During sample loading, Metpac-CC1 resin re-
tains not only trace metals but also alkaline-earth
metals, and slightly alkaline metals. A specific
elution of alkaline and alkaline-earth metals is
therefore conducted by injecting ammonium ac-
etate buffer.

The metals are then eluted with 1.5 M HNO3,
by destruction of resin–metals complexes and
chelates. The eluate is injected directly into ICP-

surised to 6 psi with helium. The gradient pump
also pumps samples through the analytical
column. The overall device allows mixing rates
from 0.1 to 99.9% between samples and eluents, at
flow-rates and pressures up to 4 ml/min and 1500
psi, respectively.

Connection to ICP-MS is provided by PTFE
tubing and three-way Rheodyne valves (Rheo-
dyne, Cotati, CA).

Trace elements are detected by an ICP-MS
PQ2+ (VG elemental), monitored by a Pentium
200, under an OS2/Warp (IBM) operating system,
and equipped with a Fassel torch, a Meinhard
coaxial flow nebuliser, and a high-performance
interface. ICP-MS rinsing is carried out by means
of a peristaltic pump (Gilson, Minipuls 3). Data
are acquired in time resolved analysis mode by
means of PQ 4.3.1 software (VG elemental), be-
fore export to Mass Lynx 2.0 (VG Elemental)
software (in Microsoft Windows environment) for
further processing of the chromatograms ob-
tained. ICP-MS instrumental conditions are sum-
marised in Table 1.

2.3. Sampling and treatment of ri6erine, estuarine
and seawater

Water from the Rhône estuary was sampled as
described by Tousset et al. [37,38], in conformity
with the conventional uses of marine samplings
[39]. Samples were taken from a small rubber boat
(motor stopped) by immersing capped, metal-free
5-l polypropylene bottles, 30 cm below the sur-
face. The samples were stored at 4°C during
transport to the laboratory. Six stations were set
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Table 2
Ionic chelation operating programme

Position three-way valves EventTime (min) Mixing rate (%) Flow-rate (ml/min) Six-way valve position

Sample AcONH4HNO3

WasteInitial Start80 0 20 2 Load
Waste Load sampleInject3200 80 0

Inject80 Waste End loading0 20 312.5
Inject0 Waste Elution start0 100 412.51

Waste Alkaline earth metal selective elutionInject413.70 10000
Waste Acid elution13.80 0 100 0 4 Inject
ICP-MS Metal elution, ICP-MS acquisitionInject0 10014.0 20

Inject0 ICP-MS End ICP-MS acquisition100 0 217.00
2 Inject Waste Column regeneration17.20 0 100 0
3 Inject Waste17.30 0 0 100

WasteInject318.30 01000
3 Inject Waste019.30 0 100

WasteInject0 320.30 0 100
Inject0 Waste Resin conditioning0 100 321.30

0 Load Waste Stop022.40 0 100
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MS, which acts as a multi-elemental specific de-
tector, and thus allows elution of all the analytes
in a single step.

Resin cleaning and post-conditioning are car-
ried out by successive flushes of nitric acid and
ammonium acetate, rather than in a two-step
way, in order to reduce the residual metals con-
centration, as described in Heitmar et al. [11].

2.5. Protocol

A standard solution containing 100 mg/l of in-
dium was injected directly into ICP-MS after each
analysis, in order to check the stability of the
ICP-MS response. The signal obtained was read
directly on the ICP-MS signal ratemeter, without
computer processing.

Polyatomic species formation was investigated
by comparing their relative contribution to the
analytical signal at various m/z (i.e. mass/charge).

Qualitative observation of peak elution, in
terms of shape and retention time, was conducted
to evaluate the metals retention characteristics of
the resin.

Calibrations were made with five concentration
standards distributed in the range 0.05–10 mg/l.
Student’s parameter t was then calculated by Eq.
(1) [36]:

tcalculated=
'r2(N1−2)

1−r2 (1)

where r2 is the correlation coefficient and N1

the number of calibration points. Linearity is
established if tcalculated is higher to t0.975 taken from
the Student’s law table.

The definition of AFNOR Standard XPT 90-
210 was retained for determining detection limits
(D.L.) [36]. D.L. are expressed as 2
2t0.975 times
the standard deviation observed analysing blanks
in repeatability conditions.

Accuracy was evaluated by analysing two cer-
tified materials: a synthetic freshwater (NIST
SRM 1643d), and a natural filtered coastal seawa-
ter (NRCC CASS-3).

Samples from the Rhône estuary were eventu-
ally analysed in order to assess the method effi-
ciency on environmental samples.

3. Results and discussion

3.1. Remo6al of saline matrix interferences and
signal stability

Signal stability was assessed using an indium
standard solution passed after each sample. No
suppression effect due to orifice clogging was
observed after 10 h. Plasma stability appeared to
be better than when analysing drinking water
samples daily controlled in our laboratory. Such a
good stability can primarily be attributed to the
absence in eluates of matrix elements, such as Ca
and humic acids, and to the short time of sample
analysis, close to 3 min, compared with the long
rinsing time of over 15 min.

Polyatomic ions consisting of two or three
atoms may be responsible for signal overlap with
analytes. The origins of polyatomic species are
not yet fully elucidated, although previous works
have highlighted incomplete dissociation in the
plasma and recombination reactions as formation
mechanisms. The main polyatomic interferences
generate by high NaCl concentrations (until 1g/l),
are 35Cl16O+, 37Cl16O+, 40Ar35Cl+, 40Ar37Cl+

and, to a lesser extent, 23Na2
16O+ and 40Ar23Na+.

They overlap the analytical signal respectively for
51V, 53Cr, 75As, 77Se, 62Ni and 63Cu. We found
that all these interferences became insignificant
after sample conditioning by the resin, as reported
by Heitmar et al. [11].

Unfortunately, ion chelation chromatography is
ineffective for reducing interferences resulting
from combinations of argon with nitrogen and
oxygen. Moreover, IC/ICP-MS magnified the ma-
trix carbon content, due to the use of 2M
AcONH4. As a result, a black carbon deposit
tended to appear on the sampler and even on the
skimmer cone, which is likely to alter ion extrac-
tion. Another consequence was the formation of
argides by combination between argon and car-
bon or carbonyl. Thus, the significant interfer-
ences we observed in detecting 52Cr, 53Cr and 68Zn
could be explained by the formation of 40Ar12C+,
40Ar13C+ and 40Ar12C16O+. Heitmar et al. also
reported a contribution of 36Ar12C+ to the 48Ti
analytical signal [11]. One way to reduce residual
carbon concentration could be a further rinsing
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with ultrapure water prior to nitric acid elution.
Nevertheless, interferences induced by carbon ma-
trix do not hinder isotope detection, because they
are repeatable and contribute slightly to the ana-
lytical signal. The greatest interference signal con-
tribution, is observed at m/z 52, and is
approximately equal to the signal obtained
analysing a 5-mg/l chromium standard.

After removing the salt matrix and assessing
system stability, we investigated the behaviour of
metals towards resin.

3.2. Beha6iour of metals towards resin

Little previous work has been reported on Met-
pac CC-1 resin, so that it could be interesting to
investigate its chelating properties towards metals.
As a qualitative approach, we studied metal be-
haviour through peak shape and mean retention
time observed on 19 standards (Table 3).

The resin is conditioned in a short column
because Metpac CC-1 is designed for metal con-
centration rather than chromatographic separa-
tion. This physical characteristic and the resin’s
high affinity for metals, lanthanides and actinides
are responsible of the narrow range of retention
times observed for most metals (64.1–70.5 s). All
the divalent transition metals (d group) display
similar retention times, between 64.1 and 65.9 s.
From our observations, other elements (Cr, V, In,
Al, Ga, U, Sn and Bi) appear to exhibit longer
retention times, probably related to higher
cationic charge density (q/r2, where q is the abso-
lute charge and r the ionic radius), which may
cause greater affinity for the resin. The ionic
charge density is valence dependent and influences
acidic properties [41].

The shift in retention time appears relatively
insignificant for In and the two d group metals,
Cr and V, but it is more significant for U and p
group metals, Al and Ga. Two other p metals, Sn
and Bi, which are known to form very acidic
cations [41], obviously display distinctly longer
retention times, and stand apart by tailing of the
elution peak.

As reported by Dionex [35], silver and thallium
are not efficiently concentrated by chelation on
Metpac CC-1. This behaviour could be due to

their predominant monovalent cationic form in
water and to their low charge density (Tl+ has no
acidic properties in aqueous solution and silver
hydroxide precipitates at about pH 8.5).

Conversely, chromium does not appear to have
any particular behaviour upon retention charac-
teristics observed, although it is claimed to be not
quantitatively eluted [35].

3.3. Method 6alidation

In order to evaluate method performance, we
checked linearity, then we determined detection
limits, before assessing accuracy and repeatability.

Standards and blanks were prepared with ultra-
pure water rather than with seawater treated for
metals removal, assuming the same chelation effi-
ciency in both media. In previous work on the
same method, Bettinelli and Spezia observed close
signal response (ratio from 0.85 to 1.05) of ICP-
MS, between 1-mg/l multi-elemental standard so-
lutions prepared in deionised water and in
synthetic seawater [34]. Moreover their blanks
prepared in synthetic seawater treated with Chelex
100 iminodiacetate resin contained significantly
higher concentrations of transition and heavy
metals than blanks from ultrapure water.

Hence the preparation of standards in synthetic
seawater for calibration or for evaluating method
performances does not appear useful, particularly
since this time-consuming step could cause analyt-
ical bias. However, evaluating method perfor-
mances with standards that are so different from
samples, requires assessment with appropriate cer-
tified materials.

Linearity was demonstrated for most elements
(U, In, Co, Cd, Ga, Pb, V and Cu) in the range
0.05–10 mg/l, with correlation coefficients better
than 0.997 (five-point calibration). Peak tailing of
Bi impaired repeatability and correlation coeffi-
cients were lower (down to 0.991). Relatively high
blanks signal obtained on other elements (Ni, Mn,
Zn and 53Cr) shifted the linearity range towards
higher concentrations.

Detection limits were determined by analysing
blanks in repeatability conditions. The results,
shown in Table 4, show good agreement, for most
metals (Bi, U, In, Co, Cd, Ga, Pb, V and Cu),
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Table 3
Mean retention time, peak shape, valence and hydroxide precipitation pH

Pb Cu Mn Ni Cr V In Al Ga U SnTl BiAg Zn Cd Co

64.8 65.2 65.3 65.9 66.5 66.6 66.7 7064.1 7064.7 70.5 85 94.264.1Mean retention time (s) (n=19)
0.9 0.6 0.8 1.1 1.7 0.4 4.4 1.2 3.5 8.1 3.2S.D. 5.50.7 0.9 0.7
R R R R R, I R R RR RR R T TPeak shapea N.P. N.P. R, I
2 2 2 2 3 4–5 3 3 3 6Valence [41] 41 3–51 2 2 2
7.5 5 8.5 7 5 4 2.5 3.9 3 47.5 0.5–2Hydroxide precipitation pH [41] 1–2Strong base 8.5 6.5 8

a Peak shape: R, regular; I, interference; T, tailing; and N.P., no peak.
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with those reported in previous works [11,34].
Others (Ni, Mn, Al and Zn) display compara-
tively high detection limits, which can be ascribed
to contaminated blanks or materials. Better re-
sults could be obtained, since our laboratory and
analytical instruments are not dedicated to ultra-
trace (sub-ppb level) metals analysis. Moreover,
Milli-Q+™ water, used for washing, dilution and
as analytical blanks, may contain ultratraces of
metals, which certainly impair detection limits.
Pre-treatment of Milli-Q+™ water with Metpac
CC-1 or another suitable resin, offers one way to
improve analytical blanks and detection limits, as
demonstrated by Boomer et al. with Ionpac CS-5
resin from Dionex [42].

As expected from peak observation, the detec-
tion limit achieved for chromium with isotope 50
does not set it apart. Conversely a much higher
detection limit of 1739 ng/l was calculated for
53Cr, whose detection is affected by
40Ar13C+interference, and this isotope will be
therefore discarded for quantification.

In our working conditions, all the elements
except Zn display a sufficiently low detection limit
for satisfactory seawater analysis.

Concentration levels in certified material SRM
1643d, which is a synthetic freshwater, are typical
of drinking water. We therefore diluted SRM
1643d 10-fold before analysis to obtain matrix
and analyte concentrations, approximating natu-
ral riverine water conditions. Accuracy was then

evaluated by repeat analyses of two certified ma-
terials, CASS-3 coastal seawater (salinity 35 g/l)
and diluted SRM 1643d. In both cases, good
recovery was obtained between certified and mea-
sured values for most metals investigated (Table
5). This demonstrates the robustness of the
method and its suitability for successive analyses
of samples as different as fresh and highly saline
water.

The high detection limit obtained for Zn (Table
4), prevented its detection in CASS-3, although its
concentration was accurately measured in SRM
1643d (Table 5).

IC/ICP-MS thus appears to be an ideal method
for studying the salt/freshwater interface in an
estuary, as it offers sufficiently low detection lim-
its, is linear over the main range of metallic
concentrations encountered, and is efficient in
both riverine and saline matrices.

3.4. En6ironmental sample analysis

The analysis of environmental samples by ICP-
MS requires attention to specific problems, such
as isobaric interferences. Analysing Rhône estuary
samples, we observed a significant overlap of ma-
jor cadmium isotopes, i.e. 112Cd and 114Cd, by tin
isotopes of the same atomic mass. Due to relative
tin and cadmium concentrations, low salinity
samples were more affected. Since the software
provided by VG Elemental does not yet permit

Table 4
Detection limits observed for each isotope (ng/l)

Blank replicatesDetection limitIsotopeBlank replicatesDetection limitIsotope

34Bi 209 V510.2 3 4
Cu 6340.5U 238 642

In 115 51.0 Cu 65 72 5
42Co 59 366Cr 50

3 6Ga 71 Ni 60 128 4
Ga 69 47 5 Ni 62 147

43Cd 114 Ni 584 149
64Cd 112 Mn 554 413
4762Al 27Cd 110 44

5 6 Zn 64 1430 3Cd 111
15 3Pb 208 Zn 66 1720 4

51739Cr 534Pb 206 18
19 3 Zn 68 1773 4Pb 207
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Table 5
Certified and measured concentrations of reference materials (mg/l)a

NIST SRM 1643d (1/10)Element NRCC CASS-3

Certified Measured (n=3) Certified Measured (n=3)

1.81390.177Pb 0.01290.0041.815 0.01690.009
0.65390.081Cd 0.03090.0050.647 0.03090.003
2.05390.005 0.51790.0622.05 0.45790.026Cu
2.5090.19 0.04190.009 0.04790.005Co 2.50
5.8890.53 0.38690.0625.81 0.41890.038Ni

(1.3)Bi 1.6390.17 No data –
3.766Mn 3.67790.298 2.5190.36 2.7790.28

1.87190.194 0.09290.0061.853 0.09690.003Cr
12.6190.58Al No data12.76 –
7.21590.630 1.2490.257.248 BD.L.Zn

3.51V 3.3890.37 No data –
U No data – (2.84) 2.6690.18

a ( ) Indicative of non-certified values.

Table 6
Metals concentration of Rhône estuary samples

[Pb] (mg/l) [Cd] (mg/l) [Cu] (mg/l) [Cr] (mg/l)Salinity (g/l) [Co] (mg/l) [U] (mg/l)

S1 0.5 1.082 0.173 2.357 4.178 0.427 1.043
0.620 0.164S2 2.3207 1.593 0.367 1.441
0.254 0.030 0.73416 0.845S3 0.115 1.908

25S4 0.251 0.018 0.561 0.600 0.119 2.473
0.162 0.017 0.437 0.359S5 0.07635 2.854
0.162 0.019 0.410 0.390 0.02538 3.203S6

the used of correction equations in time-resolved
analysis, we have discarded both 112Cd and 114Cd,
despite their greater abundance, in favour of iso-
topes 110 and 111. For the other elements, except
chromium, every isotope has been taken into ac-
count to calculate the concentration.

Metals concentrations determined in Rhône es-
tuary samples (Table 6) are consistent with those
reported in previous works [40]. Trace metals
analysed (Pb, Cd, Cu, Cr and Co) exhibit non-
conservative behaviour typical of numerous salt–
freshwater interfaces (e.g. estuary, salt marshes)
[43]. In fact, metals flocculation and precipitation
occurs upon wide variations in physico-chemical
conditions (salinity, pH, turbidity, organic matter
and particle concentration, oxido-reduction po-
tential, etc.) [40,43–45]. Conversely, uranium dis-
plays conservative behaviour, as all the measured

concentrations can be placed on a theoretical
dilution curve between the Rhône river and the
Mediterranean Sea.

A more detailed study of metals behaviour and
partitioning in the Rhône estuary [37] will be the
topic of a subsequent paper [38]. To date, these
early results confirm the ability of IC/ICP-MS to
determine metals concentrations at sub-mg/l levels,
in an ‘analytically hostile’ environment like
seawater.

4. Conclusion

Chelation ion chromatography prior to ICP-
MS detection appears to offer an efficient method
for analysis of metals at ultra-trace level in com-
plex matrices, such as seawater. The method is
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also valid for lanthanides and actinides. Off-line
sample pre-treatment is more cost effective, be-
cause it reduces working time in ICP-MS. Con-
versely, on-line coupling is fully automatable,
enhances sensitivity, by reducing elution volume,
and prevents subsequent sample contamination.
The robustness of the coupling allows calibration
with simple standards in deionised water, al-
though working with standards so different from
samples accentuates the need to introduce appro-
priate certified materials in analytical series.

The spreading use of ICP-MS as a chromato-
graphic multi-elemental specific detector requires
further improvements in data processing soft-
wares in terms of capabilities, automation and
userfriendliness.
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Abstract

Emulsion or suspension destabilisation often results from coalescence or particle aggregation (flocculation) leading
to particle migration (creaming or sedimentation). Creaming and sedimentation are often considered as reversible,
while coalescence and flocculation spell disaster for the formulator. Thus, it is of prime importance to detect
coalescence or cluster formation at an early stage to shorten the ageing tests and to improve the formulations. This
work mainly concerns the independent and anisotropic scattering of light from an emulsion or suspension in a
cylindrical glass measurement cell, in relation with the optical analyser TURBISCAN MA 2000. The propagation of
light through a concentrated dispersion can be used to characterise the system physico-chemical stability. Indeed,
photons undergo many scattering events in an optically thick dispersion before escaping the medium and entering a
receiver aperture. Multiple scattering thus contributes significantly to the transmitted and backscattered flux measured
by TURBISCAN MA 2000. We present statistical models and numerical simulations for the radiative transfer in a
suspension (plane or cylindrical measurement cells) only involving the photon mean path length, the asymmetry factor
and the geometry of the light receivers. We further have developed an imaging method with high grey level resolution
for the visualisation and the analysis of the surface flux in the backscattered spot light. We compare the results from
physical models and numerical simulations with the experiments performed with the imaging method and the optical
analyser TURBISCAN MA 2000 for latex beads suspensions (variable size and particle volume fraction). We then
present a few examples of concentrated emulsion and suspension instability analysis with TURBISCAN 2000. It is
shown that the instrument is able to characterise particle or aggregate size variation and particle/aggregate migration
and to detect these phenomena much more earlier than the operator’s naked eye, especially for concentrated and
optically thick media. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Colloids and dispersions are inherently unstable
systems [1] which can be considered as kinetically
stable if the destabilisation rate is enough small
compared with the expected lifespan. The analysis
of the dispersion instability is of prime impor-
tance for the formulator.

Two strategies are mainly conducted to get
insight on the stability behavior:
1. Measurement of the zeta potential of the parti-

cle surface to predict the stability of the disper-
sion [1]. This predictive method is effective for
relatively simple preparations, but is not suit-
able for complex industrial formulations. In-
deed, the zeta potential cannot give
information about the effects of the multiple
components dissolved in the continuous phase
on the flocculation behaviour of particles.

2. Ageing tests are often performed [2]. The
products are stored under specific conditions
(temperature, light, etc.) and submitted to reg-
ular analysis. The purpose of these ageing tests
is to accelerate the destabilisation process in
order to reduce the time needed for new prod-
ucts development.

The two major destabilisation phenomena af-
fecting the homogeneity of dispersions are particle
migration (creaming, sedimentation) and particle
size variation or aggregation (coalescence, floccu-
lation).

Techniques commonly used to detect physical
destabilisation are either the naked eye or analyti-
cal instruments more accurate and reliable (parti-
cle size analysis, microscopy, spectroscopy [3]).

Most of dispersions are, however, quite concen-
trated and opaque and, as a result, fall outside the
range of existing instruments. As a rule, dilutions
have to be performed, reducing severely the accu-
racy and scope of these instruments.

A new instrument called TURBISCAN MA
2000 [4,5] has been developed to fill this gap and
to allow the analysis of physical destabilisation of
concentrated liquid dispersions (emulsions,
suspensions).

In this paper, we first describe the measurement
principle of the instrument. In the second part, we
present principles and results concerning multiple
scattering of light by a suspension in a cylindrical
glass measurement cell. In the last section, we
present examples of dispersion destabilisation de-
tected by TURBISCAN MA 2000.

2. Measurement principle

The heart of TURBISCAN MA 2000 is a de-
tection head which moves up and down along a
flat-bottomed glass cylindrical cell (Fig. 1). The
detection head is composed of a pulsed near
infrared light source (wavelength L=850 nm)
and two synchronous detectors. The transmission
detector receives the light which goes through the
sample (0° from the incident beam), while the
backscattering detector receives the light scattered
by the sample at 135° from the incident beam.
The angle of 135° was chosen so as to be outside
the coherent backscattering cone (the cone angle
uc of the coherent scattered intensity scales as
L/l* [13], where l* is the photon transport
length, see Section 3.1).

The detection head scans the entire length of
the sample (about 65 mm), acquiring transmission
and backscattering data each 40 mm (1625 trans-
mission and backscattering acquisitions per scan).
The measured fluxes are calibrated with a non-ab-
sorbing reflectance standard (calibrated
polystyrene latex beads) and a transmittance stan-
dard (silicon oil).Fig. 1. TURBISCAN MA 2000 principle.
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Fig. 2. 3D Monte Carlo simulation. Trajectory of photons (left) and backscattered spot light (right) for scatterers in a cylindrical
cell.

The signal is first treated by a TURBISCAN
MA 2000 current-to-voltage converter. The inte-
grated microprocessor software handles data ac-
quisition, analogue to digital conversion, data
storage, motor control and computer dialogue.

3. Physical principles of multiple light scattering

3.1. Definitions

The propagation of light in a random dispersed
medium may be considered as independent or
incoherent when the photon mean path length
l(f, d) is larger than the wavelength L of the
incident radiation [6,12,15]:

l(f, d)=
1

n(pd2/4)Qe

=
2d

3fQe

and f=n
pd3

6
(1)

where n is the particle density, d the particle mean
diameter, f the particle volume fraction and Qe

the extinction efficiency factor for scattering and
absorption phenomena (ratio of the extinction
cross-section to the geometrical cross-section). In
this work, we only consider non-absorbing parti-
cles with an extinction efficiency factor Qe equal
to the scattering efficiency factor Qs.

The anisotropic scattering of light by a particle
can be characterised by the asymmetry factor g
which is the average cosine �cos u� of the scatter-
ing angles weighted by the phase function or

scattering diagram P(u) of the scatterer (g=0 for
isotropic Rayleigh scatterers and 0BgB1 for
Mie scatterers of size larger than the wavelength)
[6].

For anisotropic scatterers, we further define the
photon transport length l*=l/(1−g) represent-
ing a decorrelation length above which the photon
forgets both the direction of the incident beam
and the scattering pattern of single particles [7,9].

Coherent light scattering due to a correlation
increase among particles only occurs in concen-
trated media of particles smaller than the wave-
length L and results in a larger photon mean free
path lc:l(1+2f)2/(1−f)4 [14].

3.2. Numerical simulation of independent multiple
light scattering

We have developed a three-dimensional Monte
carlo simulation of multiple light scattering from
a random set of particles in a plane or cylindrical
cell (Fig. 2) [7,8].

Numerical simulations of multiple light scatter-
ing consist in tracking individual photons while
they leave the cell and reach a detector. From
random numbers distributed in the range from 0
to 1 and cumulative distribution functions de-
pending on the photon mean free path l and the
asymmetry factor g, we calculate the path length
and the scattering angle between scattering events.
The simulation further accounts for the boundary
reflections (air/glass and glass/suspension inter-
faces) and the geometry of the light receivers.
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3.3. Light flux in the backscattered spot light

We have developed an original imaging method
to determine the flux in the two dimensional
backscattered spot light resulting from the inter-
action of a collimated laser beam (L=0.6328 mm)
with a random dispersed medium. The backscat-
tered spot light is visualised with a CCD video
camera equipped with an electronic shutter (Figs.
3 and 4). We explore the different areas of the
backscattered spot light by saving several images
under variable shutter speed. The treatment of the
images then gives the surface light flux in the
backscattered spot light over more than 106 grey
levels (Fig. 5). The flux calibration of the imaging
system is performed with a non-absorbing reflec-
tance standard (Labsphere).

Fig. 3 and Fig. 4 show the backscattered spot
light for latex bead aqueous suspensions (average
diameter d=11.9 mm and d=0.28 mm, particle
volume fraction f=1%) in a plane cell or a
cylindrical measurement cell.

For anisotropic scatterers such as particles
larger than the wavelength (d�L), the spot light
is quite large since the photons undergo many
scattering events in the forward direction before
escaping the cell (Fig. 3). The isotropic scattering
of light by particles smaller than the wavelength
(d�L, g:0) results in a smaller spot light much
more luminous in the central part (Fig. 4). The
geometry of the container (plane or cylindrical)
weakly influences the light distribution in the cen-
tral area of the backscattered spot light (Figs. 3
and 4). However, the curvature of the cell limits
the lateral extension of the spot light and the
boundary reflections further perturb the external
area of the backscattering spot (Fig. 3b and Fig.
4b).

Fig. 5 shows the radial or axial dependence of
the reduced surface flux F(r)l*2 in a plane cell or
F(z)l*2 in a cylindrical cell for a latex bead
aqueous suspension (d=11.9 mm, f=1%). For
long path photons (emitted at a large distance
from the impact point of the laser), the reduced
surface flux scales as (r/l*)−3 in plane geometry
or (z/l*)−3 in cylindrical geometry in good agree-
ment with Monte carlo simulations. The distribu-
tion of short path photons in the central part of
the spot light obeys a different statistical law
depending on the fine structure of the phase func-
tion. For a backward scattering probability Pb\
0.01 – 0.05, the reduced surface flux then scales as
(r/l*)−1.4 in plane geometry or (z/l*)−1.4 in
cylindrical geometry [7,9] (Fig. 5). The boundary
reflections at air/glass and glass/suspension inter-
faces further result in a light ring at a distance of
about 2e from the spot center where e is the glass
thickness.

The characteristic distance z*:4l* between
the short path photon and long path photon
regimes gives an estimation of the photon trans-
port length l*=2d/[3f(1−g)QS]. The values of
the optical parameter (1−g)QS derived from the
analysis of the backscattered spot light well agree
with the predictions of the Mie theory.

The photon trajectory is equivalent to a ran-
dom isotropic walk with an average step equal to
the photon transport length l*(g). For non-ab-
sorbing media, statistical models and numerical
simulations lead to the following analytical ex-
pressions of the surface flux in the spot light [11]:

Fig. 3. Backscattered spot light for a latex suspension (mean
particle diameter d=11.9 mm, particle volume fraction f=
1%) in a plane cell (a) or a cylindrical cell (b).

Fig. 4. Backscattered spot light for a latex suspension (mean
diameter d=0.28 mm, particle volume fraction f=1%) in a
plane cell (a) or a cylindrical cell (b).
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Fig. 5. Reduced light flux F(r/l*)l*2 in a plane cell or F(z/l*)l*2 in a cylindrical cell for a latex bead aqueous suspension (d=11.9
mm, f=1%). Experiments (	) and numerical simulations (—) with (1−g)QS=0.186.

F(z):
0.03
l*2

�l*
z
�1.4

=
0.03
z1.4

�3f(1−g) QS

2d
�0.6

for

z\z*:4l*
4l

1−g

F(z)=
l*
pz3=

1
z3

2d
3f(1−g) QS

for zBz*:4l*

(2)

3.4. Light flux measurement with the optical
analyser TURBISCAN MA 2000

The optical analyser TURBISCAN MA 2000
detects the light flux backscattered at 135° by a

dispersed medium in a cylindrical cell. The light
detector of relatively small aperture presents a
rectangular cross-section (width dl and height
dhBBdl). By integrating the surface flux given
by Eq. (2) over the detection area (Fig. 6), then
we derive an analytical expression for the diffuse
reflectance R measured by TURBISCAN MA
2000.

R(dh, dl, l*)=

& dh

0

& dl

0

F(x, y, l*) dx dy& dh

0

& dl

0

F0(x, y, l*) dx dy
(3)

The above relation takes the form:
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R:
& dh/2

0

F(z)2pz dz+2
& z*

dh/2

F(z) dh dz

+2
& dl/2

z*

F(z) dh dz

with&�
0

F(z)2pz dz=1

From Eq. (2), the diffuse reflectance R then
obeys:

R:0.2
�dh

l*
�0.6

+
�

0.2
�dh

l*
�0.6

−0.09
dh
l*
n

+0.02
dh
l*
�

1−
64l*2

dl2

�
The variation of the diffuse reflectance R with

the dimensionless detector height dh/l* (Fig. 7)
shows a power law dependence R: (dh/l*)1/2 for
dh\l*/2 (Fig. 7) when long path photons mainly
contribute to the detected scattered flux. The dif-
fuse reflectance R then scales as:

R:
�dh

l*
�1/2

=
�3f

2
dh

(1−g) QS

d
�1/2

for

0.2BRB0.9 (4)

and l*/2BdhB8l* where f is the particle
volume fraction, d the particle diameter,
QS(d, L, np, nf) the extinction efficiency factor and
g(d, L, np, nf) the asymmetry factor.

From the Lambert–Beer law, we further derive
a simple theoretical expression of the transmit-
tance T measured by TURBISCAN MA 2000:

T(l ri)=T0 e−
2ri

l =T0 e−
3rifQS

d (5)

where ri is the internal radius of the TURBIS-
CAN cylindrical measurement cell.

4. Experiments

4.1. Influence of particle 6olume fraction

Fig. 8 shows the experimental (TURBISCAN
MA 2000) and theoretical (Monte Carlo simula-
tions and transport models based on the photon
diffusion approximation) variations of the diffuse
reflectance R(u=135°) and the transmittance
T(u=0°) versus particle volume fraction f for a
latex bead aqueous suspension (d=1.9 mm).

In the diluted regime (fBfc), the transmit-
tance T decreases exponentially with particle vol-
ume fraction in good agreement with the
analytical expression Eq. (5) and the numerical
predictions from the simulation. The high values
of the diffuse reflectance R in the diluted regime
results from the boundary reflections on the inner
tube interface.

Fig. 6. Backscattered spot light and detection system of the
optical analyser TURBISCAN MA 2000.

Fig. 7. Theoretical variation of the diffuse reflectance R with
the dimensionless height dh/l* of the detector.
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Fig. 8. Variation of the transmittance T(u=0°) and the diffuse reflectance R(u=135°) versus particle volume fraction for a latex
beads aqueous suspension (d=1.9 mm, wavelength L=0.85 mm). Experiments (	) and physical models (—) for the top, numerical
simulations (bottom).

In the concentrated regime (f\fc), both the
numerical simulations, the transport model and
the experiments show a zero transmission level
and an increase of the diffuse reflectance with
particle volume fraction before reaching a maxi-
mum. The diffuse reflectance R in the concen-
trated regime (f\fc) scales as fk with
0.42BkB0.56 (Table 1) in good agreement with
the relation Eq. (4).

The critical volume fraction fc between diluted
and concentrated regimes further corresponds to a
photon transport length l*(fc) equals to the tube
diameter 2ri and may be expressed as:

fc:
d

3ri(1−g) QS

(6)

From the transmission curve T(f) and the
critical volume fraction fc, then we may estimate
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Table 1
Experimental values of the exponent k=d(log R)/d(log f) for
latex bead aqueous suspensions (d=11.9, 3.2, 1.9, 0.94 and
0.28 mm)

kd (mm)

0.5011.9
0.543.189

1.923 0.56
0.610.944

0.280 0.42

5. Applications

5.1. Qualitati6e understanding of concentrated
dispersion destabilisation

The sample is a water in oil non-absorbing
cosmetic emulsion (volume fraction f:40%,
mean diameter d\1 mm at time t=0).

Fig. 10 (left) shows a TURBISCAN MA 2000
screen page after 11.5 h time delay. The vertical
axis represents the diffuse reflectance R (in %)
normalized with respect to a non-absorbing stan-
dard reflector and the horizontal axis represents
the sample height in mm (z=0 mm corresponds
to the measurement cell bottom).

To follow the time evolution of the diffuse
reflectance R(t, z), the first diffuse reflectance
profile R(t=0, z) is subtracted from R(t, z) and
the residual diffuse reflectance DR=R(t, z)−
R(t=0, z) is plotted against sample height and
time.

First, the coalescence of water droplets induces
a diffuse reflectance fall over the whole height of
the sample in good agreement with the theoretical
model. Then, the droplets migrate from the top to
the bottom of the sample (settling phenomenon),
inducing a backscattering fall at the sample top
(clarification) and a backscattering increase at the
sample bottom (sediment formation and increase

the optical parameters QS/d and (1−g)QS/d. The
values derived from the measurements performed
with TURBISCAN MA 2000 are well correlated
with the predictions of Mie theory (Table 2).

4.2. Influence of particle mean diameter

Fig. 9 shows the particle diameter dependence
of the diffuse reflectance R(u=135°) for aqueous
suspensions of latex beads (f=1%).

For small Rayleigh – Debye scatterers (dB
dc:0.3 mm), the diffuse reflectance R increases
with particle diameter in good correlation with
the transport model and the numerical simula-
tions. On the other hand, the diffuse reflectance
decreases with particle diameter for large an-
isotropic scatterers (d\dc:0.3 mm).

Table 2
Experimental values of the optical parameters QS/d and (1−g)QS/d derived from the transmission curve T(f) and the critical
volume fraction fc for latex beads aqueous suspensionsa

d (mm) QS/d (Experimental, m−1) QS/d (Mie theory, m−1)

3.189 7.43×1058.40×105

1.923 1.87×1061.99×106

1.58×1060.944 1.88×106

2.68×1040.280 3.14×104

5.69×1030.065 6.62×103

fc (%)d (mm) (1−g)QS/d (Experimental, m−1) (1−g)QS/d (Mie theory, m−1)

0.35411.9 1.52×104 1.61×104

3.189 0.0479 1.12×105 9.38×104

0.0479 1.32×1051.12×1051.923
0.0350.944 1.10×105 1.86×105

0.030 1.79×1050.280 2.06×105

a Theoretical predictions from the Mie theory.
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Fig. 9. Diffuse reflectance R(u=135°) versus particle mean diameter for latex bead aqueous suspensions (f=1%, L=0.85 mm).
Experiments (	) and physical models (—) for the top, numerical simulations (bottom).

of scattering phenomena) in good agreement with
the theoretical model.

The coalescence kinetic (time evolution of the
diffuse reflectance at the sample middle) and clar-
ification kinetic (time evolution of the diffuse
reflectance at the sample top) seem to indicate
that no particle size variation occurs while the

particles migrate from the top to the bottom of
the sample.

It is interesting to notice that TURBISCAN
MA 2000 allows the detection of the destabilisa-
tion at an early stage (coalescence detected after a
few minutes) even though the medium is optically
thick. With the naked eye, we would have had to
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Fig. 10. Residual diffuse reflectance dR(h, t) versus sample height and time for the coalescence and the settling of a concentrated
water/oil cosmetic cream. Particle mean diameter d\1 mm at time t=0, particle volume fraction f:40%. Experiment duration,
11.5 h.

have waited for the beginning of the phase separa-
tion before seeing anything.

Thus, the TURBISCAN MA 2000 is able to
detect both particle size variation phenomena and
particle migration phenomena.

5.2. Quantitati6e analysis of concentrated
dispersion destabilisation

By measuring the diffuse reflectance R(l*) or
the transmittance T(l) of a homogeneous sample,
the physical models allow to derive either the
particle mean diameter from the knowledge of the
particle volume fraction or the particle concentra-
tion from the particle size. We have calculated the
mean diameter of concentrated polystyrene latex
bead suspensions (Table 3) in good accordance
with the manufacturer’s data.

Thus, for non-absorbing suspensions or emul-
sions, TURBISCAN MA 2000 is able to predict
quantitatively particle size changes.

The motorised vertical movement of both the
infrared diode and the detectors along the cell axis
makes possible the measurement of the migration
rate of concentrated suspensions or emulsions.

Table 3
Time position z0(t) and settling rate V(f, d) of a latex beads
aqueous suspension (d=3.18990.054 mm, f=10%). Calcu-
lated values of the particle diameter d

d (mm)V0 (m/s)V (m/s)z0 (cm)t (s)

21675 1.868×10−70.405 3.296×10−7 3.157
28635 1.711×10−70.490 3.018×10−7 3.021
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Fig. 11. Diffuse reflectance R(z) along the tube axis z for a
3.2-mm latex bead aqueous suspension (f=1%, L=0.85 mm).
Experiments (top) and Monte carlo simulations (bottom).

settling of a latex bead aqueous suspension (d=
3.2 mm, f=1%). The distance z=0 corresponds
to the air/suspension interface at the top of the
sample.

Near the liquid/suspension interface, the nu-
merical simulation shows a change of the diffuse
reflectance over a distance dz:5l*:4 mm since
the interface disturbs the propagation of photons.
Above the settling front, the backscattered flux
strongly increases because the boundary reflec-
tions become predominant. The length dz=
5l*=10d/[3f(1−g) QS of the transition zone
limiting the space resolution of the TURBISCAN
MA 2000 scales as the photon mean free path and
decreases with the particle volume fraction f.

By tracking the time position z0(t) of a charac-
teristic point of the diffuse reflectance profiles
R(z, t), we have determined the settling rate
V(f, d)=dz0(t)/t of latex bead aqueous suspen-
sions (Table 4). From the sedimentation law pro-
posed by Mills and Snabre in 1995 [10] for
concentrated suspensions, we then derive a parti-
cle mean diameter very close from the manufac-
turer’s data (Table 4).

V0(d)=V(f, d)

�
1+

Kf

(1−f)3

n
1−f

with V0(d)=
dr g d2

18h
and K=4.6 (7)

where V is the sedimentation velocity, d the
particle diameter, dr the density difference be-
tween the solid and liquid phases, g the gravity
acceleration and h the liquid dynamic viscosity.

By following the settling front for a concen-
trated flocculated suspension, the expression Eq.

Fig. 11 shows the experimental and the theoret-
ical (Monte Carlo simulations) variations of the
reflectance R(z) along the tube axis z during the

Table 4
Calculated values of the particle mean diameter d, the photon transport length l* and the photon mean free path l for two aqueous
suspensions of polystyrene latex beads (d=0.29890.005 mm, np=1.59, nf=1.33, L=0.85 mm) and PMMA latex beads
(d=8.7290.05 mm, np=1.443, nf=1.33, L=0.85mm)

T (%) d (mm)R (%)nfnpd (manuf.) l (mm)l* (mm)f (%)

0.3 0.291.59 1.33 97.8 11.4 83.6
177833.0 0.321.330.3 1.59 88.9 0.00095

406.9 7.61.33 66.68.7 16.71.443
9.035405.00.0178.91.4438.7 1.33
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(7) giving the mean diameter of the sphere that
settles with the same velocity as an aggregate may
give an idea of the suspension flocculation level.

6. Conclusion

We have proposed physical models for the sur-
face flux in the backscattered spot light and the
diffuse reflectance measurement performed with
the optical analyser TURBISCAN MA 2000.

Experiments lead to scaling laws in good agree-
ment with the model and the Monte carlo
simulations.

The diffuse reflectance measured by TURBIS-
CAN MA 2000 mainly depends on the photon
transport length and allows to detect destabilisa-
tion phenomena at a very early stage for concen-
trated dispersions.

Compared with other optical analytical methods
such as microscopy, particle size and zeta potential
analysis, the optical method presents the advantage
of being a non-destructive tool (no sample dilu-
tion).

This instrument gives kinetic information on the
process leading to phase separation. The TURBIS-
CAN MA 2000 allows to detect two kinds of
destabilisation phenomena: particle migration
(creaming, sedimentation) which are often re-
versible by mechanical agitation and particle size
variations (coalescence, flocculation). The monitor-
ing of the sedimentation front in concentrated
suspensions further yields an estimation of particle
or aggregate size.
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Abstract

The determination of total chromium in different streams of tannery effluents were carried out by the digestion of
samples in a HNO3/H2SO4 mixture followed by KMnO4 oxidation, which resulted in the complete conversion of
Cr(III) to Cr(VI). The Cr(VI) (Cr2O7

2−) species present in these samples were estimated by inductively coupled
plasma-atomic emission spectrometry (ICP-AES), flame atomic absorption spectrometry (FAAS) and UV–visible
spectrophotometry (1,5-diphenyl carbazide method). The results obtained from these methods were critically
evaluated. UV–visible spectrophotometry was found to be better suited for this analysis when compared with the
other two methods. Since these solutions contain relatively high concentrations of chromium (200–2400 mg/l), the
need for preconcentration did not arise. The higher values obtained in the case of ICP-AES and FAAS methods can
be attributed to the matrix effect arising out of high concentration of mineral acids and electrolytes. In addition, the
values obtained in the latter methods (ICP-AES and FAAS) are comparable with each other, indicating that the
interferences influence the results almost equally in both techniques. The statistical treatment of data indicates that
the differences between the methods are within the acceptable range. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Inductively coupled plasma-atomic emission spectrometry; Flame atomic absorption spectrometry; UV–visible spec-
trometry; Total chromium; Statistical analysis

1. Introduction

The demand for rapid and sensitive analytical
methods for the determination of chemical forms
of toxic elements in environmental samples is
increasing [1]. Chromium salts are used exten-

sively in several industrial processes, and enter
water supplies through the discharge of effluents
from corrosion inhibitors and water-cooled heat
exchange systems, and also from electroplating,
tanning, dyeing, textile, cement, and chemical in-
dustries [2–4].

Chromium (III) and chromium (VI) are the
only significant oxidation states in natural waters,* Corresponding author.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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the most probable species being Cr(OH)2+·
4H2O and CrO4

2+. Cr(III) is more stable and
exhibits a tendency to form inert complexes and
is an essential trace nutrient for humans in-
volved in glucose metabolism. This species is
found to be a component of insulin cofactor
and also shows lower toxicity in biological sys-
tems[5]. The anionic compounds of Cr(VI)
(CrO4

2−, Cr2O7
2−) are reported to have a toxic

effect on the biological systems. Presently,
Cr(VI) has been recognized as a probable agent
of lung cancer, and it also produces gastrointes-
tinal disorders, dermatitis and ulceration of skin
in man [6].

The conventional tannery methods lead to dis-
charge of solutions with chromium concentra-
tions in the range of 1500–4000 mg/l. The
specification for the discharge of chromium con-
taining liquid wastes stipulates a range of 0.3–2
mg/l [21]. A recent estimate in India indicates
that tanning salts equivalent to approximately
400 t of chromium are being discharged in the
water streams, with an annual consumption of
about 40 000 t of BCS salt.

Different instrumental techniques like differen-
tial-pulse polarography, X-ray spectrometry,
neutron activation analysis, electrothermal
atomic absorption spectrometry, inductively cou-
pled plasma-mass spectrometry, UV–visible
spectrophotometry and amperometry with vari-
ous preconcentration techniques have been used
to estimate chromium [1,6–10]. The methods
employed are usually based on separation and
preconcentration, acid digestion, co-precipita-
tion, liquid–liquid extraction, and electrodeposi-
tion [2–4,11,12].

Simultaneous estimation of Cr(III) and Cr(VI)
in aqueous solution by ion chromatography and
chemiluminescence detection was carried out,
and the results were compared with those of
atomic absorption spectrometry (AAS). The
simultaneous determination of total chromium
and speciated Cr species in environmental sam-
ples using high-performance liquid chromatogra-
phy (HPLC) combined with direct injection
nebulization and inductively coupled plasma-
mass spectrometry has been reported [13]. The
precision of inductively coupled plasma-atomic

emission spectrometry (ICP-AES) was found to
be inferior to that of flame atomic absorption
spectrometry (FAAS) in the determination of Cr
and six other elements in sewage sludge [14].
The determination of Cr(VI) in soil extracts by
spectrophotometry, ion exchange chromatogra-
phy and electrothermal AAS combined with re-
verse phase-HPLC (RP-HPLC) indicated the
effect of organically complexed Cr(III) on the
estimation of Cr(VI), and also the vulnerability
of these methods to some types of interferences
[15].

The present investigation aims at the compar-
ative study of the three analytical techniques,
namely ICP-AES, FAAS and UV–visible spec-
trophotometry for the determination of the total
chromium content in tannery waste water after
complete conversion of trivalent chromium to
hexavalent chromium. The statistical treatment
of data by F-test, paired t-test and analysis of
variance (ANOVA) will also be made.

2. Experimental

2.1. Reagents and standards

The following chemicals were used as received
without further purification: nitric acid, HNO3

(BDH, AR), sulfuric acid, H2SO4 (Fischer, AR),
methyl orange indicator solution (BDH), ammo-
nium hydroxide, NH4OH (Qualigens, LR),
sodium hydroxide, NaOH (Qualigens, LR),
potassium permanganate (Merck, AR) solution
(5%), sodium azide (BDH, AR) solution (1%),
argon (IOL, industrial grade), acetylene (IOL,
AR), acetone (Fischer, AR), and water (double
distilled).

2.1.1. 1,5-Diphenylcarbazide solution
1,5-Diphenyl carbazide, 250 mg (SDs, AR),

was dissolved in 50 ml acetone and stored in a
brown bottle.

2.1.2. Stock chromium solution
K2Cr2O7, 141.4 mg (BDH, AR), was dissolved

in water and diluted to 1000 ml; 1.00 ml=50.0
mg Cr.
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2.1.3. Standard chromium solution
Ten milliliters of stock chromium solution was

diluted to 100 ml; 1.00 ml=5.00 mg Cr.

2.1.4. Calibration blank
Two milliliters of 1:1 HNO3 and 10 ml 1:1 HCl

were diluted to 100 ml with water, and was used
to flush the system between standards and
samples.

2.2. Sampling and sample preser6ation [16]

All containers were cleaned sequentially prior
to use as follows: a detergent wash, tap water
rinse, soaking in 2% HNO3 for 24 h, and distilled
water rinse (six times). The samples were taken at
different stages of leather processing and acidified
with AR concentrated (conc.) HNO3 to pHB2.
Conc. HNO3 (2 ml) was added to 1 l of sample to
prevent precipitation and adsorption of trace
metals by container walls. The samples were kept
in polyethylene containers and stored in a refrig-
erator at approximately 4°C to prevent change in
volume due to evaporation.

2.3. Sample preparation

2.3.1. Digestion of the sample
Fifty milliliters of waste water sample was

pipetted into a volumetric flask. The organic mat-
ter was destroyed using a 10 ml mixture of conc.
H2SO4 and conc. HNO3 (1:1). The solution was
brought to a slow boil on a hot plate at 120°C
and concentrated to half its original volume. The
heating was discontinued, and 5 ml conc. HNO3

and 10 ml conc. H2SO4 were added. The solution
was evaporated on a hot plate at 120°C until
dense white fumes of SO3 just appeared. If the
solution was not clear, 10 ml conc. HNO3 was
added and heated until excess HNO3 was re-
moved. The heating was discontinued when the
solution was clear and no brown fumes were
observed. Fifty milliliters of water was added to
the solution and boiled to dissolve any soluble
salts, filtered, if necessary, and then Cr(III) was
oxidized to Cr(VI) with 5% KMnO4 solution in
an acidic medium.

2.3.2. Oxidation of Cr(III) to Cr(IV) by KMnO4

The pH of the digested sample was adjusted
with ammonium hydroxide solution until the sam-
ple was just basic to methyl orange, then acidified
with 1:2 H2SO4 and heated to boiling on a hot
plate for 10 min. The heating was discontinued
and two drops of 5% KMnO4 was added until a
faint pink color persisted, and the heating was
continued on a steam bath for 20 min. If the color
disappeared, 5% KMnO4 solution was added
dropwise to maintain a slight pink color and
boiled for another 2 min. One milliliter of 1%
sodium azide solution was added dropwise to the
boiling sample until the pink color of KMnO4 just
disappeared. The sample was boiled again for 5
min, cooled and finally made up to 250 ml in a
volumetric flask.

2.4. Inducti6ely coupled plasma-atomic emission
spectrometry

2.4.1. Analysis of samples [16,17]
Sample preparation, reagents and procedures

for contamination were checked by the calibration
blank. The entire flow system was rinsed with a
mixture of dilute HNO3/HCl for a minimum of 60
s between samples and blanks. After sample or
blank was introduced, the system was equilibrated
before starting signal integration. The calibration
blank was examined and verified for each analysis
so that no carry-over memory effect occurred. If
carry-over was observed, the rinsing was repeated
with a mixture of dilute HNO3/HCl until proper
blank values were obtained.

2.4.2. Calculation and corrections

2.4.2.1. Blank correction. The sample result was
subtracted from the adjacent calibration blank to
make a baseline drift correction.

2.4.2.2. Dilution correction. The sample result was
multiplied by a dilution factor (DF) calculated as
follows:

DF=
Final volume (ml)
Initial volume (ml)
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2.5. AAS-direct air-acetylene flame method [18]

2.5.1. Standardization
K2Cr2O7 (AR) solution was used as a standard

with five different concentrations. The blank was
aspirated and the instrument was adjusted for
zero. The standard solutions with different con-
centrations were aspirated in turn into flame and
their absorbances were recorded. The calibration
curve was prepared by plotting on a linear graph
paper the absorbance of standards versus their
concentrations.

2.5.2. Analysis of samples
The nebulizer was rinsed by aspirating an aci-

dified solution which contained 1.5 ml conc.
HNO3/l. After the instrument was adjusted to
zero, the blank and samples were atomized and
their absorbances were recorded at 357.9 nm.

2.6. UV–6isible spectrophotometry

2.6.1. Preparation of calibration cur6e
Chromium standard was treated by the same

procedure as the sample to compensate the slight
losses of chromium during digestion or other ana-
lytical operations. Accordingly, the standard
chromium solution (5 mg/ml) was prepared rang-
ing from 2.00 to 20.0 ml, to produce standard
concentrations for 10–100 mg Cr, into 50 ml
volumetric flasks. After the development of color,
a suitable portion of each solution was transferred
to a 1-cm absorption cell, and the absorbance was
measured at 540 nm. Distilled water was used as a
reference. Absorbance readings were corrected by
subtracting absorbance of a reagent blank carried
through the method.

2.6.2. Color de6elopment and measurement
A 2 ml aliquot of the digested sample was

neutralized with 5% NaOH solution and was
pipetted into a 50 ml volumetric flask. It was then
acidified with 3 ml 6 N H2SO4, 2 ml 0.25%
1,5-diphenyl carbazide solution was added, and it
was made up to 50 ml. The solution was mixed
thoroughly and kept for full color development
for 5 min. After the development of color, the
solution was transferred to a 1-cm absorption cell

and the absorbance was measured at 540 nm
using distilled water as reference. Absorbance
readings of samples were corrected by subtracting
absorbance of a blank carried through the
method. From the corrected absorbance, the
amount of chromium was determined from the
calibration curve.

3. Results and discussion

The waste water samples obtained from differ-
ent streams as well as composite effluent from
tanneries were used for the present investigation.
The sampling was done according to the reported
procedure [16]. The digestion of the sample was
performed with a HNO3/H2SO4 acid mixture fol-
lowed by KMnO4 oxidation, which ensures com-
plete conversion of Cr(III) to Cr(VI) [16]. The
clear yellow colored solutions thus obtained were
analysed for chromium.

The conversion of trivalent chromium to hex-
avalent chromium is essential since the presence
of both oxidation states in the samples pose seri-
ous problems in the determination of total
chromium in the last two techniques. Even though
estimation of chromium in trivalent states as well
as hexavalent oxidation states by spectrophoto-
metry has been reported [19,20] with different
reagents, simultaneous determination has several
limitations. The procedure adopted by different
groups is either to reduce all of the species to
Cr(III) or to oxidize them to Cr(VI). Similarly, in
the case of FAAS, the determination of total
chromium in hexavalent state has been recom-
mended [18]. The choice of Cr(VI) for the deter-
mination of total Cr is important since
dichromate solutions are stable for very long peri-
ods of time. Similarly, acidified solutions of
K2Cr2O7 with H2SO4, HClO4 or HCl are not
reduced on long standing or boiling. The rate of
reduction of dichromate solution is less when
compared with that of KMnO4 solutions. Also,
the reduction of Cr(VI) in biological samples as
well as in waste water is much more difficult when
compared with the oxidation of the sample, which
not only results in the total conversion of Cr(III)
to Cr(IV), but also completes destruction of the
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organic matter, thereby facilitating the release of
metal ion from the substrate.

The concentration of total chromium after its
conversion to hexavalent state was determined in
25 different effluents collected from tanneries.
They included composite samples, tan liquor sam-
ples and a rechrome sample. The composite sam-
ple is obtained where individual streams from
various operations like soaking, liming, pickling,
bating, tanning and finishing combine to form a
mixture. Generally, this solution has high BOD
and COD content in addition to fairly high total
dissolved solids [21,22].

3.1. Inducti6ely coupled plasma-atomic emission
spectrometry

The estimation of total Cr from the oxidized
samples was carried out on a JY24 sequential ICP
spectrometer employing a high resolution

monochromator. The experimental conditions are
provided in Table 1. The calibration of the instru-
ment was done using a standard dichromate solu-
tion under the conditions already described. The
correlation coefficient obtained for this standard
graph was 0.9998 (Table 2).

The accuracy of the data obtained from the
ICP also varies according to the experimental
conditions. Similar to the procedure in AAS, each
element has a series of wavelengths at which the
analysis can be carried out. In the case of
chromium, nearly 27 wavelengths have been em-
ployed, wherein the estimated detection limit
varies over a wide range (4.1–300 mg/l) with both
emission types (type 1 and 2) [17]. The wave-
lengths chosen for this investigation range from
185.21 to 428.972 nm. However, if the difference
in the successive wavelengths is restricted to whole
numbers, then 19 different wavelengths can be
employed [17]. The present investigation with ICP

Table 1
Operating conditions for ICP-AES, FAAS and UV–visible spectrophotometry

UV–visible spectrophotometryICP-AES FAASOperating con-
ditions

Double-beam spectrophotomter Shi-Instrument JOBIN YVON JY-24 PERKIN-ELMER AAS-3010
used madzu UV-150-02

Standard used K2Cr2O7 (AR) K2Cr2O7 (AR) K2Cr2O7 (AR)
4.7 mg/l (varies with the wavelength)Detection limit 0.078 mg/l 5 mg/l
283.563 357.9Wavelength 540

used (nm)
Source lamp, tungstenAir–acetylene flow rate, 4 l/minRadio frequency power, 1.0 kW

or 8.5 ft3/h
Ar gas Grade of acetylene, welding grade Normal lamp variation, 0.1 nm

CellGrade, special optical gradeAir–acetylene flame temperature,Central flow-nebulizing, :0.4 l/
min:3 bars 2300°C
External flow (cooling), 12 l/min Nebulizer Design, open-top normal rectangu-

lar cell
Normal uptake rate, 7–10 ml/minAuxiliary flow, 0 l/min Path length, 1 cm

Aerosol flow, 0.3 l/min By reducing the uptake rate, 4–6
ml/min

Sheath gas flow, 0.3 l/min (for Burner head, 10 cm
multielement analysis of aqueous
solution)
Monochromator slits Slit/spectral band width, 0.7 nm

Relative noise, 1.0Primary, 30 mm
Secondary, 35 mm Characteristic concentration

check, 4.0 mg/ml
Plasma temperature, 10 000 K Linear range, 5.0 mg/l
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Table 2
Calibration graph data for Cr(VI) determination by ICP-AES, FAAS and UV–visible spectrophotometric methods

Slope InterceptSl alignment, number Correlation coefficient (r)Method

1226.231 28.4155ICP-AES 0.9998
2 FAAS* 0.016683 0.07734 0.9933
3 UV–visible spectrophotometry 0.070881 0.002785 0.9999

* Slope and intercept for the best fit.

has been carried out at 283.563 nm, where the
detection limit observed (4.7 mg/l) is very close to
the minimum value reported in this series.

The oxidized sample contains Mn2+ along with
Cr6+, since the excess KMnO4 used for the oxida-
tion of Cr3+ has been subsequently reduced with
NaN3. Even though the emission wavelengths re-
ported for Mn2+ range from 172.65 to 279.827
nm with the estimated detection limit lying in the
range 0.93–8000 mg/l, the interference from
Mn2+ for Cr6+ estimation has not been reported
earlier. So the presence of Mn2+ in the sample is
unlikely to contribute to any chemical interference
in this estimation. The wavelength selected for the
current estimation in ICP is 283.563 nm, which is
almost 4 nm more than the highest wavelength
indicated for manganese estimation[17].

Matrix interferences, especially from Cl− and
SO4

2−, have been reported [23] in the determina-
tion of trace elements by ICP. Yoshimura et al.
[24] have indicated that the presence of mineral
acids decreases emission intensities of the atomic
and ionic lines, when the acid concentration is
high (]1 M). The decrease in emission intensity
by a reduced rate of sample uptake has been
shown to be a dominant factor.

3.2. Flame atomic absorption spectrometry

The oxidized chromium solution has also been
analyzed by atomic absorption spectrometry using
an air–C2H2 flame. The operating conditions
maintained during this investigation have also
been provided (Table 1). The calibration of the
instrument was done using a standard dichromate
solution. The correlation coefficient obtained for
the calibration graph was 0.9933. The wavelength
selected for the present investigation is 357.9 nm,

whose characteristic concentration is minimum
[18].

The accuracy of the results also varies with the
fuel gases employed [25]. The detection of Cr
requires a fuel-rich air–C2H2 flame (e.g. air–
C2H2, N2O–C2H2, H2–O2, etc.). (The interfer-
ences during the estimation of Cr by FAAS in an
air–C2H2 flame are greater when compared with
that of N2O–C2H2.) Even though the N2O–C2H2

flame has been reported to reduce many chemical
interferences, it considerably decreases the sensi-
tivity. Similarly, the wavelength at which the ab-
sorption is measured also affects the accuracy of
the results.

The interferences in the AAS method are rela-
tively less and are classified into six categories: (a)
chemical, (b) ionization, (c) matrix, (d) emission,
(e) spectral, and (f) background absorption. The
sensitivity and interferences are also related to the
oxidation state of chromium [26,27], flame gas
composition and the position of the burner. How-
ever, the problems are severe in the case of sys-
tems containing mixed oxidation states. In the
present investigation, the burner position was au-
tomatically adjusted by the spectrometer itself.
The non-specific absorption by concomitant spe-
cies was eliminated by effective wash cycle as it
removes the traces of residues from the earlier
analysis.

The calibration graph for Cr using the air–
C2H2 flame in AAS is not a linear one, and it has
been reported [28,29] that several inter-element
and oxidation state effects in this flame cause such
a deviation. The poor agreement between differ-
ent laboratories observed in this method, espe-
cially when the concentration of Cr is above 2
mg/ml, is attributed to the oxidation states of the
sample and standard [28,29]. Most of the AAS
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standards contain Cr(VI), while in biological and
environmental samples, Cr is predominantly
available in the trivalent oxidation state. Hence,
the sensitivity for Cr(III) is significantly different
from that of Cr(VI), when it is determined by
AAS. It has also been reported [3,30] that the
preconcentration of Cr(III) is not as simple as in
the case of Cr(VI), which is attributed to the
kinetic inertness of Cr(III), resulting in poor sensi-
tivity, low sampling frequency and incomplete
recovery. If the solution is not strongly acidic or
alkaline, the variation in pH can cause significant
interference in the estimation due to
HCrO4

− = CrO4
2− equilibrium. The importance

of the valency state of Cr in its determination in
HClO4 acid medium has been reported [31]. Also
several methods are based on the determination of
Cr(VI) and total chromium because Cr(III) is
kinetically inert requiring conversions to higher
oxidation states [32]. The factors discussed above,
are taken into consideration while carrying out
the present investigation, in which the entire
chromium is converted to hexavalent state in
acidic medium. Ajlec et al. [33] have reported that
the cations present with Cr in the solution inter-
fere in its estimation by FAAS, with either en-
hancing (Al3+, Ca2+, Mg2+) or depressing
(Fe3+) effects, whereas both effects were observed
with Mn2+, K+, Na+ and Cu2+. However, in
the present investigation, only enhancing effects
have been observed.

3.3. UV–6isible spectrophotometry

The spectrophotometric estimation involves the
use of diphenyl carbazide as a reagent for Cr(VI)
species, in which the Cr(III)-diphenyl dicarbazone
formed has a maximum absorption at 540 nm.
The concentrations of the samples were deter-
mined by carrying out identical measurements to
those of the standard using the calibration graph.
The standard K2Cr2O7 solution employed in the
other two techniques has also been used as a
standard in the present case The experimental
conditions are provided in Table 1. The correla-
tion coefficient obtained in this case is 0.9999. In
the case of spectrophotometric methods used for
the determination of Cr(VI), the factors like tem-

perature, amount of reagent, order of addition
and time allotted for the development of color
should be maintained constant to achieve good
reproducibility. When complex samples like that
employed in the present study are used, then they
have to be combined with a conversion step. Even
though several reagents can be used to estimate
chromium in the hexavalent state by spectropho-
tometry, the standard procedure recommended
for the analysis of chromium makes use of
diphenyl carbazide (DPC) [16]. The Mn2+ ion
which is also present along with Cr6+does not
complex with DPC, and it also does not have any
absorption around 540 nm. The relatively high
acid concentration ensures the stability of Cr(VI)
ion, which in turn reacts with diphenyl carbazide.

The relative standard deviation (% RSD) ob-
served in the case of Cr(VI) determination has
been reported to vary over a wide range according
to the method employed. Peixoto et al. [34] report
a value of 1.2–2.4 for the DPC method in natural
water using a flow injection system, while the
extraction of Cr(VI) with thiosemicarbazone,
MIBK, etc. and its subsequent determination with
AAS showed RSD in the range 1.5–22% [35].
However, the use of GAAS has indicated a value
of 5.9–11 and 1–25% by two different groups
[36].

The recovery experiments carried out with
spiked water samples indicated a recovery of 99–
100% in the case of spectrophotometry, while in
the remaining two methods, the recovery rate is
95–98%.

3.4. Statistical analysis

The total chromium content in the samples
evaluated from all three methods, namely ICP-
AES, FAAS and UV–visible spectrophotometry,
have been collected in Tables 3 and 4, along with
their mean standard deviation (SD) and relative
standard deviation (% RSD) values. The
chromium content in these samples vary from 180
to 2400 mg/l in the first method, while the corre-
sponding values in the second and third methods
are 254–2350 and 205–1725 mg/l, respectively.
One of the composite samples (A) has the least
concentration, and one of tan liquors (B) shows
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the maximum value. The trend slightly varies, if
only the first two methods are taken into con-
sideration. The percentage of relative standard
deviation is less than 2 for samples (3), (4) and
(5), while that of the remaining two varies from
13.88 to 24.11 when only the first two methods
are considered. However, these values undergo a
significant change when all the three methods
are taken into consideration. Only the rechrome
sample exhibits a value which is less than 2,
while the remaining four samples exhibit values
in the range 12.17–18.22. The overall difference
is less when the first two methods are consid-
ered and it undergoes significant change when
the values obtained from all the three methods
are taken into consideration. Baudo et al. [38]

have reported a high RSD% while comparing
the results obtained from AAS and UV–visible
spectrophotometry for the determination of
chromium. The results obtained from these three
methods were also evaluated by the following
statistical calculations [39]

3.4.1. F-Test
The total number of samples analyzed in the

present study is 15. Three samples from each
category have been analyzed by all three meth-
ods and the mean values are presented in Table
3. The results obtained in all three methods are
first compared by variance ratio test or, as pop-
ularly known, the F-test. F values are calculated
according to the following equations.

Table 3
Estimation of chromium in waste water by ICP-AES, FAAS and UV–visible spectrophotometric methods

SDSample averageConcentration of chromium (mg/l)SampleSl number RSD (%)

ICP-AESa FAASb UV–visible spectrophoto-
metryc

762 919.3 167.83 18.2561 900Tan liquor (A) 1096
(n=5)

205 213 37.64 17.6712 180Composite (A) 254
(n=5)

376.102158.3317252350 17.42524003 Tan Liquor (B)
(n=5)

565.66 8.144 1.439Rechrome (n=5)4 575 560 562
Composite (B) 12.172525 5335 425 494.33 60.17
(n=5)

870.124735.8958.6 –916Method average –

a Uncertainity 912.
b Uncertainity 915.
c Uncertainity 910.

Table 4
Comparison of chromium concentration obtained by ICP-AES and FAAS methods

SD RSD (%)Sl number Sample Concentration of chromium (mg/l) Mean

ICP-AES FAAS

Tan liquor (A) 9001 1096 998 138.59 13.886
24.11052.32217254Composite (A) 1802

Tan Liquor (B) 2400 23503 2375 35.35 1.488
575 1.86710.60567.5Rechrome 5604

Composite (B) 525 533 529 5.655 1.068
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Table 5
ANOVA by range table

Number ofNumber ofSource Degrees of Range (R) Standard deviations
methods (k) samples (n) of residual (S)freedom ( f )

3 5Between meth- – 222.8 –
ods

Between sam- 3 5 – 1945.33 –
ples

5 7.4 472.796 241.22Residual 3

F1
1=

S1
2

S2
2=1.739

F2=
S2

2

S3
2=2.0114

F3=
S1

2

S3
2=2.1713

Si
2=

%(x1− x̄)2

ni−1
(i=1, 2, 3, …)

where S1 is the standard deviation for the first
method (ICP-AES), S2 that for the second method
(FAAS), and S3 that for the third method (UV–
visible).

The tabulated F value at the 0.05 (a=0.05)
level of significant difference, when the degrees of
freedom is (4, 4), is 6.39. The calculated values
(F1, F2 and F3) are much lower than this value
and, hence, suggest that there is no significant
difference between methods.

3.4.2. Paired t-test
The results are further analyzed by paired t-

test. The t values are calculated between any two
methods. The calculated values as well as the
value obtained from the table at 0.05 (a=0.05)
significance level are as follows:

t1=0.9824

t2=1.9244

t3=1.4144 ttab=2.776

where t1, t2 and t3 are calculated values, and ttab is
the tabulated value.

The fact that there is no significant variation
between the results obtained from these methods
is once again indicated by this calculation.

3.4.3. Analysis of 6ariance
The tests of significance between samples

as well as between methods have been carried
out by the method known as analysis of variance
by range (ANOVA by range). The relevant
data are provided in Table 5. The calculated as
well as the values obtained from the standard
table from literature [39] (k=3 and n=5) are as
follows:
1. between samples: qcal=18.032
2. between methods: qcal=1.599
The tabulated value for f=7.4 is qtab=4.16 (at
0.05).

These values clearly show that there is sig-
nificant difference between the samples, and
the difference is not pronounced between meth-
ods.

The ANOVA by a two-way classification
method is carried out to test the hypothesis
whether there is any significant difference between
samples and also between methods. The equation
employed in this case is as follows:

F=
mean sum of squares (MSS)
error sum of squares (ESS)

Calculated Tabulated value
(0.05)value

66.63F(4, 8) 3.84

=F(col., error)

2.669F(2, 8) 4.46

=F(rows, error)

This analysis also indicates that the difference is
significant between samples and not between
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methods, since Fcal\Ftab in the first case and
FcalBFtab in the second case.

4. Conclusions

The determination of chromium in different
streams of tannery effluent was made after the
complete conversion of Cr(III) to Cr(VI) by
KMnO4 oxidation. The UV–visible spectrophoto-
metric technique using 1,5-diphenylcarbazide has
been found to be more suitable for this analysis
when compared with ICP-AES and FAAS using
an air–acetylene flame. The correlation coefficient
obtained for the calibration graph in the case of
UV–visible spectrophotometry is also high when
compared with those of other two techniques. The
matrix effects, especially due to the presence of
relatively high acid content coupled with high
concentration of electrolytes [37] (Na+, Cl−,
SO4

2−), play a dominant role in influencing the
results obtained in the latter two methods (ICP-
AES and FAAS). The positive errors observed in
the latter two techniques are comparable with
each other, indicating that the interferences have
almost similar impact in both methods. The
%RSD of the results vary from 1.44 to 24.66,
when FAAS and ICP-AES are considered, and
the range changes to 1.48–18.44 while considering
all the three methods, with only one sample show-
ing below 2%, unlike the earlier case in which
three samples indicated a RSD value less than 2%.
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Abstract

A selective, sensitive and simple ion-selective piezoelectric (ISP) sensor was developed for the direct determination
of isoniazid (INH) in body fluids. Based on sensitive mass response of piezoelectric quartz crystal and selective
adsorption/desorption across the modified film, the ISP sensor was fabricated by coating a PVC film containing
activant on one electrode of a thickness-shear mode piezoelectric quartz crystal. The observed frequencies of ISP
sensor were found to decrease with the increase of the INH concentration in a 0.1 M NaNO3 solution. In this paper,
three activants, INH–phosphotungstate (I), INH–silicotungstate (II), and INH–[BiI4]− (III), were synthesized and
investigated. Calibration graphs were linear from 6×10−8 to 2×10−3 M for I, 2×10−7 to 2×10−3 M for II and
2×10−7 to 2×10−3 M for III, with detection limits 6×10−8 M for I, 2×10−7 M for II and 2×10−7 M for III,
in a 0.1 M NaNO3 solution at pH 7.0 and 37°C. Recoveries were from 98% to 102% with R.S.D. up to 2%. Results
for real samples obtained by the proposed method agreed well with those obtained by the conventional pharmacopeia
method. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Isoniazid; ISP sensor; Pharmaceutical detection; Tuberculosis

1. Introduction

Recently, tuberculosis (TB) has been increasing
and also been a hot topic in our life year by year.
It is estimated that nearly one-third of the popula-
tion are infected with tuberculosis fungus all over
the world and 300 000 people died of tuberculosis

disease in 1995 [1]. Especially, the occurrence of
multi-drug resistance (MDR-TB) brings new
problems for the treatment of tuberculosis [2].
Isoniazid (INH), widely used together with ri-
fampine and streptomycin, is an antitubercular
drug which has been recommended as a first-line
drug in spite of its toxicity [3].

Isoniazid is efficient in the treatment of pul-
monary tuberculosis; on the other hand, poison-
ing accidents, even death, have sometimes

* Corresponding author. Fax: +86-731-8865515.
E-mail address: xieqj@public.cs.hn.cn (S. Yao)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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S. Yao et al. / Talanta 50 (1999) 469–480470

happened because of overdosage with INH [3].
Therefore, the assay of INH level in human
body fluids is vital for clinical purposes, and the
relatively small concentration difference between
effectively therapeutic and toxic dosages makes
it very necessary to develop rapid and specific
methods for determining INH level in body
fluids to aid the diagnosis of INH intoxication.
Various analytical approaches to INH determi-
nation, including titrimetry [4], cyclic voltamme-
try [5], visible spectrophotometry [6], flow-
injection analysis (FIA) with chemiluminescence
[7], atomic absorption spectrophotometry [8],
thin-layer chromatography (TLC) [3] and high-
performance liquid chromatography (HPLC) [9],
have been reported, but these methods required
more sophisticated instrumentation or are more
complex time-consuming procedures which are
tedious and ideal sensitivity can not be obtained
easily.

Selective adsorption/desorption processes of
the component ions of insoluble salts at their
solid/aqueous interface have been studied by sev-
eral research groups and some fundamental
characteristics of the adsorption mechanism of
solid membranes were described. These theoreti-
cal results proved to agree well with experiments
and applied to real samples [10–14]. In our
work, three insoluble salts, INH–phospho-
tungstate, INH–silicotungstate and INH–[BiI4]−

were synthesized and applied for the INH assay.
The bulk acoustic wave (BAW) technique has

become a common method for real-time mass
change monitoring, and has been used widely in
interface processes [15]. It is based on the
piezoelectric effect of quartz crystal. The reso-
nant frequency of a BAW sensor can be affected
by many factors, such as electrode mass, con-
ductivity, density and viscosity of the oscillating
medium. In recent years, many applications were
based on these factors [16–18]. In our present
work, the effects of the change of conductivity,
density and viscosity of bulk solution can be
neglected. The BAW sensor is used only to de-
termine the change of electrode mass owing to
selective adsorption on the modified film. This
kind of sensor is also well known as an ion-se-
lective piezoelectric (ISP) sensor. For AT-cut

quartz crystal, the relation between the shift in
resonant frequency and mass change of the elec-
trode can be expressed with the Sauerbrey equa-
tion [15]:

Dm= −K ·Df (1)

where Df is the change in the resonant fre-
quency of the crystal (in Hz) induced by the
mass change, Dm is the mass change (in ng
cm−2) and K is the proportionality constant and
equal to (mqrq)1/2/2f0

2, where f0 is the fundamen-
tal resonant frequency, mq (=2.947×1011 g
cm−1) is the shear modulus of quartz, rq (=
2.648 g cm−3) is the density of quartz and the
minus symbol indicates that the resonant fre-
quency of the modified quartz crystal oscillator
will decrease when the mass of the modified
membrane increases for the adsorption function
[18]. According to Eq. (1), a minute of mass
changes on the modified film can be expressed
by the frequency shift. Compared with the con-
ventional detection methods, as a mass response
microgravimetry, ISP sensor possesses more sen-
sitivity in mass change and has better frequency
stability, rapid response, lower frequency–tem-
perature coefficient. On the other hand, it is
simple to fabricate and convenient to operate. It
is not surprising that the BAW has been used so
widely, for example for affinity-based chemical
sensing in liquid phases [19], and recently for
biochemical and physiological studies in life sci-
ence [20,21].

On the basis of aforementioned principle, a
novel all-solid-state isoniazid (INH) ion-selective
piezoelectric sensor was fabricated and applied
to real sample assay by exploiting a modified
9-MHz AT-cut piezoelectric quartz crystal.

2. Experimental

2.1. Reagents

All chemicals used were of analytical grade or
chemical-pure grade. Isoniazid, obtained from
Peking Medicine Factory (China), was of \
99.0% purity. Double-distilled water was used
throughout.
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2.2. Standard solution

A stock standard solution of INH was prepared
by dissolving a suitable amount of INH powder in
double-distilled water and adjusting to pH 7.0 with
NaOH and HCl. The stock solution was diluted to
a series of concentrations from 0.1 to 10−6 M.

2.3. Preparation of body fluids

Artificial gastric juice was prepared by mixing 5
g pepsin with 8.2 ml dilute hydrochloride solution
and diluting to 500 ml solution with double-dis-
tilled water [4]. The operation for artificial intestine
juice preparation was performed similarly.

2.4. Apparatus

A schematic diagram of the proposed sensor
device is illustrated in Fig. 1. The frequency
changes caused by adsorption were measured by a
universal frequency counter (Model SC-72001,
Iwatsu, Japan).The thickness-shear mode
piezoelectric quartz crystal (PQC) (JA-5, made in
Peking Factory No. 707) used was a 9-MHz AT-
cut crystal (12.5 mm diameter) having silver elec-
trodes(6 mm diameter) on each side. As shown in
Fig. 1, the quartz crystal was fixed to a detection
cell made of PTFE, in which only one side of the
quartz crystal was allowed to be in contact with the
aqueous sample solutions. The crystal holder was
directly connected to an IC-TTL oscillating circuit,
whose design was given in a previous paper [21].
The oscillating circuit was supplied by a d.c.
voltage regulator (JWY-30B Model, Shijiazhuang

Electronic Factory No. 4), and the i.c. working
voltage was set at 5 V. A computer (Model 4192A,
Hewlett-Packard) was used for data analysis, and
temperature control (3790.1°C) was achieved by
using a constant-temperature water bath.

2.5. Preparation of ion-pair complexes

INH–phosphotungstate (INH–PPT) was pre-
pared by mixing equal volumes of 0.01 M INH
solution and 0.01 M phosphotungstate acid solu-
tion. The mixture was left overnight and then the
precipitate was filtered off on a porosity-4 sintered
glass crucible, washed several times with double-
distilled water and dried under a vacuum (Fig. 2).
The powder was stocked in a sealed brown con-
tainer. INH–BiI4 and INH–SCT ion-pair com-
plexes were prepared in a similar manner.

2.6. Measurements of dissolution of ion-pair
complexes

An appropriate amount of INH–PPT powder
was added to 0.1 M NaNO3 solution with stirring
for 30 min and kept standing for 2 h. The mixture
was filtered with a disposable syringe filter and
then the INH–PPT saturated solution was ob-
tained for measurements of dissolution of INH–
PPT by using INH ISP sensor. The same method
was employed for the measurements of dissolution
of INH–SCT and INH–[BiI4]−. The results are
given in Table 1.

2.7. Fabrication of the ISP sensor

The INH–PPT–PVC ISP sensor fabrication
procedure in the present study for the surface
modification of the Ag electrode on the PQC was
as follows: 10 mg of INH–PPT ion-pair complex
prepared by the aforementioned method, 0.5 ml
of dibutyl phthalate and 200 mg poly(vinyl chlo-
ride) (PVC) powder were mixed completely and
dissolved in 5 ml tetrahydrofuran. A minute of
this solution was spread on one Ag electrode
surface of a piezoelectric quartz crystal while it
rotated rapidly. The tetrahydrofuran would
slowly evaporate at room temperature from a
mixture placed on the surface of the quartz crys-

Fig. 1. Schematic diagram of the modified INH ISP sensor and
detection system.
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Fig. 2. Infrared spectrum of INH–PPT complex. IR characteristic bands (in cm−1): 3236.96 (N�H stretching); 3094.21 (�C�H
stretching); 1684.07 (acrylamide carbonyl group, C�O stretching); 1604.98 (C�C stretching); 1498.88 (pyridine ring stretching);
1309.83 (C�N stretching+N�H bending vibration); 700�1100 (characteristic absorption peak for [PW12O40]3−).

Table 1
The solubility of ion-pair complexes for INH

Complex pHMedium Temperature (°C) [INH]+ (M)

5.0 25 2.7×10−6INH–PPT 0.1 M NaNO3

5.0 250.1 M NaNO3 8.3×10−5INH–SCT
INH–BiI4 5.00.1 M NaNO3 25 1.4×10−5

tal. A transparent uniform membrane was formed
on the crystal surface. The same procedures were
carried out for INH–BiI4–PVC and INH–SCT–
PVC ISP sensors. All ISP sensors made in this
way can be stored in air when not in use.

2.8. Testing procedure of the INH using ISP
sensors

In our work, a new method was developed to
focus on application. So, the effect of the pH and
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situations of human body have been taken into
account: 0.1 M of NaNO3 solution was used as
background electrolyte solution and pH 7.0 was
chosen throughout; the temperature of the ther-
mostatted cell was kept at 3790.1°C, where the
room temperature was 18°C. When modification

Fig. 5. Influence of the solution pH on the frequency response
of the INH–PPT modified ISP sensor. (�) 2×10−5 M INH,
(	) 2×10−4 M INH.

Fig. 3. Course of the observed frequency response of the
INH–PPT modified ISP sensor with sample solution injec-
tions. Final concentration of INH: (A) 0 M, (B) 6×10−8 M,
(C) 2×10−7 M, (D) 2×10−6 M, (E) 2×10−5 M, (F)
2×10−4 M, (G) 2×10−3 M (all containing 0.1 M NaNO3,
pH 7.0).

Fig. 6. Influence of temperature of the solution on the fre-
quency response of the INH–PPT modified ISP sensor.

Fig. 4. The stability of the response in the proposed method
was detected using the INH–PPT ISP sensor in 1×10−5 M
INH solution containing 0.1 M NaNO3.

procedure on every quartz crystal oscillator was
completed, the sensor should be immersed into
1×10−4 M INH solution (containing 0.1 M
NaNO3 and pH 7.0) for 3 h in order to precondi-
tion before detection was carried out, and then
washed with double-distilled water until the fre-
quency returned to its original value (the fre-
quency for the modified quartz crystal oscillator
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in air, fa) nearby. To eliminate the effect of
the membrane thickness and concentrations
of activant, the same modified sensor was
used repeatedly to complete a series of measure-
ments and all experiments were carried out un-
der strictly maintained similar measuring
conditions.

A preconditioned ISP sensor was immersed
into background electrolyte solution and a
steady resonant frequency ( f1, the frequency
shift less than 1 Hz in 3 min) was obtained.
Then, a series of standard solution or sample
solution from low to high concentration were
injected in steps to raise the concentration of
INH ion in the background solution. At con-
stant time intervals, both the time and the fre-
quency for the preconditioned ISP sensor were
recorded until the frequency became stable ( fi).
The frequency shift for concentration of each
solution was calculated as:

Df= fi− f1 (2)

3. Results and discussion

3.1. Temporal course of the response to INH
ion for the ISP sensor modified using
INH–PPT–PVC

The present method is based on selective ad-
sorption/desorption of INH ion across a INH–
PPT–PVC, INH–BiI4–PVC or INH–SCT–
PVC porous membrane. The selective ad-
sorption/desorption of component ions will
cause a mass change on the modified sensor
which can be expressed by frequency shift. Fig.
3 shows a typical temporal course of the re-
sponse of the ISP sensor modified with INH–
PPT–PVC membrane. After conditioning in the
0.1 M NaNO3 (pH 7.0) without any INH ion
(plateau A, frequency f0), with increasing con-
centrations of INH ion, the frequency of the
modified ISP sensor decreased rapidly. For each
concentration of INH ion there is a correspond-
ing plateau.

After completing a series of detection for dif-
ferent INH ion concentrations, the solutions
were removed from the detection cell and dou-
ble-distilled water was injected into it repeatedly,
so the frequency of the ISP sensor would gradu-
ally increase. Finally, after renewing the back-
ground solution, the ISP sensor response ( fr)
was found to reach a value close to the steady
oscillating frequency ( f0) in the background so-
lution obtained after the initial conditioning.
Generally speaking, there is always a little
difference between fr and f0, which is mainly
due to the adsorption/desorption of INH ions at
the sensor surface or probably the dissolution of
activants in the renewed INH ion-free back-
ground solution. This slight frequency shift
could be prevented by preconditioning the sen-
sor in a certain INH concentration solution con-
taining background solution until a steady
baseline was obtained and the whole experiment
was kept in the same situation. Our testing re-
sults indicate that the response of the presented
ISP sensor was satisfactorily reversible over the
range 0–10−3 M INH ion in the background
solution.

Table 2
Ion selectivity of the INH ISP sensor

kij=Dfi/Dfj
aInterfering ion

No interferencePotassium chloride
No interferenceMagnesium chloride
0.00105Barium chloride

Copper chloride 0.0158
Urine 0.0052
Glucose 0.0316
Atropine sulfate 0.0217
Benzydamine 0.0211
Lactate 0.0316
Trimethoprim 0.0211

0.0289Tetramethylammonium bromide
Ammonium chloride 0.0105
Quinine hydrochloride 0.0434
Theophylline 0.0486
Nicotinamide 0.0211

0.0362Morphine hydrochloride

a Dfi is the frequency response of the sensor to 2.0×10−4 M
interfering ion; Dfj is the frequency response of the sensor to
2.0×10−4 M INH ion.
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Fig. 7. Adsorption isotherms curve for INH ions using various ISP sensors modified using (a) INH–PPT–PVC, (b) INH–SCT–
PVC, (c) INH–BiI4. r values are the respective correlation coefficients.

3.2. The stability of the response in the proposed
method

Fig. 4 indicates that the stability of the response
in the proposed method can be accepted.

Although there is a little frequency shift in the
latter part of the curve resulting from outside
factors, the frequency change around 10 min is
small and can be neglected.

3.3. pH effect

Fig. 5 shows the pH effect on the response of
the INH–PPT–PVC modified ISP sensor in the
background solution containing various INH con-
centrations; the pH of solution was adjusted by
adding appropriate amounts of hydrochloric acid
or a sodium hydroxide solution using a 50-ml
microsyringe. The pH range where the frequency
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Table 3
Determination of INH using the INH ISP sensor

Artificial gastric juiceArtificial intestine juice

Added (mg)Founda (mg) Founda (mg) Recovery (%) Mean recovery (%) S.D.Recovery (%) Mean recovery (%) S.D.Added (mg)

12.090.21 102.611.798.99.290.179.3
18.6 21.290.4918.790.38 99.5100.5 21.3

17.090.60 98.3 100.0 1.617.3100.2 1.0824.5 24.990.72 101.6
30.633.490.90 30.491.05 99.399.433.6
41.4 41.691.54 100.545.591.3545.2 100.7

a Values are given as mean9S.D. (n=3).
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Table 4
Determination of INH using the INH ISP sensor and the pharmacopoeia method

ISP sensor UV spectrophotometry

Added (mg)Founda (mg) Found (mg) Recovery (%) Mean recovery (%) S.D.Recovery (%) Mean recovery (%) S.D.Added (mg)

9.1 97.89.3102.48.690.098.4
12.211.690.27 12.1 98.497.511.9

15.3 101.3 99.6 1.8915.199.0 2.016.7 16.390.45 97.6
18.719.090.66 18.4 98.499.019.2
21.6 22.0 101.924.190.8124.5 98.4

a Values are mean9S.D. (n=3).
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Fig. 8. Frequency shift (−Df ) versus the logarithm of the
concentration of INH ion plots for the INH–PPT modified
ISP sensor. (× ) in aqueous solution (containing a 0.1 M
NaNO3 solution, pH 7.0), (�) in artificial gastric juice, (	) in
artificial intestine juice

Taking the situation of human body into ac-
count, pH 7.0 was adopted in this work.

3.4. Temperature effect

Fig. 6 shows that there is a little influence on
the present sensor in a 10−4 M INH concentra-
tion containing 0.1 M NaNO3 and pH 7.0. In
order to keep the situation of human body, 37°C
was adopted by using a constant-temperature wa-
ter bath.

3.5. The effect of the membrane

By preconditioning and keeping the same detec-
tive situation for a ISP sensor, the effects due to
the viscoelasticity of the coating could be ne-
glected and the later testing results prove it is
valid. The thickness of the membrane has signifi-
cant effects on the response: An over-thick mem-
brane leads to low sensitivity and instability, even
non-oscillation of the sensor, while an over-thin

shift remains constant is at pH\6, while it de-
creases obviously at pHB6. This is due to a shift
of the equilibrium between INH and free INH ion
in the solution:

Table 5
Comparisons of the proposed method and other methods for the determination of INH

Detection limit ReferenceR.S.D. (%)Method Recovery (%)Application Calibration range

0.4–2 mM 92 2.7 (n=6)Cyclic voltammetry In aqueous [5]
solution

\99 1.2–3.5 (n=10)HPLC In serum 0.2–10 mg/l 0.02 mg/l [9]
[7]B2 (n=6)FIA chemilumines- 0.1–10 mg/ml 30 ng/mlIn pharma-

ceuticalscence
93.3–104 [8]AAS In serum 0.29 g/ml

and tablets
0.85–1.1 (n=5) [6]99.0–101Spectrophotometry In pharma- 2–5.6 mg/ml

ceuticals
0.5 mg/l 96.3–101.3 3.3–3.9TLC In serum [3]1–20 mg/l
6×10−8 M 98–102ISP sensor In different 2.02 (n=5) This paper6×10−8–2×10−3 M

media
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membrane causes a long-time frequency shift as
well as a narrow linear range. In our work, about
a 10 000-Hz frequency shift, resulting from mem-
brane, has usually been used.

3.6. Selecti6ity

All measurements were carried out in back-
ground electrolyte solution (containing 0.1 M
NaNO3 and the pH was adjusted to 7.0) which
indicates that the sodium ion did not seriously
interfere with the response of the present ISP
sensors. At first, we define kij=Dfi/Dfj as the
response-selectivity coefficient, where Dfi is the
frequency shift of the ISP sensor to 1×10−4 M
of the interfering ion, and Dfj is the frequency
shift to 1×10−4 M of INH ion. Differences in
the selectivity coefficient of more than 0.05 were
considered to result from interferences. Table 2
gives the results of some interfering cations. It can
be seen that there is no significant interference
from potassium, barium, magnesium, copper,
urea, glucose, atropine, benzydamine, lactate,
trimethoprim, ammonium, theophylline, nicoti-
namide, tetramethylammonium, quinine and mor-
phine cations.

3.7. Comparisons for 6arious acti6ants

As shown in Fig. 7, the plots of the decrease in
the frequency versus the logarithm of the concen-
tration of INH ion for the ISP sensors modified
using each INH salt have a linear relationship.
The ISP sensor modified using INH–PPT gives
the widest linear range and highest sensitivity,
which can be attributed to the differences in solu-
bility products or solubilities for various activants
[14].

3.8. Applications of the ISP sensor

In order to adapt the method to the assay of
human body fluids, the suggested sensor was ap-
plied to a quantitative determination of INH in
various samples. Fig. 8 shows the frequency shift
of an ISP sensor modified using INH–PPT when
the concentration of INH changed in artificial
gastric juice and intestine juice. Obviously, the

frequency decrease in the gastric juice is greater
than that in intestine juice. This is due to the
acidity of the artificial gastric juice. The results
listed in Tables 3 and 4 indicate that the results
obtained by the present method agree well with
those obtained by conventional methods.

4. Conclusions

The successful development of a method for the
determination of INH and results obtained in a
sample analysis confirm the usefulness of the pro-
posed ISP for quantitative analysis, and indicate
that this method might also find useful applica-
tions in the assay of other drugs.

For an overall evaluation of the proposed
method, a comparison of this novel method with
other methods (Table 5) has indicated that the
ISP sensor provides a selective, sensitive and pre-
cise method for the determination of INH. The
method proposed here has some advantages over
other detection techniques; for example, the re-
quired reagents and instruments are simpler and
cheaper than those required by the HPLC, FIA
and spectophotometry methods. Finally, the influ-
ence of the electrical properties of the modified
membrane are negligible due to the mass re-
sponse. Since no significant effect was caused by
the background, good responses can easily be
obtained. These advantages of the new method
would make it an attractive alternative for the
pharmaceutical assay compared to the other
methods currently in use.

Acknowledgements

This work was supported by the China Natural
Science Foundation.

References

[1] J.P. Guo, H. Xu, Chin. Pharm. J. 33 (1998) 95.
[2] D.H. Tu, J. Tuberculosis Respir. Dis. 21 (1998) 67

(Chinese).
[3] K.M. Yuan, Y.Y. Wang, G.M. Li, Chin. J. Pharm. Anal.

172 (1997) 116.



S. Yao et al. / Talanta 50 (1999) 469–480480

[4] Chinese Pharmacopoeia, vol. II, 1st ed., 1983.
[5] J.A. Tong, X.J. Dang, H.L. Li, Electroanalysis 9 (1997)

165.
[6] P. Nagaraja, K.C. Srinivasa Murthy, H.S. Yathirajan,

Talanta 43 (1996) 1075.
[7] F. Zhao, Y.Y. Wu, Z. Geng, H.X. Wang, Fenxi Huaxue

25 (1997) 927.
[8] Z.Q. Zhang, Z.X. Cao, X.M. He, X.M. Li, Y.F. Li,

FenXi KeXue XueBao 12 (1996) 52.
[9] S. Nouredine, P. Nicole, D. Helene, D. Michel, J. Chro-

matogr. B Biomed. Appl. 675 (1996) 113.
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Abstract

We present a versatile, optical fiber coupled light emitting diode (LED) light source based flow-through optical
absorbance detector. The LED source is readily changeable. Optical fibers are used to carry light from the
electronics/display unit to a reflective flow-through cell and back. The cell can thus be located remotely from the
electronics unit and the umbilical connection is not susceptible to electrical noise. The noise level of this detector with
LEDs of different emission maxima were observed to be in the range of 3–20 mAU under actual use conditions, with
a maximum short term drift of 4 mAU/min after the initial warm-up period. When the analyte absorbance is well
matched with the source emission characteristics, the detector response is linear with concentration over at least two
orders of magnitude. The liquid flow path through the cell is linear with a large exit aperture such that bubbles are
not trapped in the optical path. The optical arrangement is such that the incident light crosses the liquid flow
orthogonally and is reflected back by a rear mirror to the receiver fiber. This arrangement reduces the refractive index
sensitivity by an order of magnitude relative to conventional Z-path flow cells. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Optical absorbance detectors; Optical fiber coupled light emitting diode; Reflective flow-through cell

1. Introduction

Measurement of optical absorbance is the most
commonly used detection method for flow analy-
ses, including high-performance liquid chro-
matography (HPLC), flow injection analysis

(FIA) and sequential injection analysis methods.
There is continuing interest in developing minia-
turized optical absorbance detection methods,
down to the capillary scale [1]. Light emitting
diodes (LEDs) are inexpensive, long life, high
brightness, low noise, nearly monochromatic
sources that are particularly attractive in conjunc-
tion with photodiodes for the fabrication of all
solid-state flow-through photodetectors. Ap-
proaches to fabricating such photodetectors were

* Corresponding author. Tel.: +1-806-742-3067; fax: +1-
806-743-1289.

E-mail address: sandyd@ttu.edu (P.K. Dasgupta)
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reviewed by Dasgupta et al. in 1993 [2]. At that
time, the only true high brightness LEDs were
available in the red (660 nm, AlGaAs emitters)
and longer wavelengths. In the intervening years,
major progress has been made towards the com-
mercial availability of very high brightness LED
sources in shorter wavelengths. GaN and InGaN
based emitters in particular have led to very
bright green, blue and even UV emitting LEDs
with optical output powers at the milliwatt level
(Nichia America Corporation, Mountville, PA,
USA; www.nichia.com). Klipstein maintains a fre-
quently updated information site on the web
(LED main page at http://www.misty.com/�
don/ledx.html) that is an excellent source of infor-
mation on high brightness LEDs and where they
can be purchased. Also in the intervening period,
GaN based photodiodes have become commonly
available that respond only in the UV and have
no response to visible light (APA Optics, Inc.,
Blaine, MN, USA; http://www.apaoptics.com/
APAHome/html/GaN–Webpage.htm).

The interest in LED-based optical detectors is
long standing [3–5]. Even multiwavelength photo-
meters based on switch-selectable emitters have
been made [6]. More recently, as capillary scale
analytical methods, most notably capillary elec-
trophoresis, are becoming popular, the use of
LED based detectors for such studies is also
increasing [7–11]. The use of capillary scale liquid
core waveguides has permitted LED based
fluorescence detectors with attomole detection
limits [12].

Traditionally, whether capillary based or of
conventional size, the light source and the
photodetector are placed in close proximity to the
detection cell. If the cell is not already within the
electronics enclosure (an arrangement that has its
own problems if there are any potential leaks) and
must be remotely located (this is desirable in a
variety of situations), the photodetector signal,
typically in the nanoampere range, must be car-
ried over signal cables. This greatly limits the
length of the cables and even with short shielded
cable connections the system is often susceptible
to electrical/electromagnetic interference from the
external environment.

One solution is to amplify the signal at the
detection cell before it is transmitted. Phototran-
sistors, rather than photodiodes, can be used for
this purpose but the variety of available photo-
transistors is limited and the intrinsic noise level is
often higher. A second solution is to use a low-
noise operational amplifier in close proximity to
the photodiode and transmit this amplified signal
to the main electronics enclosure. When the light
level is very small, as in capillary scale absorbance
detectors, immediate amplification of the
photodetector output is carried out before any
other further processing to attain low noise. This
is done even when the ‘cell’ and the processing
electronics are located in the same enclosure [13].
To practice this with a cell remotely located from
the detector electronics, the complexity of the
umbilical connection increases significantly.

An alternative to electrical communication be-
tween the detection cell and the processing elec-
tronics is to use optical communication. The use
of optical fibers to carry optical signals to and
from an FIA detection cell was first proposed by
Ruzicka and Hansen [14,15]. A fiber coupled de-
tector can also be used in applications other than
liquid phase measurements, such as reflection or
transmission based measurements in microbead
packed columns [16]. This concept, embodying in
particular a sandwich construction where a mem-
brane serves as a gas diffusion element between
the two halves of a cell and also serves as an
optical reflector, was elaborated subsequently by
Pavon et al. [17]. Dasgupta et al. [18] suggested
that, for uses other than gas diffusion etc., a more
conventional reflector with a higher reflectivity
than a membrane will increase light throughput
and improve signal/noise (S/N). More impor-
tantly, they found that the reflective path cells
have a lower refractive index sensitivity than con-
ventional cells.

Most optical cells used for flow-through appli-
cations suffer from refractive index (RI) artifacts;
this has been known for over two decades [3].
Common methods adopted to reduce the refrac-
tive index changes include imaging a source on
the exit window with focusing optics and using
tapered cell construction [19] or using a second
wavelength as a reference [20,21]. In difficult sam-
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ples, this can be such a vexing problem that one
major advantage of monosegmented flow analysis
in the multiple injection format is seen to be the
introduction of a homogenized sample/reagent or
sample/diluent aliquot and thus eliminate refrac-
tive index gradients [22]. This cannot, of course,
eliminate static refractive index effects which leads
to a variable degree of reflective light loss at the
glass–liquid interface as the liquid refractive index
varies. In a conventional Z-cell, the light path is
collinear with the liquid flow path. In contrast, in
the reflective cell design [17,18], the light path is
orthogonal to the liquid flow path and the light is
reflected back almost along the same path, reduc-
ing refractive index sensitivity substantially.

Finally, most flow-through optical absorbance
detection cells in use today have various degrees
of sensitivity to bubble or foreign particle entrap-
ment problems. In HPLC, the detectors encounter
only highly filtered samples and flow restrictors
are often added to the cell exit to reduce bubble
formation. The heritage of using HPLC type de-
tectors from the early days of FIA has led to flow
cells that have narrow entrance and exit bores and
are particularly susceptible to bubble/particle en-
trapment, an important issue in process applica-
tions. Using the radial path across the flow
conduit as the optical path provides a simple
solution. In particular, the entrapment problems
are vastly reduced for a linear flow path and a
large exit bore. Normally this would result in a
limited path length but reflective optics increases
the path length to offset this disadvantage to a
significant degree.

In the present work, we describe a low-cost
fiber optic coupled detector/cell combination that
permits rapid light source changeover, has very
low refractive index susceptibility, does not trap
bubbles and exhibits good signal/noise and drift
performance.

2. Experimental

2.1. Flow cell

The design of the flow cell is shown in Fig. 1.
The cell itself is composed of a (inside dimensions

3×3 mm) square cross section glass or quartz
tubing T (Vitrocom, Mountain Lakes, NJ) that
has been tapered as shown on the entrance side to
an inner diameter of �0.7 mm to match with the
conduit inner diameters used in the flow manifold.
The smooth taper provides a smooth flow transi-
tion and good washout profiles without leading to
added flow noise. O-rings on both sides provide
necessary liquid sealing. Fig. 1 shows an insert, I,
into which two 1.5 mm core, jacketed technical
grade acrylic optical fibers (Edmund Scientific,
Barrington, NJ), F1 and F2, are push-fitted side
by side. The fiber optic ends are cut flush with the
insert end and polished for good light throughput.
The insert fits snug into an appropriately drilled
hole in the cell holder body, B. The fiber optic
bearing insert is pushed flush to address the cell
face and then fixed in place in the correct orienta-
tion with a retaining screw. On the opposite side
of the cell, arrangements are made to reflect the
launched light. In an initial design, a front surface
concave mirror, C, was placed on the obverse face

Fig. 1. Cell design. T, rectangular cross section glass/quartz
cell, put in cell body, B, and sealed by O-ring seals on either
side. IN/OUT connections are 1/4–28 threaded. Insert I car-
ries fiber optics F1 and F2 that sit flush against the cell wall.
Front surface concave mirror C is held by nut N on the
obverse side of the cell; alternatively, the cell is silvered on all
but the face addressed by the optical fibers.



S. Jambunathan et al. / Talanta 50 (1999) 481–490484

of the cell with a retaining nut, N, as shown in
Fig. 1. However, subsequent experiments showed
that the simple expedient of silvering the outside
of the cell body itself (Silvering Kit E-0060, Wilt
Industries, Lake Pleasant, NY) provides the same
results. In silvering, care should be taken to cover
the entrance and the exit apertures of the cell to
prevent the internal surface from being silvered.
We find it expedient to silver the entire exterior of
the cell and then remove the silver from the
optically addressed face. The silver coating is pro-
tected by a clear acrylic spray coating. The results
presented in this paper include data from either
type of reflector design without distinction.

2.2. Light source and photodetector arrangements

The optical fiber LED/photodetector arrange-
ment is shown in Fig. 2. On the electronics board,
C, the reference and signal silicon photodiodes
(S2007, Electronic Goldmine, Phoenix, AZ) are
placed side by side on the circuit board on areas
that are painted flat black to reduce stray light.
Both detector diodes are covered with male SMA
panel ‘hat’ connectors, S, that are also internally
painted black. The details of the LED holder, H,
constructed in three pieces, appear in the bottom
panel of Fig. 2. The bottom of the LED holder
contains spring-loaded electrical connector pins,
P, and a polarity assuring alignment pin, A. The
aperture on the bottom of this piece is 1/4–36
threaded so that it can be directly threaded into
the SMA connector covering the reference photo-
diode. The middle piece of the LED holder, TFL
is shaped like a stovepipe hat, with appropriately
cut slots in the disk portion to accommodate the
leads, E, of the LED, L, and an upper 1/4–28
threaded aperture through which the transmitting
optical fiber, T, is affixed by a male nut and
ferrule (used for retaining 1/8 inch o.d. tubes).
The LEDs themselves were used after the excess
plastic on the top of each LED was removed,
rendering them flat. The epoxy top covering the
emitter chip was largely removed, care being
taken so that the bonding wire is not endangered.
The top of the LED was polished using plastic
buffing compound that was applied on the flannel
buffs of a rotating wheel. The LED was then

Fig. 2. Light detection arrangement. Top panel shows SMA
style connectors, S, on circuit board, C, atop the photodiodes.
The top one connects to the receiving fiber, R, carrying back
light transmitted to the cell. The bottom SMA connector
connects to the bottom of the LED holder, H, and receives the
reference signal. The transmitting fiber, T, is connected to the
top of H and this carries light to the cell. E, E are electrical
leads connected to the LED. The two bottom panels show the
details of the LED holder: L, flat-top LED; TFL, holder that
holds the LED and the transmitter fiber optic; RC, retaining
cap; A, LED polarity alignment pin; P, push-in electrical
contacts to LED; RF, reference fiber optic to reference photo-
diode.

gently pressed against the face of the rotating
wheels and buffing was conducted until the sur-
face of the LED was shiny and free of scratches.
Finally, the top part of the LED holder, the
retaining cap RC holds the other two components
together. The optical fiber carrying light back
from the cell is fixed on the detector photodiode
with the aid of a 1/8-inch tubing ferrule and using
an SMA threaded female nut that is bored out to
accommodate the large core optical fiber. The
bottom two pieces of the LED holder H are
constructed of opaque black plastic to eliminate
stray radiation.
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The light emission from the bottom of an LED
is device dependent and depends both on the
design of the cathode cup that holds the emitter
chip [2] and the care taken to polish the top
surface. For processing electronics that has a
range of at least 2 absorbance units (AU), it is
desirable that with water flowing through the cell
the detector offset is able to provide readings of
91 AU. If there is to be departure from this, it
should be remembered that most detection sys-
tems result in positive absorbance signals over a
background rather than a negative absorbance
signal from a high background. Consequently, the
demand placed on the detector generally requires
the capability of offsetting a high blank back-
ground. The direct placement of the bottom of the
LED holder atop the reference diode SMA is
often sufficient to accomplish this. If this results
in too little light reaching the reference detector, a
fiber cut to the right length is put in the space
between the bottom of the LED holder and the
photodetector. The best combination is generally
achieved by having such a fiber but sanding down
one end of the fiber to prevent too much light
reaching the reference detector.

2.3. Electronic design

The present detector was based on a log ratio
amplifier (LOG100JP, Burr-Brown Corp., Tuc-
son, AZ). The photodiode outputs were connected
directly to the amplifier input, which was operated
at a fixed gain of 5 V/AU. User-selectable jumpers
are provided on-board that allows selecting gains
of 1 V/AU or 3 V/AU. User-switchable jumpers
are also provided so that fixed current inputs can
be substituted for the photodiode inputs. This
allows operation as a single beam detector, check-
ing temporal stability of the LED output and
electronically checking the accuracy of the output
per absorbance unit (and adjusting that, if de-
sired). The amplifier output is available in analog
form and is also registered on a 3-1/2 digit dis-
play, calibrated to read out in absorbance units.
The only external control is the zero adjustment,
this spans a maximum of �2.7 AU. The detector
is commercially available from Global FIA (Gig
Harbor, WA) or AnalTech (Lubbock, TX).

LEDs used in the present experiments displayed
the following peak emission wavelengths (as mea-
sured by a calibrated high resolution photodiode
array detector): 436 nm (C430-CB290-E1000,
Cree Research, Durham, NC), 495 nm (590S,
Nichia America Corp, Mountville, PA), 555 nm
and 605 nm (HBG5566X and HAA5566X, respec-
tively, Stanley Electric, Tokyo, Japan) and 658
nm (E184, Gilway Technical Lamp, Woburn,
MA). All were used at a drive current of �20
mA.

2.4. Comparati6e experiments

As a comparison we used a previously de-
scribed [2] log ratio amplifier based on a hybrid
monolithic integrated circuit (757N, Analog
Devices, Norwood, MA). The same photodiodes
as used in the other detector were used. But these
were located external to the electronics enclosure
and connected to the latter by shielded cable and
BNC connectors.

A bifurcated fiber cable with bundle diameters
of 1.2 mm in the branched legs was also tested in
place of the large core acrylic fibers.

All experiments were conducted in a FIA mode,
with a single-line manifold constructed from 0.8
mm i.d. poly(ethylvinylacetate) tubing. The injec-
tion valve was equipped with a 75-ml loop and the
length of tubing connecting the injector and the
detection cell was 28 mm. To avoid noise contri-
butions from pump pulsations, gravity flow (0.80
ml/min) was used.

All chemicals were of reagent grade and were
used without purification. Sodium tetrabor-
ate(Na2B4O7·10H2O, EM Science), boric acid
(H3BO3, Baker), bromthymol blue (BTB, East-
man), acid alizarin violet (Aldrich), methylene
blue (Baker) were obtained as indicated. Nanop-
ure deionized water (Barnstead) was used
throughout. In FIA studies with bromthymol
blue, the solution was made up in 10 mM borate
buffer (pH �8.9). Borate buffer was also used as
the carrier. Acid alizarin violet and methylene
blue were prepared in deionized water and in-
jected into a water carrier.

The detector output was acquired by a Keith-
ley/Metrabyte DAS-1601 data acquisition board
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housed in a personal computer with software
written in-house. This software allowed the A/D
card to sample at its maximum sampling rate of
100 K samples/s and averaged it on the fly to the
indicated sampling period.

3. Results and discussion

3.1. Noise and S/N characteristics

Fig. 3 shows the baseline traces obtained under
different conditions. Traces a–c were obtained
with a 605-nm emitter with data averaged over (a)
1 s and (b) 0.25 s. Trace c shows the 0.25-s data
smoothed by a four-point running average routine
in Microsoft Excel. Trace d shows similar data for
the 495-nm emitter (which is much brighter than
the 605-nm emitter and results in a 12× greater
photocurrent). Trace e shows data for the detec-
tor with a 430-nm LED operated in the single
beam mode.

With a 1-s integration time, the p-p noise that is
observed with either the 605 nm or the 495 emit-

ter is essentially the same, in the single digit mAU
(all noise values quoted in this paper are p-p,
measured over a period of 45 min). This suggests
that the light intensity, at least between these two
cases, is not a limiting factor in governing the
noise. This, however, is a consequence of the use
of the large core optical fibers with excellent light
throughput. Under otherwise identical conditions,
when the 605-nm emitter was tested with the
much smaller numerical aperture bifurcated fiber,
the noise level increased by 60%. With various
different emitters and repeated runs over an ex-
tended period of study, our results show a noise
level ranging from 3 to 20 mAU. This is compara-
ble to the best results reported for transmission
based optical absorbance detectors, LED-based or
otherwise. The maximum detector output drift
rate was observed to be in the range of 1.3–4
mAU/min. Detector baseline drift is largely depen-
dent on temperature variations. In a laboratory
environment, over a period of 1 h, the maximum
base line excursion from the mean was observed
to be 950 mAU. Both drift and noise are clearly
much worse when the detector is operated in the
single beam mode (trace e; note that this LED
produces a photocurrent larger than that elicited
by the 605-nm emitter).

Regarding traces a and b in Fig. 3, in accor-
dance with theoretical expectations, the observed
noise increases approximately in proportion to the
square root of the sampling rate. Averaging the
data over the same interval of time thus results in
comparable performance, as between traces a and
c.

A typical chemical research laboratory is an
electrically noisy environment. Large numbers of
individual components with various power loads
undergo changes in their power consumption.
Carrying low levels of current to remotely located
processing electronics invites induced noise. When
the present cell and fibers were coupled to the
older electronics and its externally located photo-
diodes (that were coupled to the fibers), the noise
increased dramatically, by two orders of magni-
tude relative to the present detector, to �1 mAU.
When the photocurrent was reduced further
through the use of the smaller aperture fiber optic
cable (which resulted in a light throughput reduc-

Fig. 3. Noise levels with water flowing through the cell, data
averaging period 1 s except as stated: (a) 605 nm LED; (b) 605
nm LED, (0.25 s averaging); (c) data in b, smoothed by a
four-point running average; (d) 495 nm LED; (e) 430 nm LED
operated in a single beam mode.
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Fig. 4. Theoretically computed absorbance or transmittance values for a system with o=5000 M−1 cm−1, a pathlength of 5 mm
and various levels of stray light.

tion of more than 5× ), noise increased even
further, to �3 mAU.

When the internal jumpers in the present detec-
tor was switched from monitoring photocurrents
to fixed input currents, the noise level was found
to be the same as that observed in the best case
with the LEDs and the cell in operation. This
suggests that the design performs at or near the
limits of this electronics.

3.2. Linearity studies

Response linearity over a significant range of
concentration is a desirable characteristic of any
detector. Direct transmittance detection is an at-
tractive option for capillary scale detectors be-
cause of the simplicity of the electronics and the
fact that at very low absorbance values the rela-

tionship between concentration and transmittance
is quite linear [2]. In the case of an LED-based
detector, due to finite bandwidth and mismatch
between analyte absorption and LED emission,
the linear relationship between concentration and
the observed absorbance can be significantly com-
promised. The net effects from limited monochro-
maticity is the same as that with stray light. In
Fig. 4, this situation is graphically illustrated for
transmittance and absorbance that are plotted for
an analyte of molar absorptivity 5000 in a 5-mm
cell for 0, 10, 30 and 100% stray light. The exact
absorptivity and path length is unimportant, it is
the overall absorbance that matters. Note the
departure from linearity is marked at high stray
light values and this is more so for the transmit-
tance plots. For the present detector equipped
with a 658-nm emitter LED, linearity was studied
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with different concentrations of methylene blue
which has an absorption maximum at 664 nm.
The response of the detector to methylene blue
was found to be linear (r2]0.999) with an inter-
cept statistically indistinguishable from zero up to
an absorbance of 0.65. For alkaline bromthymol
blue detected with a 605 nm LED, the spectral
match is poorer and strict linearity through zero
(criteria as above) extends to 0.4 AU. An even
poorer spectral match and a limit of strict linear-
ity of 0.15 AU was observed for the 495-nm LED
and acid alizarin violet. The limited monochro-
maticity/stray light issues are particularly impor-
tant for capillary scale detectors and have been
discussed in more detail in the literature [1].

3.3. Immunity to air bubbles

One of the important features of the present cell
design is its relative immunity to air/gas bubbles

when the exit is pointed vertically upward. The
rectangular cell cross section tapers to a circular
bore at the entrance to reduce dispersion and flow
noise. The response to purposely injected air bub-
bles at different durations is shown in Fig. 5. It is
obvious that air bubbles pass through the cell
completely and efficiently.

3.4. Refracti6e index effects

The reflective light path in the present flow cell
is orthogonal to the flow direction. This causes
the light beam entering the flow cell to essentially
retrace its path upon reflection, thus greatly re-
ducing the refractive index artifact. In Fig. 6 we
show a situation where 50% methanol is injected
into water for (a) a 5-mm path length Z-path cell
[2] and (b) the present cell under otherwise identi-
cal conditions. A similar trace is shown when
alkaline bromthymol blue (BTB) in borate buffer

Fig. 5. Air bubbles were repeatedly injected deliberately in to the flow stream. In all cases, the bubbles pass through rapidly.



S. Jambunathan et al. / Talanta 50 (1999) 481–490 489

Fig. 6. In comparison with a Z-path cell (a), the present cell
(b) shows remarkable immunity to refractive index effects;
carrier is 10 mM borate in all cases. Samples: thin solid line,
50% methanol; thick solid line, aqueous bromthymol blue
(BTB); thick dashed line, same concentration of alkaline BTB
in 50% methanol.

problems. The performance of the detector has
been demonstrated to be comparable to the cur-
rent state-of-the-art in commercial detectors.
The detector design allows for the use of a vari-
ety of LEDs which can be rapidly exchanged.
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Abstract

A series of potential indicator dyes is evaluated for use in the development of optical sensors for measuring sulfur
dioxide in gaseous samples. Rhodamine B isothiocyanate is selected on the basis of relative sensitivity to dynamic
quenching by sulfur dioxide and oxygen. A solid-state fluorometer is described for monitoring the sulfur dioxide
induced fluorescence quenching of sensing membranes composed of silicone and rhodamine B isothiocyanate. A
modulated blue LED is coupled with the lock-in detection of a photodiode detector to provide high signal-to-noise
ratios. The limit of detection is 0.11490.009% for sulfur dioxide in a carrier stream of nitrogen gas. Selectivity
measurements indicate no interference from several common gases (HCl, NH3, NO, and CO2). Oxygen alters the
sensor response when comparing signals for sulfur dioxide in 0, 20 and 100% oxygen environments. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Optical sensor; Sulfur dioxide; Fluorescence quenching

1. Introduction

Sulfur dioxide is a primary air pollutant. Major
sources of environmental sulfur dioxide include
power plants that burn high-sulfur coal, the paper
and pulp industries, petroleum refineries, roasting
of non-metallic ores, and the incineration of solid

waste, particularly hazardous and medical waste
[1,2]. The toxicity of sulfur dioxide is well recog-
nized. Concentrations of 5–10 ppm in air are
recommended threshold limits for human expo-
sure [3] and 2 ppm is the recommended limit for
working environments [4]. In addition, sulfur
dioxide contributes significantly to acid rain,
thereby adversely affecting the biotic nature of
both soil and water resources and eroding historic
man-made structures [1].

Many analytical methods are reported for mea-
suring sulfur dioxide either continuously or dis-
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creetly [5–13]. Chemical sensors are under devel-
opment for sulfur dioxide with the goal of generat-
ing devices capable of real-time, remote
monitoring. Examples of chemical sensors include:
high-temperature solid electrolyte sensors that are
capable of process gas control [14–16]; sensors
based on changes in the dielectric properties of
silicone membranes [17], and gas-sensing potentio-
metric electrodes with anion-selective internal sens-
ing elements [18].

Optical sensors are reported for various gaseous
species, including oxygen [19–22], carbon dioxide
[23], ammonia [24], hydrogen sulfide [1] and sulfur
dioxide [25–30]. Many of these sensors operate on
the basis of fluorescence quenching where the
target analyte decreases the luminescence of an
immobilized indicator dye. Dynamic quenching is
measured and related to analyte concentration
through the well-known Stern-Volmer relationship
[31]. Molecular oxygen quenches many of these
dyes and, as such, represents a serious interference
that must be removed before the analytical mea-
surement [32–34]. The need to deoxygenate a
sample prior to the measurement drastically re-
duces the utility of a method for real-time, remote
analytical sensing.

We are interested in developing an optical chem-
ical sensor for measuring sulfur dioxide emission in
smokestacks during incineration of biomedical
waste. The first step is to identify dyes that are
strongly quenched by sulfur dioxide, yet unaffected
by molecular oxygen. An evaluation of several
candidate dyes identifies rhodamine B isothio-
cyanate as a prime candidate. Findings from our
initial screening experiment are detailed in this
report. In addition, the analytical response charac-
teristics are established for the corresponding sul-
fur dioxide optical sensor. This sensor consists of
a dedicated solid-state fluorometer coupled with
the rhodamine B isothiocyanate indicator.

2. Experimental

2.1. Apparatus

Fluorescence spectra were collected by using a
SLM Aminco SPF 500C spectrometer equipped

with a 250 watt xenon arc lamp. An OLIS (Bogart,
GA) modified Cary 14 double beam spectrometer
was used to collect all absorbance spectra. Fluores-
cence signals from sensing membranes were mea-
sured with either the SLM Aminco spectrometer or
the custom built fluorometer described below.

2.2. Chemicals, reagents and hardware

The following fluorescent dyes were purchased
from the indicated supplier: (1) rhodamine B isoth-
iocyanate (Sigma Chemical, St. Louis, MO); (2)
pyrene isothiocyanate (Molecular Probes, Eugene,
OR); (3) perylene (Fluka, Ronkonkoma, NY); (4)
2-ethoxynaphthalene (Pfaltz and Bauer, Water-
bury, CT); and (5) 1-aminoanthroquinone (Pfaltz
and Bauer, Waterbury, CT). All solvents were
obtained from common suppliers. Oxygen (99.8%),
nitrogen (99.9%), sulfur dioxide (99.9%), hydrogen
chloride (99%), ammonia (99.99%), nitric oxide
(99%) and carbon dioxide (99.98%) were pur-
chased from Air Products and Chemicals (Allen-
town, PA). All commercially obtained chemicals
were used as received without further purification.
Type I, reagent grade water was obtained by
passing house distilled water through a Milli-Q
three-house purification unit.

Hardware components for the solid-state
fluorometer were purchased from common suppli-
ers. Interference and dichroic filters were pur-
chased from Edmond Scientific (Barington, NJ),
blue LED’s were obtained from Nichia (Japan)
and the VTP-1250 photodiode detector was pur-
chased from GE&E (St. Louis, MO). In general,
individual circuit elements were obtained from
Newark Electronics (Chicago, IL), although the
OPA 121K operational amplifiers were from In-
sight Electronics (Milwaukee, WI). The model 506
Protek digital multi-meter was from Cole Palmer
(Vernon Hill, IL) and the Omnibook 5500CS
computer was from Hewlett Packard (Wilmington,
DE).

2.3. Procedures

2.3.1. Sensing membranes
1-Aminoanthraquinone, 2-ethoxynaphthalene,

and perylene were immobilized in silicone mem-
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branes by the procedure of Sharma and Wolfbeis
[29]. Membranes with rhodamine B isothio-
cyanate and pyrene isothiocyanate were prepared
from a casting solution prepared by first dispens-
ing the dye in the silicone prepolymer, followed
by adding toluene and mixing until the solution
appeared homogeneous. In all cases, membranes
were formed by dispensing a volume of casting
solution onto the cleaned surface of a glass mi-
croscope slide. Solvent was allowed to evaporate
under ambient conditions to produce sensing
membrane layers with thicknesses on the order
of 200 microns.

2.3.2. Membrane characterization
Glass slides with membranes were positioned

along the diagonal inside a disposable
polystyrene fluorescence cuvette. A two-hole rub-
ber stopper was securely fitted into the top of the
cuvette. Small glass tubes were placed in each
hole to provide an inlet and outlet for flowing
gases. For measurements taken with the SLM
spectrofluorometer, the cuvette was mounted
within the conventional cell holder which permit-
ted surface fluorescence measurements from the
sensing layer. For measurements taken with the
custom fluorometer, the cuvette was mounted in
a similar fashion as indicated schematically in
Fig. 1.

Sensing membranes were characterized by
monitoring the surface fluorescence as a function
of time while exposing the immobilized
fluorophore to different concentrations of se-
lected gases. The required gas concentrations
were obtained by mixing appropriate levels of
the test gas with a nitrogen carrier gas. A
Manostat 36-541-055 flow meter (New York,
NY) was used to supply the correct amount of
test gas to the nitrogen supply.

3. Results and discussion

Our development of a selective gas sensor for
sulfur dioxide was carried out in two steps. First,
a series of potential indicator dyes was screened
with the goal of finding a dye that responds
selectively for sulfur dioxide over oxygen. Results

from this screening experiment indicate that rho-
damine B isothiocyanate is suitable for sulfur
dioxide measurements. Secondly, the analytical
response characteristics of membranes with rho-
damine B isothiocyanate were established with
the solid-state fluorometer described above.

3.1. Indicator screening

Seven unique indicator layers were evaluated
as potential sensing chemistries for the selective
measurement of sulfur dioxide over oxygen in
gaseous samples. Five of these layers were com-
posed of a single indicator, while two layers were
composed of binary mixtures of indicators. Table
1 provides a listing of the tested indicator dyes
along with the excitation and emission wave-
lengths used to monitor their luminescence. The
excitation wavelengths correspond to absorbance
wavelength maxima, which were taken directly
from absorbance spectra. The emission wave-
lengths were taken from emission spectra col-
lected with the SLM Aminco spectrofluorometer.

Fig. 1. Schematic representation of the solid-state fluorometer
system, showing the sample holder configuration and a block
diagram of the optic and electronic operation.
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Table 1
Indicator layers and wavelengths for luminescence measure-
ments

ExcitationIndicator Emission
wavelength (nm)wavelength (nm)

435Pyrene isothio- 510
cyanate

Rhodamine B isoth- 466 607
iocyanate

497Perylene 433
4791-Aminoan- 594

thraquinone
2-Ethoxynaph- 300 356

thalene
464Perylene and 1- 419

aminoan-
thraquinone

Perylene and 2- 407 465
ethoxynapthalene

stants for sulfur dioxide and oxygen were taken as
a measure of the relative sensitivity of the immo-
bilized dye to sulfur dioxide and oxygen, respec-
tively. The measured Stern-Volmer constants are
tabulated in Table 2 for each of the tested indica-
tor layers.

Sulfur dioxide quenched the fluorescence of
each indicator layer. The highest degree of sulfur
dioxide quenching was recorded for the combined
mixture of perylene and 1-aminoanthroquinone.
Unfortunately, the luminescence from this indica-
tor layer was also quenched by oxygen, albeit to a
much lesser extent. In fact, all the indicator layers
that contained perylene responded to oxygen by
essentially the same amount. Only layers com-
posed of pyrene isothiocyanate, rhodamine B
isothiocyanate, and 1-aminoanthraquinone
demonstrate no response to oxygen under our
experimental conditions. Of these, rhodamine B
isothiocyanate possesses the highest sensitivity to
sulfur dioxide. In addition, response and recovery
times were rapid for the rhodamine B isothio-
cyanate layer and the preliminary Stern-Volmer
plots were linear (r2=0.995). The limit of detec-
tion was estimated as 0.5290.02% (S/N=3)
from these plots. For this reason, all subsequent
experiments were performed with rhodamine B
isothiocyanate.

The selected indicator dyes were initially
screened by comparing the degree of fluorescence
quenching measured for sulfur dioxide and oxy-
gen. These screening measurements were per-
formed in the SLM Aminco spectrofluorometer
and the surface fluorescence intensity was
recorded continuously as a function of time. Ini-
tially, a baseline fluorescence reading was
recorded by exposing the test membrane to a
carrier stream of pure nitrogen. The membrane
was then exposed sequentially to higher percent-
ages of sulfur dioxide in the nitrogen carrier
stream and the steady-state fluorescence signals
were recorder at each step. The gas stream was
switched back to pure nitrogen and a second
baseline signal was recorded. Similarly, the test
membrane was exposed sequentially to higher lev-
els of oxygen in the nitrogen carrier stream. For
sulfur dioxide, membranes were exposed to five
concentration levels between the range of 0.3–6%.
Concentration levels of oxygen were greater and
ranged between 20 and 100%.

The resulting intensity values were plotted in a
typical Stern-Volmer manner ((I0/I−1) versus
percentage of the test gas). Linear regression anal-
ysis was used to compute the slopes (or Stern-
Volmer constants) for these individual plots.
Magnitude of the resulting Stern-Volmer con-

Table 2
Stern-Volmer constants for the screened indicator dyes

Stern-VolmerIndicator Stern-Volmer
constant for constant for

oxygen (%−1)sulfur dioxide
(%−1)

Pyrene isothio- 0.0000.100
cyanate

0.000Rhodamine B 0.186
isothiocyanate

Perylene 0.0070.250
0.1301-Aminoan- 0.000

thraquinone
0.063 0.0062-Ethoxynaph-

thalene
Perylene and 1- 0.330 0.005

aminoan-
thraquinone

Perylene and 2- 0.250 0.005
ethoxy-
napthalene



T.M.A. Razek et al. / Talanta 50 (1999) 491–498 495

3.2. Solid-state fluorometer

A solid-state fluorometer was built to facilitate
data collection from the sensing membranes. This
fluorometer is modeled after that reported by
Hauser [35,36] and contains a modulated light
emitting diode (LED) source and a solid-state
photodiode detector. The schematic diagram in
Fig. 1 illustrates the basic optical arrangement
and general measurement configuration. In this
design, the excitation radiation illuminates a por-
tion of the sensing membrane by striking at a 45°
angle relative to the membrane surface. The emit-
ted luminescence is then detected 90° relative to
the excitation beam. A 467 nm interference filter
isolates the excitation radiation and a 600 nm
dichroic filter isolates the emitted radiation before
detection. This dichroic filter is attached directly
to the detector housing to minimize stray source
radiation from being detected. The source is a
high intensity (1000 mcd) blue LED and the de-
tector element is a Hamamatsu (G-1116) photodi-
ode.

The basic circuitry to drive both the excitation
and detection optics is taken from the work de-
scribed by Hauser [35,36]. In our system, the LED
source is modulated at a frequency of 915 Hz by
using an LMC555 timer to generate a square-
wave signal at 915 Hz. Output of the LMC555
drives a NPN transistor (2N3904) to switch the
LED on and off. In addition, the LMC555 output
is used as a reference signal for the multiplier
circuit (AD630). Fluorescence from the sulfur
dioxide sensitive membrane is detected by a
photodiode and amplified by a transimpedance
amplifier with a gain of 100 million. The signal is
high pass filtered to remove any d.c. bias and
amplified by an additional factor of eleven. The
amplified signal is input into the AD630 where
mixing occurs. The output of the AD630 provides
signals at twice the input signal (1830 Hz) and d.c.
A 0.3 Hz low-pass filter with a gain of ten pro-
vides the final output signal.

During normal operation, the fluorescence sig-
nal is continuously recorded as a function of time
while gaseous samples are passed across the test
membrane. The voltage is recorded by a Protek
digital multi-meter interfaced with an Omnibook

Fig. 2. Cumulative response curves for three sequential sensor
responses to sulfur dioxide showing data for trial 1 (solid
circles); trial 2 (open circles) and trial 3 (triangles).

portable computer. A typical signal-to-noise ratio
(SNR) for the instrument was 6000 under baseline
conditions. This SNR value corresponds to typi-
cal signal of 3.70490.0006 volts (mean91 stan-
dard deviation) with pure nitrogen as the carrier
gas.

3.3. Solid-state sulfur dioxide sensor

Sulfur dioxide sensors were constructed by
placing membranes with rhodamine B isothio-
cyanate in the custom-built fluorometer described
above. Typical sensor response curves for sulfur
dioxide are illustrated in Fig. 2. This figure shows
computed responses for three sequential calibra-
tions over a sulfur dioxide concentration range
from 0.01 to 12.8%. Computed values correspond
to the typical Stern-Volmer transformation (re-
sponse=I0/I−1) where I0 and I correspond to
the measured steady-state intensities in the ab-
sence and presence of the quenching agent, re-
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spectively. As the data in Fig. 2 demonstrate, this
transformation of the data results in a non-linear
curve with greater sensitivity at lower sulfur diox-
ide concentrations. Such non-linearity is common
for optical sensors based on fluorescence quench-
ing when the indicator is entrapped within a
polymeric membrane [37–39]. Heterogeneity
within the membrane matrix is thought to be
responsible for such responses. Nevertheless, re-
sponses to sulfur dioxide are both sensitive and
reproducible with rhodamine B isothiocyanate en-
trapped within silicone.

A portion of the data in Fig. 2 was used to
estimate the limit of detection for this sensing
configuration. Responses at low concentrations of
sulfur dioxide are essentially linear. As such, the
limit of detection was estimated from the pseudo-
linear region from 0 to 0.67% sulfur dioxide.
Responses from the three data sets were combined
for this purpose. Linear regression analysis over
this region for the combined data points indicates
an r2 value of 0.9545 along with a slope of 3.079
(90.002)×10−2%−1 and a y-intercept of −6.2
(99.6)×10−4. The corresponding limit of detec-
tion (SNR=3) is 0.114 (90.009)%.

Time-dependent response properties are pre-
sented in Fig. 3. This figure shows a series of raw
data presented in a signal versus time format. In
this experiment, the sensor is initially exposed to
blank carrier gas. A brief initialization period is
required to obtain a steady-state baseline signal.
After an initial steady-state signal is achieved,
sulfur dioxide is added to the nitrogen carrier
stream to a final concentration of 0.28% while the
response in monitored. After a steady-state signal
is achieved, the level of sulfur dioxide is increased
to 0.43%, and so on as indicated by the concen-
tration values presented above the arrows in Fig.
3. The sensor response is continually recorded as
sequentially higher sulfur dioxide levels are intro-
duced. After the response to 10.94% sulfur diox-
ide, the sensing membrane is exposed to pure
nitrogen carrier gas and the baseline intensity (I0)
is measured. Finally, responses are presented
while cycling the carrier gas from high to low
sulfur dioxide levels.

The data in Fig. 3 demonstrate rapid response
and recovery times for the rhodamine B isothio-

cyanate membranes. For both increases and de-
creases in the sulfur dioxide levels, steady-state
responses were generally available within 30–60 s.
In addition, the reproducibility of the baseline
signal is illustrated by the data in this figure.

Selectivity of the rhodamine B isothiocyanate
membrane was characterized in two ways. First,
the membrane was exposed to varying levels of
potentially interfering gases while monitoring sen-
sor luminescence. Gases tested in this manner
include hydrogen chloride, ammonia, nitric oxide
and carbon dioxide. No changes in the lumines-
cence signal of the rhodamine B isothiocyanate
layer were noted for any of these gases. Hydrogen
chloride, ammonia and nitric oxide were tested
individually at levels up to 1%. Carbon dioxide
was tested up to 12.4%. Again, none of these
gases interferes with the signal.

Fig. 3. Time profile showing dynamic response to different
levels of sulfur dioxide. Arrows indicate point when the sulfur
dioxide level was changed and the value associated with the
arrow indicates the resulting level of sulfur dioxide in the
nitrogen carrier gas.
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Sensor selectivity was also tested by monitoring
the sensor response to various levels of sulfur
dioxide in the presence of oxygen. Responses to
sulfur dioxide were recorded with air (20% oxy-
gen) and 100% oxygen as the carrier gas and these
responses were compared to those obtained with a
pure nitrogen carrier gas. Although oxygen did
not significantly quench the fluorescence in our
initial screening experiment, subsequent results
reveal a substantial effect by oxygen. Significantly
lower responses are observed for a given sulfur
dioxide level in the presence of oxygen. The extent
of this interference can be judged by comparing
Stern-Volmer constants computed for sulfur diox-
ide in the presence of 0, 20, and 100% oxygen in
the carrier gas. Again, Stern-Volmer constants
were computed over the pseudo-linear region
from 0 to 1% sulfur dioxide, as discussed and
identified above. The resulting values are 0.0319
0.002; 0.02490.003 and 0.02290.007%−1 for 0,
20 and 100% oxygen in the carrier stream, respec-
tively. These values indicate a significantly lower
response in the presence of oxygen. No significant
differences are indicated, however, between re-
sponses in 20 and 100% oxygen. These results
suggest that the proposed sulfur dioxide sensors
must be calibrated in the presence of the expected
level of oxygen to avoid systematic errors. These
findings also suggest that measurement accuracy
is relatively insensitive to small differences in am-
bient oxygen levels (i.e. no difference between 20
and 100% oxygen). This second point may be
critical, as oxygen-independent calibrations may
be possible over a well-defined oxygen concentra-
tion range.

4. Conclusions

Results from experiments described in this pa-
per illustrate the feasibility of measuring sulfur
dioxide levels in gaseous samples by fluorescence
quenching. Membrane layers composed of rho-
damine B isothiocyanate provide strong responses
to sulfur dioxide even in the presence of high
levels of molecular oxygen. The estimated limit of
detection for sulfur dioxide is 0.11490.009%.
This level of performance is achieved by com-

bining rhodamine B isothiocyanate membranes
with a dedicated solid-state fluorometer.
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Abstract

Poly(vinyl chloride)-based membranes of macrocycles 4,11-dimethyl-2,4,9,11-tetraethyl-1,5,8,12-tetraaza cyclote-
tradeca-1,8-diene (I) and 4,11-dioxa-2,9-dimethyl-1,5,8,12-tetraaza cyclotetradeca-1,8-diene (II) with sodium te-
traphenyl borate (STB) as an anion excluder and dibutyl phthalate (DBP), dioctyl phthalate (DOP), dibutylbutyl
phosphonate (DBBP) and 1-chloronaphthalene (CN) as plasticizing solvent mediators were prepared and investigated
as magnesium selective electrodes. The best performance was observed having the composition (II)–PVC–STB–DBP
in the ratio 2:10:1:7, which works well over a wide concentration range (1.9×10−6 to 1.0×10−1 M) with a
Nernstian slope of 29 mV per decade of activity between pH 2.5 and 6.5. These electrodes have been found to be
chemically inert showing a fast response time of 15 s and were used over a period of 3 months with good
reproducibility (S=90.2 mV). The selectivity coefficient values for mono-, di- and trivalent cations indicate excellent
selectivity for Mg2+ over a large number of cations. The electrodes have also been used successfully in partially
non-aqueous medium and as an indicator electrode in the potentiometric titration of Mg2+ with EDTA. Anions such
as Cl− and SO4

2− do not interfere in the working of the electrode. The practical utility of the membrane sensor has
also been observed in solutions contaminated with detergents (cetyltrimethyl ammonium bromide and sodium dodecyl
sulphate). Above all, the membrane sensor has been very successfully used to analyse some babyfood products and
soft drinks for the determination of Mg2+. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Ion sensor; Macrocycle; Membrane sensor; Mg-selective electrodes

1. Introduction

The utility of ion-selective electrodes (ISEs) is
being increasingly realised by analytical chemists
in view of the rapid growth of industry and
technology all over the world as they represent a

rapid, accurate and low-cost method of analysis.
Moreover, analysis by these electrodes could be
non-destructive and adaptable to small sample
volumes. ISEs find application in various indus-
trial and biological fields such as ion monitoring
and in analysis of sea water, soils, food products,
drinking water, industrial effluents, pharmaceuti-
cal compounds, etc. Although in the last few
decades considerable efforts have been made for

* Corresponding author. Fax: +91-1332-73560.
E-mail address: chemt@rurkiu.ernet.in (A.K. Singh)
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the development of selective sensors for alkali and
alkaline earth metals, very little work has been
done on the development of ISEs for magnesium
ions (Mg2+). Only a few electrodes are reported
which show interference to other alkaline metal
ions. Recently, an electrode prepared using a
membrane of phenylene bis(ditolyl phosphene ox-
ide) in poly(vinyl chloride (PVC) was reported as
a Mg2+ sensor [1]. The electrode shows good
selectivity towards Mg2+ over Ca2+ and works
well in the concentration range 6.0×10−5 to
1.0×10−1 M. Rouilly et al. [2] described a
dimethyl aspartamide neutral carrier (ETH 2220)
with a measured selectivity of about 300, 200 and
400 for magnesium relative to calcium, pottasium
and sodium, respectively. There was strong inter-
ference by H+ (log KMg2+ ,H+

Pot =10.8). Another
magnesium selective carrier in a polymeric mem-
brane electrode [3] was used to determine the
concentration of free, ionized magnesium in undi-
luted blood serum. However, discrimination of
calcium by the new ionophore membrane was not
sufficient to keep calcium interference to less than
1%. O’Donnell et al. [4] have developed an elec-
trode using various octamethylene bis(malonic
acid diamides) and tris(malonic acid diamides) in
PVC with 2-nitrophenyl octyl ether as solvent

mediator.The availability of ISEs with sufficient
selectivity for Mg2+ has recently initiated a num-
ber of clinical investigations [5]. Recently,
Siswanta et al. reported an optode-based sensor
for Mg2+-14 [6].

With the availability of improved highly selec-
tive materials, the possibility of developing spe-
cific sensors has opened up. Efforts were initiated
in this laboratory to develop selective electrodes
for Mg2+ using macrocycles 4,11-dimethyl-2,4,
9,11-tetraethyl-1,5,8,1 2-tetraaza cyclotetradeca-
1,8-diene (I) and 4,11-dioxa-2,9-dimethyl-1,5,8,12-
tetraaza cyclotetradeca-1,8-diene (II) as sensor
material. These macrocycles occupied an interme-
diate position between crown ethers and
cryptands. The former effect rapid and circular
co-ordination of guest cations, while the latter
form rigid and encapsulated complexes. These
armed macrocycles, due to their characteristic
structural features, not only bind metal cations
with varying strength and serve as suitable elec-
troactive materials for use in membrane electrodes
but also exhibit kinetically fast complexation
property of crown ethers and three-dimensional
binding characteristic of cryptands [7]. The results
presented in this paper show that the sensors
developed using the above two materials as elec-

Fig. 1. Plots showing variation of membrane potentials of macrocycles I and II with concentration of Mg2+ (taken as magnesium
nitrate).
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chloronaphthalene (CN) from Merck (Darmstadt,
Germany) were used without further purification.
High molecular mass PVC was obtained from
Aldrich (Milwaukee, WI, USA).

2.2. Synthesis of macrocycles

2.2.1. Macrocycle I
Macrocycle 4,11-dimethyl-2,4,9,11-tetraethyl-

1,5,8,12-tetraaza cyclotetradeca-1,8-diene (I) was
prepared by a reported method [8]. C20H40N4;
calculated, C 71.42, H 11.90, N 16.68; found, C
72.29, H 12.21, N 16.54.

The infrared (IR) spectrum of ligand I shows
the nC�N band at 1645 cm−1. The spectra of
ligand I also show the presence of a n�NH band
at 3350 cm−1.

The paramagnetic resonance (PMR) spectra of
ligand I show a singlet at 1.35 ppm which is due
to the methyl component of the chiral ethyl
groups.Occurrence of the singlet indicates that
these groups are equivalent and are assigned a
diequitorial configuration.

2.2.2. Macrocycle II
Macrocycle 4,11-dioxa-2,9-dimethyl-1,5,8,12-te-

traaza cyclotetradeca-1,8-diene (II) was prepared
by a reported method [9]. C12H20N4O2; calculated,
C 57.1, H 7.9, N 22.4, O 12.6; found, C 57.4, H
8.2, N 21.6, O 12.1.

In the IR spectrum of ligand II the appearance
of a strong absorption band in the region 1635–
1650 cm−1 corresponds to C�N stretching fre-
quency. In addition, four amide bands have also
been identified which appeared in the regions
1695–1725, 1510–1530, 1250–1280 and 635–670
cm−1 and are assignable to amide I, amide II,
amide III and amide IV vibrations, respectively. A
single sharp band observed for the ligands in the
region 3310–3330 cm−1 corresponds to nN�H
assigned for secondary amine. The absorption
bands in 2870–2960 and 1410–1465 cm−1 regions
in all the ligands may reasonably correspond to
CH stretching and CH bending vibration modes,
respectively.

The 1H NMR spectra of ligand II show singlets
at 1.55–160 and 2.05–2.28 ppm, corresponding to
CH3 (6H) protons and CH2 (4H) protons of alkyl-

Fig. 2. Plots showing variation of membrane potentials with
pH at 1.0×10−2 and 1.0×10−3 M Mg2+.

Fig. 3. Potentiometric titrations of 25 ml of 1.0×10−3 M
Mg2+ solution (I), 10−3 M Mg2+ +10−4 M Ca2+ (II) and
10−3 M Mg2+ +10−4 M Ba2+ (III).

troactive phase in PVC matrix membranes are
superior to those reported in the literature.

2. Experimental

2.1. Reagents

All reagents were of analytical reagent grade.
Double-distilled water was used for the prepara-
tion of solutions of metal salts (nitrates) of differ-
ent concentrations by diluting stock standard
solutions (0.1 M). Sodium tetraphenyl borate
(STB) from BDH (Poole, UK), dibutyl phthalate
(DBP) and dioctyl phthalate (DOP) from Reidel
(Hapur, India), dibutylbutyl phosphonate (DBBP)
from Mobil (Richmond, VA, USA) and 1-
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acetoacetate, respectively. The 1H NMR spectra
of ligand II show a broad signal observed in the
region 7.51–7.90 ppm, which may be assigned to
amide protons (2H), and a singlet to CH2 (8H)
protons of diaminoethane moiety.

The above data for both ligands are in good
agreement and fit well to the following struc-
tures:

2.3. Preparation of membranes

Homogeneous membranes of the ligand using
different binders and STB as an anion excluder
were carried out as reported earlier [10]. Diluent

tetrahydrofuran (15 ml) was added to various
amounts (20–100 mg) of macrocycles I and II.
To these solutions an appropriate amount of
PVC was added and in some cases anion ex-
cluder (STB) was also added. The stability of
carrier complexes in membranes results from the
electrostatic interaction between complexes and
the surrounding membrane solvent [11]. Accord-
ingly, for selecting the solvent mediater for mag-
nesium-selective electrodes, we examined the
solvents DBP, DOP, DBBP and CN. The effect
of each solvent on the characteristics of Mg2+

ISEs based on the application of sensors I and II
are given in Tables 1 and 2, respectively. After
complete dissolution of the components and
thorough mixing, the mixture was poured into
glass casting rings resting on a smooth plate. The
solution was then allowed to evaporate at ambi-
ent temperature. After 48 h, the transparent
membranes of 0.4 mm thickness were obtained
and a 6 mm diameter piece was cut away from
the inner edge of the ring and glued to one end
of a Pyrex glass tube with Araldite.

Fig. 4. Plots showing potential versus log [Mg2+] in the presence of (a) cetyltrimethyl ammonium bromide (CTAB) and (b) sodium
dodecyl sulphate (SDS).
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Table 1
Composition of PVC-based membranes of macrocycle I and their performance characteristics as Mg2+ selective electrodes

Slope (mV/decade of activ-Working concentration rangeComposition of membrane (%m/m) Response timeMembrane
(s)(M) ity)number

DBP DOP DBBP CNMacrocyle I PVC STB

– – 1.6×10−4–1.0×10−1 21– 80–1080101
– 35 – – 1.0×10−4–1.0×10−1 17 20102 50 5

– – 2.5×10−5–1.0×10−1 22 20–3553 10 50
–10 40 – 1.0×10−4–1.0×10−1 21 3045 5 –4

– – – 40 1.1×10−4–1.0×10−1 18 305 10 45 5
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Table 2
Composition of PVC-based membranes of macrocycle II and their performance characteristics as Mg2+ selective electrodes

Slope (mV/decade of activ- Response time (s)Composition of membrane (%m/m)Membrane Working concentration
number range (M) ity)

DBP DOP DBBP CNMacrocycle II PVC STB

– – 1.0×10−5–1.0×10−1 36– 90–1080106
35 – – – 1.9×10−6–1.0×10−1 29 15107 50 5

– – 7.1×10−6–1.0×10−1 30 2535–58 10 50
–10 40 – 5.6×10−6–1.0×10−1 30 3045 5 –9

– – – 40 8.9×10−6–1.0×10−1 36 3010 10 45 5
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Table 3
Selectivity coefficient values (KMg2+,B

Pot ) of electrodes 3 and 7
based on the membranes of macrocycles I and II, respectively

Interfering ion Selectivity coefficient (KMg2+,B
Pot )

(B, 0.01 M)

I II

2.1×10−190.09NH4
+ 2.6×10−190.12

1.9×10−190.11Li+ 2.2×10−190.10
1.8×10−190.08Na+ 1.0×10−190.14
1.8×10−190.12K+ 1.0×10−190.09
1.30×10−290.07Rb+ 1.21×10−290.10
8.12×10−390.18Cs+ 7.94×10−390.15

Co2+ 1.82×10−290.12 1.77×10−290.13
1.82×10−290.16Hg2+ 1.77×10−290.17

Ca2+ 1.43×10−290.15 1.34×10−290.08
1.34×10−290.121.43×10−290.18Zn2+

1.22×10−290.09Pb2+ 1.12×10−290.10
9.92×10−390.17Cd2+ 9.62×10−390.04
8.61×10−390.10Cu2+ 8.91×10−390.13
8.61×10−390.12Ni2+ 8.91×10−390.06
8.12×10−390.16Ba2+ 7.94×10−390.17
3.68×10−390.13Sr2+ 3.98×10−390.11

Cr3+ 1.52×10−390.04 1.47×10−390.15
1.41×10−390.03 1.36×10−390.09Fe3+

Al3+ 1.19×10−390.11 1.17×10−390.06

from the average potential value in the same
three ‘dip to read’ measurements.

2.5. Preparation of food samples and estimation
of Mg2+ in 6arious soft drinks and some
babyfood products

The dry ashing method [12] was used for
preparing the samples for magnesium
estimation.

2.5.1. Soft drinks
The solutions of the soft drinks (ready

to drink) were prepared by the following
method. Liquid soft drinks were first filtered to
remove suspended materials. To an appropriate
volume of the filtered soft drink, 2–3 ml of con-
centrated HCl was added. The volume was made
up to 50 ml in a measuring flask with double-dis-
tilled water. The solutions were stored in tightly
closed brown bottles and were used directly for
analysis by atomic absorption spectrometry
(AAS; Perkin Elmer AAS ICP 6500) and also by
the sensor developed for the purpose after ad-
justing the pH of the samples using nitric acid
and ammonia.

2.5.2. Babyfood products
First a silica crucible was cleaned with concen-

trated HNO3 and water by boiling at 400°C until
smoke no longer evolved. The dish was taken
out, cooled and the ash was moistened with a
few drops of concentrated H2SO4. Then the
crucible was heated on a heating mantle until the
fumes of H2SO4 ceased. Again the crucible with
ash was heated in a muffle furnace up to 500–
600°C until the weight of the contents became
constant. Then the ash was taken up by 2–3 ml
of concentratedHCl and the volume was made
up to 50 ml in a measuring flask by double-dis-
tilled water. These solutions were also stored in a
tightly closed brown bottles and were used di-
rectly for AAS analysis and by the proposed
sensor. The results reported are the average of a
minimum of three determinations. Blank runs
were also carried out and corrections made if
required.

2.4. Potential measurements

The membranes were equilibrated with 1.0 M
magnesium nitrate solution for 4 days and the
potentials across the membranes were measured
with an ECIL Model pH 5662 digital pH/poten-
tiometer and a Century CBM 301 microvolt-
meter, in conjunction with saturated calomel
electrodes (SCE) as reference electrodes. All mea-
surements were made at constant temperature
(2590.1°C).

Response times were determined as follows:
After the potential of one magnesium solution
became constant, similar measurements were car-
ried out in another solution of 100-fold concen-
tration. The response time was defined by the
time taken to reach a potential of 90% of the
potential difference in the two measurements.
Reproducibility was defined by the deviation
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3. Results and discussion

The complexation of the macrocyclic ligands
gave complexes of types A and B as shown below.

The optimal conditions for the best perfor-
mance of the magnesium-selective electrode
based on a membrane of macrocyclic ligands
were investigated systematically.

3.1. Response time and the effect of sol6ent medi-
ators

The response time was recorded on an X–Y(t)
recorder. Electrodes having membranes without
solvent mediator gave a steady response time of
about 90 s, whereas, after adding solvent media-
tors (DBP and DOP), the electrodes achieved an
equilibrium response within 15–20 s over the
whole concentration range. Potentials so ob-
tained stayed constant for more than 5 min, after
which a slow divergence was observed. Potentials
were measured periodically; the S.D. of 20 iden-
tical measurements was 90.2 mV. The mem-
branes were used over a period of 3 months
without any significant change in potential.
Whenever a drift in potential was observed, the
membranes were re-equilibrated with 1.0 M
Mg2+ for 2–3 days.

3.2. Lifetime

The lifetime of electrodes based on ionophores

in solvent polymeric membranes depends on the
distribution coefficient of the ionophore and
the plasticizer between aqueous and membrane
phases [13]. Thus, the lifetime of electrodes must
depend on the components of the solution
and the measured specimens with electrodes. The
experimental results show that the lifetime of the
present electrode was about 90 days. During this
time, the detection limit and the slope of
the electrode remained almost constant. After
this time, the electrochemical behaviour of the
electrode gradually deteriorated. This is at-
tributed to ageing of the polymer (PVC), plasti-
cizers and ionophore (macrocycles I and
II). Further, the changes in membrane behaviour
are due to the decrease in the quantity of the
plasticizer and ionophore resulting in their mi-
gration from a PVC membrane into a PVC foil
[13].

3.3. Working concentration range and slope

The working concentration range and slope for
all the membrane electrodes (numbers 1–10) are
tabulated in Tables 1 and 2 (Fig. 1). The macro-
cycle-I-based membrane shows linearity in the
concentration range 1.6×10−4–1.0×10−1 with
a slope of 21 mV per decade of activity without
any solvent mediator. However, with the addi-
tion of solvent mediator DBP or DOP, the work-
ing concentration range improved to
2.5×10−5–1.0×10−1 M and 1.0×10−4–1.0×
10−1 M with sub-Nernstian slopes of 22 and 17
mV/decade of activity, respectively, while the sol-
vent mediators DBBP and CN did not improve
the working concentration ranges and slopes sig-
nificantly. Similar improvements in the working
concentration range and slope were observed
with the membrane of macrocycle II when DBP
and DOP were used as solvent mediators. The
best performance of all the membrane electrodes
was exhibited by membrane 7 (Table 2) with
macrocycle II, PVC, STB and DBP in the ratio
2:10:1:7 with a working concentration range of
1.9×10−6–1.0×10−1 M, slope of 29 mV/
decade of activity and a fast response time of 15
s. Thus, this particular membrane was studied in
detail as a Mg2+-selective electrode and as such
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all further investigations were carried out with
this particular membrane. Repeated monitoring
of potentials (20 identical measurements) on the
same portion of the sample gave a standard devi-
ation of 90.2 mV.

3.4. Non-aqueous and pH effect

The practical utility of the proposed sensor was
investigated in partially non-aqueous media using
15, 30 and 45% (v/v) water–methanol and wa-
ter–ethanol mixtures. It was observed that the
electrode assembly can only be used in non-
aqueous medium when its content is not more
than 30%, because a further increase in non-
aqueous content causes a significant interference.

The pH dependence of the electrode potential
was tested over the pH range 1.0–9.0 for 1.0×
10−2 and 1.0×10−3 M Mg2+. The pH was
adjusted with nitric acid or ammonia solution.
The potentials were independent of pH in
the range 2.5–6.5 (Fig. 2) and the latter can be
taken as the working pH range of the electrode
assembly. Above and below these pH values
sharp changes in potential are attributed to the
hydrolysis of Mg2+ and H+ co-fluxing, respec-
tively.

3.5. Potentiometric titration and effect of
surfactant

The sensor assembly has been used as an indi-
cator electrode in the potentiometric titration of
Mg2+ with EDTA (Fig. 3). A 25-ml volume of
1.0×10−3 M solution of Mg2+ was titrated
against 1.0×10−2 M EDTA solution. The addi-
ton of EDTA causes a decrease in potential as a
result of the decrease in Mg2+ concentration due
to its complexation with EDTA. The potentio-
metric titrations of Mg2+ could also be success-
fully carried out in the presence of Ca2+ and
Ba2+ (Fig. 3). Thus, these plots demonstrate the
usefulness of sensors developed for the potentio-
metric determination of Mg2+ in the presence of
other metal ions.

The performance of the electrode assembly has
also been observed in solutions contaminated
with detergent material (Fig. 4). Small amounts

(5.0×10−5 M) of cetyltrimethyl ammonium
bromide (CTAB) and sodium dodecyl sulphate
(SDS) do not disturb the functioning of the
membrane sensor, but higher concentrations
(1.0×10−4 M and beyond) can cause some
problems.

3.6. Effect of anion excluder and PVC

Incorporation of salts consisting of a hy-
drophilic cation and a lipophilic anion (e.g. STB)
in cation-selective membranes based on macro-
cyclic ligand has proved to be beneficial in many
respects [14,15]. The additives reduce interfer-
ences by lipophilic anions in the sample, give rise
to significant change in selectivity, are able to
boost the cation sensitivity in the case of carriers
with poor extraction capability and lower the
electrical membrane resistance considerably
[15,16]. The electrode prepared without STB is
poorly sensitive and selective for Mg2+ owing to
high resistance or a response to anions in the test
solution. STB behaves as an ion-exchanger [17];
hence using STB leads to drastic changes in the
slope of the electrode response and in the mem-
brane selectivity. The effect of the content of
PVC on the response and selectivity of the sensor
was also studied. Construction of the membrane
was difficult when the PVC content was less than
45 wt%. The optimum content of PVC was found
to be 50%.

3.7. Potentiometric selecti6ity

The potentiometric selectivity coefficient was
determined by the modified fixed interference
method as suggested by Viteri and Diamond [18]
at a 1.0×10−2 M concentration of interfering
ions. The selectivity coefficient data (Table 3)
indicate good selectivity for monovalent, divalent
and trivalent cations. As such, these are not ex-
pected to interfere even at this higher concentra-
tion (10−2 M) of the interfering ions. A
comparison of potentiometric selectivities (Table
3) shows that the electrode based on macrocycle
II as the membranematerial is more selective for
Mg2+ than electrodes based on membrane of
macrocycle I.
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Table 4
Magnesium concentration in food products and soft drinks

Average magnesium concentration (ppm)Sample

Proposed sensor Atomic absorption
spectrometry

2.081. Horlicks 2.10
2. Boosts 3.423.34
3. Cerelac 3.903.83

4.24 4.44. Bournvita
2.55 2.625. Citra

4.784.756. Lehar
Mirinda

2.221.957 Lehar 7 Up
8. Lehar Pepsi 9.799.15

6.259. Teem 6.38
17.3017.2510. Soda

response time and selectivity over a number of
cations. Further, the electrode can be used to
determine Mg2+ by both direct potentiometry
and titration and can be successfully used in
non-aqueous media. The proposed sensor is suc-
cessful in estimating Mg2+ in real sample analy-
sis, viz. in soft drinks (ready to drink) and
babyfood products.
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3.8. Estimation of Mg2+ in soft drinks and baby-
food products

The electrode has been successfully used for the
estimation of Mg2+ in various soft drinks and
babyfood products. No other treatment of the
sample was necessary except the pH adjustments.
The results (Table 4) indicate very good corre-
spondence between the two values (one obtained
by AAS and other by the proposed sensor under
investigation). This also indicates the practical
utility of the sensor.

4. Conclusions

The PVC-based membrane electrode of macro-
cycle II, with DBP as solvent mediator (mem-
brane 7) is the best among all the membrane
castings (1–10) prepared using macrocycles I and
II as sensor material and DBP, DOP, DBBP
and CN as solvent mediators in a PVC matrix.
The sensor exhibited good reproducibility over a
useful lifetime of 3 months. This electrode is
superior to the existing electrodes with regard to
working concentration range, slope, pH range,
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Abstract

Frontal analysis of aqueous phenol solutions in Amberlite XAD-4 columns was carried out at different experimen-
tal conditions. Operating variables such as the concentration, pH and ionic strength of the influent, the presence of
competitor solutes, the fluid flow-rate and the column length were considered and their effects on the front profile,
the phenol breakthrough volume and the equilibrium parameters were determined. The obtained results may explain
some contradictory reported data concerning the recovery of hydrophilic compounds in solid phase extraction (SPE)
systems using Amberlite XAD-2 or XAD-4 columns. Furthermore, it is demonstrated that the adsorption parameters
derived from a frontal analysis in an XAD-4 column are directly transposable to columns of different sizes (at the
analytical level). Therefore, the results of this study may also be used for prediction and/or design of a phenol SPE
system adapted to a particular problem. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Frontal analysis; Amberlite XAD-4; Phenol; Solid phase extraction; Water analysis

1. Introduction

The use of columns packed with polymeric
(styrene-divinylbenzene) adsorbents for the re-
moval of organic compounds from aqueous ma-

trixes has been widely reported, either at the small
(analytical) scale or in large-scale applications.
The high hydrophobicity of these sorbents renders
them particularly suitable for the extraction of
hydrophilic solutes from water, which are indeed
poorly retained in other popular sorbents as alkyl-
bonded silicas. At the analytical level, solid phase
extraction (SPE) is increasingly used for sample
preparation (enrichment and/or sample cleanup),
especially in the trace determination of pollutants

* Corresponding author. Tel.: +525-6223790; fax: +525-
6223723/6162010.

E-mail address: luzelena@servidor.unam.mx (L.E. Vera-
Avila)
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in environmental samples. Thus, polymeric sor-
bents packed in cartridges, precolumns or disks
have been used for the off-line or on-line extrac-
tion and preconcentration of a wide variety of
polar and medium polarity compounds (anilines,
phenols, chlorophenoxy acid herbicides, carba-
mates, etc.) from aqueous samples [1–5].

Due to their macroporous structure, large sur-
face areas and pore sizes, good rigidity and good
hydraulic properties, the low cost Amberlite
XAD-2 and XAD-4 adsorbents became very pop-
ular some years ago for the off-line SPE of or-
ganic micropollutants from water [6–9]. Although
these sorbents were later displaced from many of
their analytical applications by more efficient ma-
terials, some new application of functionalized
XAD copolymers have been recently published
for the off-line preconcentration of trace metals
and organometallic compounds [10–12].

On the other hand, on-line SPE is generally
carried out in modern pressure driven systems
where stainless steel precolumns packed with high
efficiency sorbents of small particle diameter (ca.
PRP-1 or PLRP-S type copolymers) are coupled
to a liquid chromatograph via switching valves.
However, the application of on-line SPE has been
actually extended to low pressure systems that still
require the use of adsorbents with coarser parti-
cles. Thus, a recent work [13] reports the on-line
coupling of an XAD-4 column with a flow injec-
tion analysis (FIA) manifold for the rapid enrich-
ment and determination of phenols in water and
wastewater.

Although there are many results in the litera-
ture that prove the effectiveness of the classical
XAD-2 or XAD-4 adsorbents for the extraction
and concentration of non-polar substances from
water, the reported recoveries or the reproducibil-
ity obtained for more hydrophilic compounds are
often contradictory or frankly disappointing
[8,14,15]. This is probably due to the different
experimental conditions used by the authors dur-
ing the adsorption step, whose effect is not appar-
ent with the strongly retained hydrophobic
compounds but has a great impact on the recov-
ery efficiency of the weakly retained substances.
Therefore, in view of the renewed interest in the
use of these materials for new applications, it

becomes necessary to carry out a systematic study
of the influence of the main operational parame-
ters on the adsorption of polar compounds.

This work presents the results obtained from
the frontal analysis of phenol, used as model
hydrophilic solute, in XAD-4 columns. The effect
of several experimental parameters on the phenol
breakpoint and on the front profile was deter-
mined and the impact of the results on the appli-
cation of this adsorbent for the SPE of organic
compounds from water is discussed.

1.1. Theoretical

The phenol fronts obtained at different experi-
mental conditions and all the results derived from
them are presented in normalized form to facili-
tate their comparison and analysis. Thus, the
abscissa scale for all the curves is given in number
of bed volumes of solution passed through the
column and the ordinate scale is the relative con-
centration of phenol in the effluent with respect to
its concentration in the influent (Eqs. (1) and (2)):

BV=V/(Pr2L) (1)

F=C/C0. (2)

Where, BV, is the number of bed volumes; V, is
the volume of solution passed through the column
(ml); r, is the internal column radius (cm); L, is
the (wetted) bed length (cm); F, is the relative
concentration of phenol in the effluent; C, is the
phenol concentration in the effluent at volume V
(mg l−1) and C0 is the phenol concentration in the
influent (mg l−1).

Flow-rates are expressed throughout in number
of bed volumes per hour (BV h−1). The relation
of these units with those commonly used in chro-
matography is given in Eq. (3):

BV h−1=60F/(Pr2L)=36006o/L (3)

where, F, is the volumic flow (ml min−1), 6, is the
linear velocity (cm s−1) and o, is the bulk porosity
of the bed.

Fig. 1 shows a typical front and its three most
important points, the breakthrough point (b), the
stoichiometric point (s) and the exhaustion or
equilibrium point (e). The first one defines the
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solute breakthrough volume (Vb), which corre-
sponds to the maximal allowable concentration of
solute in the effluent for a given process. The
second point defines the stoichiometric volume
(Vs), the vertical line passing through it (f–g) is
known as the stoichiometric front. The volume,
Vs, is a thermodynamical parameter (equivalent to
the retention volume) representing the volume of
influent that would ideally saturate the column if
the adsorption kinetics were infinitely rapid. Fi-
nally, the exhaustion or equilibrium volume Ve,
defined by the third point, corresponds to the real
saturation of the adsorbent capacity. From this
point, the solute concentration in the effluent
equals its concentration in the influent (F=1)
and all the adsorbent bed is in equilibrium with
the loading solution.

The area of the rectangle formed by tracing a
vertical line through any point ‘i ’ in the front (ca.
the rectangle fghkf in Fig. 1 for the stoichiometric
point, s) is proportional to the amount of solute
contained in a volume Vi of the influent (Vs in our
example). Inside this rectangle, the area over the
curve (kbsghk in Fig. 1) is proportional to the
amount of adsorbed solute and the area under the
curve (bsfb) to the amount of non-retained solute.
Therefore, the concentration of solute in the ad-
sorbent when the point ‘i ’ of the front exits the
column can be evaluated by means of Eq. (4):

qi=C0A %(i )(Vi−V0)[1 BV]/(Ar(i )W) (4)

where, Ar(i ) is the area of the rectangle defined by
the vertical line traced through point ‘i ’ and A %(i ) is
the area over the curve inside the rectangle (both
in the same units); Vi is the volume of solution
that has passed through the column at this point
(in number of bed volumes, BV); V0 is the void
volume (BV); [1 BV] is the volume occupied by
the adsorbent bed (l); W is the mass of dry
adsorbent in the column (g) and qi is the solute
concentration in the adsorbent (mg g−1). It is
necessary to mention that for points with abscissa
ViBVe the term ‘concentration in the adsorbent’
is not referred to an homogeneous concentration
because in these conditions there is a fraction of
unused bed in the column. However, to normalize
all the parameters used in this work, it has been
decided to relate the amount of adsorbed solute to
the mass of dry adsorbent in the column.

At the breakthrough point, all the solute con-
tained in the volume Vb of solution fed to the
column has been adsorbed. Thus, the concentra-
tion of solute in the adsorbent at this point (qb, in
mg g−1) can be easily calculated by means of Eq.
(5):

qb=C0(Vb−V0)[1 BV]/W (5)

Fig. 1. Frontal analysis curve in normalized coordinates. BV, number of bed volumes; F, solute concentration in the effluent with
respect to its concentration in the influent; b, breakthrough point; s, stoichiometric point; e, exhaustion point; Vb, breakthrough
volume; Vs, stoichiometric volume; Ve, exhaustion volume; f–g stoichiometric front.
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Fig. 2. Diagram of the experimental set-up. I, influent; P, peristaltic pump; V, selector valve; C, cross connector; UV,
fixed-wavelength (254 nm) detector; XAD-4, glass column (1.50 cm I.D.) with piston to adjust the column length; W, waste; R,
recorder.

On the other hand, the concentration of solute
in the adsorbent at the exhaustion or equi-
librium point (qe, in mg g−1) can be calculated
using the properties of the stoichiometric front
instead of Eq. (4). The vertical line representing
this front (f–g in Fig. 1) divides the real front
in such a way that the area under the curve
equals the area over the curve to the left and
right of this line respectively (areas A and B in
Fig. 1). Therefore, the amount of solute con-
tained in the volume Vs−V0 is the same as the
amount of solute adsorbed at exhaustion or sat-
uration of the bed, and Eq. (6) can be used to
determine qe:

qe=C0(Vs−V0)[1 BV]/W (6)

For any front, whatever its form and symmetry,
the stoichiometric center is placed so that the
vertical line traced through it forms a rectangle
(fghkf in Fig. 1) equal in area to the total
area over the breakthrough curve until the ex-
haustion point (area delimited by the points kb-
sehk in Fig. 1). When the front is perfectly
symmetrical, the stoichiometric center, s, corre-
sponds to the mid-height point of the curve
(F=0.50).

2. Experimental

2.1. Apparatus

A liquid chromatograph was used for the deter-
mination of phenol in the effluent samples col-
lected from the frontal analysis experiments. It
consisted of two Gilson model 305 and 306
pumps, a Gilson 805 manometric module, a
Gilson 811B dynamic mixer and a Spectromonitor
3200 variable wavelength detector from Thermo
Separation Products. Sample volumes of 20 ml
were injected by means of a 7125 Rheodyne valve
in a 150×4.6 mm I.D. Spherisorb (Phase Separa-
tions) ODS-2, 5 mm, column. Chromatograms
were recorded and integrated by a Hewlett-Pack-
ard 3396 Series II integrator. Quantitation was
based on peak area measurements. Other condi-
tions used throughout were: flow-rate 1 ml
min−1, detection wavelength 270 nm and detector
sensitivity 0.05 AU.

Fig. 2 shows the diagram of the experimental
setup used for the frontal analysis experiments. It
consisted of a 55 rpm peristaltic pump with a 303
pumphead from Watson–Marlow, a three-way
manual selector valve, a 15 mm I.D. glass column
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with a slipping piston to vary the column length
to a maximum of 15 cm and a model 153 fixed
wavelength, 254 nm, UV detector from Beckman.
The latter was used to follow the phenol desorp-
tion during the regeneration of the column. The
Teflon tubing lines from the column outlet, the
selector valve and the detector inlet were joined at
a cross connector. The fourth hole of the cross
was used for different purposes depending on the
operation being performed. During the adsorp-
tion stage it remained opened and was used as the
waste exit; effluent aliquots were thence collected
for analysis. In the desorption stage and when the
column was backwashed the hole was plugged.
Besides, for the backwashing operation, the detec-
tor inlet tubing was disconnected from the cross
and its corresponding hole was also plugged;
simultaneously, the column inlet tubing was dis-
connected from the selector valve and became the
waste exit. In fact, the selector valve and the cross
connector controlled the direction of the flow at
each stage of the experimental procedure. The
pump flow was sent toward the upper column end
during the adsorption and desorption operations,
toward the lower column end for the backwashing
of the column and directly toward the waste exit
at the cross connector when the pump was purged
with a new solution.

2.2. Chemicals

Analytical-reagent or HPLC-grade chemicals
were used. Methanol, glacial acetic acid, perchlo-
ric acid, diethyl ether and ammonium hydroxide
were purchased from Baker, acetonitrile was from
Prolabo, phenol from Mallinckrodt, 4-chlorophe-
nol from Merck and ammonium acetate from
Productos Quimicos, Monterrey.

The spiked aqueous solutions and the mobile
phases were prepared with type I reagent water
obtained from a Nanopure (Barnstead Ther-
molyne) deionizer. The mobile phases for the
HPLC determinations were acetonitrile–acetate
buffer 0.01 M (pH 4.5) mixtures. The solvent
proportions were, respectively, 25:75 (v/v) for the
analysis of aliquots only containing phenol and
35:65 (v/v) for the samples containing phenol and
4-chlorophenol.

Rohm and Haas, Mexico kindly provided Am-
berlite XAD-4, as 20–60 mesh (500 mm average)
particles. The resin was first rinsed with water and
then sequentially soxhlet extracted with methanol,
acetonitrile, diethyl ether and finally with
methanol again. The extraction time for each
solvent was 8 h. The purified adsorbent was
stored in methanol.

2.3. Frontal analysis

A portion of the methanol slurried Amberlite
XAD-4 was poured into the glass column and the
piston was adjusted �1.5 cm above the adsor-
bent bed. Then, the column was backwashed with
deionized water, beginning with a very slow flow
and increasing it progressively until the resin
beads occupied all the free space. Afterwards, the
flow was stopped and when the resin beads were
completely settled by gravity, the bed length was
measured to determine the bed volume [1 BV].

For the experiments carried out in this work,
two different bed lengths were used, 3.5 and 7.0
cm. The corresponding bed volumes calculated
from the column dimensions were 6.19 and 12.4
ml, respectively. The mass of dry resin contained
in each column was determined by collecting the
adsorbent and drying it in a stove at 60°C until
constant weight. The mean values resulting from
three independent measurements of the adsorbent
mass were 1.80 and 3.67 g for the 3.5 and 7.0 cm
bed lengths, respectively.

Before each adsorption experiment, the column
was conditioned in the normal downward flow
direction with an aqueous solution of the same
pH and composition as the one to be used later
but without the solute(s) of interest; at this time
the flow-rate was adjusted to the desired value.
Then, the phenol solution to be studied was
pumped through the column and effluent samples
were collected periodically and analyzed. How-
ever, due to the long duration of the adsorption
experiments (arriving in some cases to 36 h) and
the slight variations of the flow provided by the
peristaltic pump, the volume of solution passed
through the column and the elapsed time were
continuously monitored in order to calculate the
mean flow-rate. At the end of each adsorption
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experiment, the column was rinsed with deionized
water, regenerated with an adequate volume of
methanol and backwashed with water.

2.4. Desorption study

The XAD-4 column (3.5 cm) was previously
loaded with 2500 ml (404 BV) of a 10 mg l−1

phenol solution at pH 2 using a flow-rate of 1.13
ml min−1 (�11 BV h−1). From the results of the
adsorption study these conditions correspond to a
complete exhaustion of the bed and a phenol
loading of about 17 mg. Desorption was carried
out with methanol at different flow-rates or with
different solvents (methanol, aqueous NaOH so-
lutions at pH 10 and 12 or alkalinized methanol)
at a fixed flow-rate. The column effluent was
monitored by the fixed wavelength UV detector in
the sensitivity range of 0.64 AU. First, the solvent
was directly sent toward the detector in order to
register the baseline absorbance and then, through
the column for the elution of the adsorbed phe-
nol. After the passage of the void volume, the
absorbance abruptly increased, reached a plateau
(probably due to detector saturation) and then,
slowly decreased. Elution was considered to be
complete at the point where the absorbance was
1% of the total range (0.0064 AU) higher than the
baseline absorbance. The volume of solvent
passed through the column from the beginning of
the experiment to this point was taken as the
desorption volume.

3. Results and discussion

The experimental data of phenol concentration
in the effluent versus time were transformed to the
normalized parameters, F versus BV, and were
numerically analyzed to adjust a mathematical
expression representing the breakthrough curve or
front. Using the Origin© program, the best fit for
all the fronts was obtained with an exponential
equation of the Boltzmann type.

In the SPE application of adsorbent columns,
the most important parameter is the breakthrough
volume because it defines the maximum volume of
sample that can be loaded in a column for a

complete recovery of the solute of interest. In this
work, the breakthrough point was arbitrarily
defined for a phenol concentration in the effluent
equal to 1% of the influent concentration. Thus,
the breakthrough volumes at different experimen-
tal conditions were calculated with the adjusted
equation of the respective front using the point of
ordinate F=0.01; the phenol concentration in the
adsorbent at this point was calculated by means
of Eq. (5), neglecting the void volume.

On the other hand, for the determination of the
stoichiometric center it is necessary to have a
complete and well-defined front, which was not
the case for all the fronts obtained in this work.
In some cases, the final part of the curve was not
clearly defined, probably due to defects in the bed
structure formed during the settling of the parti-
cles after the backwashing procedure. In other
cases, the kinetic effects gave rise to incomplete
fronts, tending asymptotically toward the limiting
value at F=1. Therefore, it was decided to esti-
mate the value of Vs from the volume correspond-
ing to the mid-height point (F=0.50) of the front
and to use this value in Eq. (6), neglecting the
void volume, for the evaluation of the phenol
concentration in the adsorbent at equilibrium.
Although the latter is only an approximation of
the true equilibrium parameter, it can give a
reasonably good appreciation of the effect of dif-
ferent operating conditions on phenol adsorption
in Amberlite XAD-4.

3.1. Reproducibility of the frontal analysis data

Five replicate adsorption experiments were car-
ried out over a 6 month period using the same
XAD-4 column. In the intermediate time between
these experiments the column was used for other
parts of the study; therefore, it was subjected to
multiple adsorption–desorption cycles at different
conditions.

Table 1 shows the experimental conditions used
for the replicates and the results derived from the
breakthrough curves presented in the chronologi-
cal order in which the experiments were carried
out. It is observed that the results don’t show any
tendency over the time, demonstrating that the
column was not affected by the numerous experi-
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Table 1
Reproducibility. Reagent water solutions spiked at 10 mg l−1

of phenol and acidified to pH 2 with perchloric acid were
passed through a 1.50 cm I.D. glass column packed with
Amberlite XAD-4 (1.80 g, dry adsorbent basis)a

Vb (BV) qb (mg q̂e (mgExperi- V. s (BV)
ment g−1)g−1)

2.631 27476.5 9.42
2.61 28575.8 9.802

95.33 3.27 263 9.04
87.64 3.01 273 9.39

3.15 29191.7 10.05
2.93Mean 27785.4 9.53

10.3 3.95 3.9510.3RSD (%)

a The height and volume of the bed embedded in water were
3.5 cm and 6.19 ml, respectively. The mean flow-rate in the
five experiments was about 11 BV h−1. Vb, breakthrough
volume (in number of bed volumes); V. s, estimated stoichio-
metric volume; qb, phenol concentration in the adsorbent at
the breakthrough point (in mg g−1 of dry adsorbent); q̂e,
estimated phenol concentration in the adsorbent at equi-
librium.

point and a precision of �4% for those obtained
from the stoichiometric point estimator

3.2. Effect of the phenol concentration in the
influent

Fig. 3 shows the curves obtained from the
frontal analysis of phenol at various concentra-
tions in aqueous solutions. The characteristic
parameters derived from the curves are reported
in Table 2.

From these data it was possible to obtain the
approximate adsorption isotherm of phenol in the
system (Fig. 4) by relating the estimated equi-
librium concentration in the adsorbent, q̂e, and
the influent concentration, C0. The analysis of the
data demonstrated that the isotherm, of the Fre-
undlich type, was represented by Eq. (7):

logq̂e=0.201+0.736 log C0 (7)

(correlation coefficient=0.997).
The convexity of the adsorption isotherm indi-

cates that the distribution coefficient of phenol
between the adsorbent and the fluid decreases as
the concentration of the solute in the influent
increases. As a result, the stoichiometric volume,

ments carried out in it during this period. From
the statistical results, also reported in Table 1, it
can be deduced that the frontal analysis data are
reproducible with a precision of �10% for the
parameters calculated from the breakthrough

Fig. 3. Frontal analysis of phenol at different concentrations. Column: 1.50 cm I.D., packed with Amberlite XAD-4; 1.80 g (dry
basis); bed volume 6.19 ml; bed height 3.5 cm. Influent: phenol in acidified (pH 2) water, ionic strength 0.01 M. Mean flow-rate:
�11 BV h−1. Phenol concentration: " 5 mg l−1; 
 10 mg l−1; � 20 mg l−1; 	 40 mg l−1 and * 80 mg l−1.
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Table 2
Effect of the phenol concentrationa

qb (mg g−1) V. s (BV) q̂e (mg g−1) qb/q̂e (%)C0 (mg l−1) Vb (BV)

1.51 2825 4.8587.7 31
10 76.5 2.63 274 9.42 28

4.37 21420 14.763.5 30
8.21 16959.7 23.240 35

12.6 144 39.680 3245.7

a Same conditions as in Table 1 except for the concentration of phenol in the influent (C0).

Fig. 4. Adsorption isotherm of phenol. Abscissa: phenol concentration of the influent, C0 (mg l−1); ordinate: phenol equilibrium
concentration in the adsorbent, q̂e (mg g−1). The points represent the experimental data deduced from the frontal analysis curves
at different concentrations. The continuous line corresponds to the equation of the Freundlich adsorption isotherm obtained from
the regression analysis of the data.

being a measure of solute retention, also decreases
with concentration. This can be clearly appreci-
ated in the fronts of Fig. 3.

On the other hand, the breakthrough volume
decreases with phenol concentration, but this de-
crease is lower, in volume units, than that of the
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stoichiometric volume. The reason for this is that
Vs only depends on the thermodynamics of the
adsorption process while Vb is the result of ther-
modynamic and kinetic effects. In porous poly-
meric adsorbents, like Amberlite XAD
copolymers, the rate-controlling factor is intra-
particle diffusion (pore and surface diffusion); or,
it has been reported [16,17] that the effective
intraparticle diffusion coefficient increases with
the concentration of adsorbed compound. Con-
sidering that the dispersion of the transition zone
in the frontal analysis curves depends on the
adsorption kinetics, it is to be expected that an
increase in solute concentration will provoke a
compression of the transition zone. Indeed, this is
the effect observed in Fig. 3. Thus, as the phenol
concentration in the influent increases, the fronts
are sharpened and the breakthrough volume ap-
proaches the stoichiometric volume (Fig. 5).

For a given set of experimental conditions, the
‘efficiency of an adsorption process’ may be
defined as the extent to which the adsorbent is
loaded at the breakthrough point with respect to

its loading at saturation. From the data in Table
2 it can be seen that the combination of the
thermodynamic and kinetic effects results in a
rather constant process efficiency (measured by
qb/q̂e) in the range of phenol concentrations
studied.

Some practical considerations for the applica-
tion of XAD-4 columns in the extraction of or-
ganic compounds from water may be derived
from the results of this section. The most impor-
tant is that the volume of sample that can be
loaded in a given column (identified with Vb)
decreases when the concentration of the analyte in
solution increases. However, if the adsorption
isotherm is known and the breakthrough volume
is determined for one concentration of the solute
of interest, it is possible to predict the approxi-
mate breakthrough volumes for samples contain-
ing different concentrations. This is due to the
constancy of the process efficiency with concen-
tration but, as it will be shown in the next sec-
tions, other experimental conditions should be
kept constant.

Fig. 5. Effect of the influent phenol concentration, C0, on the dispersion of the transition zone in the fronts, evaluated from the
difference between the stoichiometric volume, Vs, and the breakthrough volume, Vb.
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Fig. 6. Frontal analysis of phenol at different flow-rates of the mobile phase. Influent: phenol, 5 mg l−1, in acidified (pH 2) water,
ionic strength 0.01 M. Mean flow-rate: " 6.94 VB h−1; 
 11.2 BV h−1; � 21.8 BV h−1; 	 94.4 BV h−1 and * 346 BV h−1.
Other conditions as in Fig. 3.

Table 3
Effect of the fluid flow-ratea

Vb (BV)Flow-rate (BV h−1) qb (mg g−1) V. s (BV) q̂e (mg g−1)

1386.94 2.38 4.65271
2821.5187.711.2 4.85

53.5 0.9221.8 265 4.56
94.4 1.65 0.03 251 4.31

73––346 –

a Same conditions as in Table 1 but the influent phenol concentration was 5 mg l−1 and the fluid flow-rate was varied.

3.3. Effect of the flow-rate

The phenol fronts obtained at different flow-
rates of the aqueous phase, from 6.9 to 346 BV
h−1, are presented in Fig. 6 and their characteris-
tic parameters are reported in Table 3. The curves
in Fig. 6 show that the front profile is very
sensitive to the flow-rate, with a transition zone
slope progressively decreasing as the flow-rate in-
creases. Indeed, when the flow-rate approaches
the value of 100 BV h−1, the sigmoidal form of
the front is completely lost and a very disperse
transition zone, practically starting at the void
volume, is obtained. For still higher flow-rates, a
considerable fraction of phenol appears in the
effluent from the beginning of the experiment.

The analysis of the front parameters is very
interesting. Table 3 shows that for flow-rates
lower than 100 BV h−1 the variation of the
stoichiometric volume estimator is rather small, of
the order of the experimental uncertainty. This is
a confirmation of the thermodynamic nature of
the stoichiometric point. Furthermore, it gives
support to the choice of the mid-height point in
the curve as a stoichiometric center estimator. The
equilibrium phenol concentration in the adsor-
bent, calculated from V. s, is thus practically identi-
cal in this range of flow-rates. From the
experimental point of view, this represents a great
advantage when the time required to obtain a
complete front is very long because the results
show that it is possible to evaluate the equilibrium
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parameter, qe, even from incomplete curves (ca.
curve obtained at 94.4 BV h−1 in Fig. 6). On the
other hand, the experiment performed at a flow-
rate of 346 BV h−1 is completely different. Here a
large fraction of the phenol molecules passed
through the column without interacting with the
adsorbent, therefore, the point of ordinate F=
0.50 in the curve does not have any particular
meaning.

A completely opposite situation is found for the
effect of flow-rate on the breakthrough point and
the parameters derived from it. Table 3 shows
that Vb and qb dramatically decrease as the flow-
rate of the aqueous phase increases. This effect is
exclusively due to the kinetics of the adsorption
process in Amberlite XAD-4. The slow diffusion
of the solute in the polymeric network requires of
very low fluid velocities in order to attain equi-
librium between the mobile and the stationary
phases. As the fluid velocity increases, the non-
equilibrium phenomena become predominant and
every point in the front, including the break-
through point and the exhaustion point, moves
away in volume units from the stoichiometric (or
equilibrium) point. The result of this is the pro-
gressive spreading of the transition zone as the
flow-rate increases. In fact, Fig. 6 shows that at
flow-rates approaching 100 BV h−1, the transition
zone is approximately as long as the column and
the breakthrough point emerges at the void vol-
ume. For higher flow-rates, the transition zone is
not formed because the column is too small to
contain it.

The results obtained in this section may explain
some of the contradictory reported data concern-
ing the solid phase extraction of hydrophilic com-
pounds from water. A closer examination of
several published works has permitted us to esti-
mate that, in general, sample volumes from 100 to
1000 BV are loaded in XAD-2 or XAD-4 columns
at flow-rates varying between 50 and 1000 BV
h−1 for the SPE of organic pollutants from
aqueous solutions. The great differences in oper-
ating conditions are reflected in the variability of
the reported phenol recoveries, from 5% [8] to
100% [14], when this solute is present in the
samples. In fact, the fronts of Fig. 6 demonstrate
that when the aqueous samples are loaded in

XAD-4 columns at flow-rates higher than 100 BV
h−1, a non negligible fraction of phenol appears
in the effluent from the void volume, resulting in
low but not null solute recoveries. This is so
because at these high flow-rates the transition
zone is not formed and the saturation point is not
reached; therefore, a fraction of the compound
continues to be adsorbed during the passage of
very large volumes of solution. Thus, depending
on the flow-rate and the number of bed volumes
of sample loaded in the column, large variations
in solute recoveries might be observed. On the
other hand, it must be mentioned that the highest
reported phenol recovery [14] was obtained with a
sample of �150 BV passed through the column
at a flow-rate of about 1000 BV h−1, but the
column had been packed with XAD-4 beads pre-
viously ground and sieved. It is known that with
a narrow size distribution of small adsorbent par-
ticles, the adsorption kinetics is considerably im-
proved, the effect of flow-rate is minimized and
the volume of sample that can be loaded in a SPE
column without breakthrough of the analyte ap-
proaches the stoichiometric volume. Table 3
shows that the latter is indeed notably higher than
150 BV.

3.4. Effect of the ionic strength and the pH of
the influent

The characteristic parameters derived from the
frontal analysis of phenol solutions containing
different salt concentrations are reported in Table
4. The experimental conditions were identical to
those used in the reproducibility study but sodium
perchlorate was added as required to fix the ionic
strength of the aqueous phase to the desired
value. Besides, for the experiment carried out at
zero ionic strength the solution was not acidified.
It is observed that, in the range of ionic strength
from 0to 0.5 M, the parameters derived from the
different experiments are very similar and don’t
show any tendency. In fact, they also are com-
parable to those obtained from the reproducibility
experiments (Table 1). In the latter, the relative
standard deviation (RSD) obtained from five
replicates of the experiment at an ionic strength of
0.01 M was about 10% for the parameters derived
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from the breakthrough point and about 4% for
those derived from the stoichiometric point esti-
mator. Considering that a similar RSD could be
expected for the results of the experiments per-
formed at other ionic strengths, it can be con-
cluded that in the studied salt concentration
range, this parameter does not have any influence
on phenol adsorption.

An additional experiment was carried out at an
ionic strength of 1 M. However, in this solution of
high density the resin grains floated in the free
space left at the upper end of the column and the
bed was completely disturbed. As a consequence,
the phenol breakthrough occurred from the begin-

ning of the experiment and the obtained curve
was too dispersed.

Fig. 7 shows the fronts obtained from acid,
neutral and basic phenol solutions. These curves
reflect the acid–base behavior of phenol (pKa=
9.9); at pH 2 and 7 the fronts are practically
identical because in these conditions phenol is
completely in the molecular form and its retention
in a reverse-phase adsorbent is maximal. On the
other hand, at pH 10 a fraction of about 56% of
phenol is ionized and this suffices to provoke a
strong decrease of retention in the XAD-4 copoly-
mer. Thus, the pH of the aqueous phase has a
very important effect on the adsorption of com-

Table 4
Effect of the ionic strengtha

V. s (BV) q̂e (mg g−1)Ionic strength (M) Vb (BV) qb (mg g−1)

287 9.870 95.3 3.27
2.61 2850.01 75.8 9.80

9.113.34 26597.30.05
260 8.940.10 86.9 2.99

9.702822.7379.30.50
276 9.48Mean 86.9 2.99

4.5 4.5RSD (%) 10.9 10.8

a The required amount of sodium perchlorate was added to the aqueous phase to fix the ionic strength. Other conditions as in
Table 1, except for the experiment at zero ionic strength where the solution was not acidified.

Fig. 7. Frontal analysis of phenol at different pH of the aqueous phase. Influent: phenol, 10 mg l−1, in aqueous solutions
containing: " 0.01 M perchloric acid (pH 2); 
 0.01 M ammonium acetate (pH 7) and � 0.01 M ammonium acetate with 0.013
M ammonia (pH 10). Other conditions as in Fig. 3.
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Fig. 8. Effect of a competitor solute on the phenol fronts. Frontal analysis curves of: � phenol, 10 mg l−1, in an aqueous solution
without competitor solutes; " phenol, 10 mg l−1, in an aqueous solution containing 50 mg l−1 of 4-chlorophenol and 
 beginning
of the 4-chlorophenol front. Other conditions as in Fig. 3.

Table 5
Effect of a competitor solute. Same conditions as in Table 1, except that 4-chlorophenol (50 mg l−1) was added to the influent in
one of the experiments

qb (mg g−1) q̂e (mg g−1)Vb (BV) V. s (BV)

273Without 4-chlorophenol 9.3987.6 3.01
62.1With 4-chlorophenol –2.13 210

pounds with acid–base properties but only when
this parameter approaches the pKa value of the
solute. Indeed, the results obtained at pH 2 and 7
indicate that the pH of the influent does not have
any influence on the adsorption of molecular
solutes.

3.5. Effect of a competitor solute in the influent

A comparison of the phenol fronts obtained
from a 10 mg l−1 solution of phenol alone and
the same solution containing 50 mg l−1 of 4-
chlorophenol is shown in Fig. 8. In the same
figure is also shown the beginning of the break-
through curve of the competitor solute. The char-
acteristic parameters of the phenol curves are
reported in Table 5.

It is observed that the presence of a compound
more hydrophobic than phenol and more strongly
retained on the XAD-4 adsorbent provokes a
shift of the phenol front toward lower volumes.
This indicates that the capacity of the column to
adsorb the weak hydrophilic compounds is fur-
ther reduced when the aqueous phase contains
significant concentrations of other solutes that can
advantageously compete for the adsorption sites.
This fact must be considered in SPE applications
of XAD copolymers. Thus, a method developed
for the SPE of an hydrophilic compound from a
‘clean’ water sample (ca. tap water or potable
water) should probably have to be modified for
‘dirty’ samples (wastewater or even river water).

Another interesting feature to be observed in
Fig. 8 is a maximum in the phenol curve that
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largely exceeds the limiting value at F=1 when
the influent contains 4-chlorophenol. Indeed, the
height of this curve reaches a value of about 1.6,
which means that the phenol concentration in the
effluent arrives to be 60% higher than in the
influent! Then, when the chlorophenol front be-
gins to emerge from the column, the decline of the
phenol curve also begins. In fact, Don DeVault
predicted the ‘excess concentration’ of the less
retained solute in the effluent since the 1940s [18]
in his study of multicomponent adsorption. A
simplified explanation of this phenomenon for a
two-component system is given below.

The weakest adsorbate (phenol in our case),
usually the most rapid from both the kinetic and
the chromatographic points of view, arrives first
to the adsorption sites where maximum adsorp-
tion occurs as if this compound was alone in the
solution. When the slow strongest adsorbate (4-
chlorophenol) reaches the active sites, it displaces
some of the previously adsorbed weak solute pro-
voking an increase of its concentration in the
fluid. Thus, an excess concentration of the weak
compound appears in the mobile phase migrating
between the two fronts. As the adsorption of the
strong solute progresses to its saturation point,

the displacement of the adsorbed weak solute
decreases and so does its excess concentration in
the fluid. Finally, both compounds reach the equi-
librium state at the exhaustion point of the second
(slower) front and their respective concentrations
in the mobile phase equal their concentrations in
the influent.

From the results obtained in this section it is
not possible to ascertain whether our estimator of
the stoichiometric volume, the point with ordinate
F=0.50, may or may not be used to calculate the
equilibrium concentration of phenol in the adsor-
bent when an excess concentration of this solute
appears in the effluent. Therefore, for this case,
the parameter q̂e is not reported in Table 5.

3.6. Comparison of results obtained in different
bed sizes

A new column with twice the height, the bed
volume and the weight of dry adsorbent, with
respect to the previous experiments, was prepared.
A phenol front was obtained in this ‘long’ column
using the same normalized flow-rate (11 BV h−1)
and the same aqueous phase composition that
were used in the reproducibility study with the

Fig. 9. Frontal analysis of phenol in columns of different size. Column: 1.50 cm I.D. packed with Amberlite XAD-4, � 1.80 g (dry
basis), bed volume 6.19 ml, bed height 3.5 cm and 	 3.67 g (dry basis), bed volume 12.4 ml, bed height 7.0 cm. Influent: phenol,
10 mg l−1, in acidified (pH 2) water, ionic strength 0.01 M. Flow-rate �11 BV h−1.
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Table 6
Adsorption in columns of different sizea

Vb (BV) qb (mg g−1) V. s (BV) q̂e (mg g−1)

3.27Short column 26395.3 9.04
3.16Long column 24993.5 8.41

a Conditions: short column packed with Amberlite XAD-4 (1.80 g, dry basis); the height and volume of the wetted bed were 3.5
cm and 6.2 ml, respectively. Long column packed with Amberlite XAD-4 (3.67 g, dry basis), the height and volume of the wetted
bed were 7 cm and 12.4 ml, respectively. The mean flow-rate in both columns was �11 BV h−1. Other conditions as in Table 1.

‘short’ column. For comparison Fig. 9 shows the
fronts obtained with the two bed sizes and their
characteristic parameters are reported in Table 6.

It is observed that the initial part of the two
fronts is almost superimposed and the break-
through volumes are practically identical when
expressed in number of bed volumes. This indi-
cates that the amount of phenol adsorbed in the
column at the breakthrough point is directly pro-
portional to the bed size. In other words, the
concentration of phenol in the adsorbent at this
point is independent of the bed size if the columns
are loaded with the same influent and are oper-
ated at the same normalized flow-rate. Although
this conclusion may seem too evident, it is impor-
tant to note that the same normalized flow-rate
(BV h−1) in columns of different length impli-
cates that the fluid linear velocity (cm s−1) or the
volumic flow-rate (ml min−1) is proportionally
higher in the longer column. Or, it has been
demonstrated in a previous section that Vb and
qb, strongly decreased when the flow-rate of the
aqueous phase increased; however, in those exper-
iments the variations in fluid velocity, volumic
flow-rate and normalized flow-rate were all pro-
portional because the column length was the
same. Therefore, it seems that to compare and
understand the real effect of variations in operat-
ing conditions for adsorption processes, it is ad-
visable to normalize some parameters. In
particular, fluid volume, effluent concentrations
and volumic flow-rates (or linear velocities)
should be transformed to number of bed volumes
(BV), relative concentrations (F) and number of
bed volumes per unit time (BV h−1), respectively.

The slight shift of the fronts observed in Fig. 9
can be attributed to a difference of bed structure

in the columns. Indeed, the settling and arrange-
ment of the adsorbent particles after the back-
washing procedure cannot be expected to be
identical when the adsorbent amount and the
column length are different. Nevertheless, within
the experimental precision, the parameters derived
from the curves, and expressed in normalized
units, can be considered to be very similar for the
two column lengths.

The results obtained in this section are very
interesting for SPE applications. It has been
demonstrated that the data derived from a frontal
analysis in one column can be used to scale up or
down the adsorption experiment as required by
simply modifying the column length. If the nor-
malized flow-rate is kept constant, the break-
through volume (in number of bed volumes) will
be the same whatever the column length.

3.7. Phenol desorption

Methanol, aqueous solutions of NaOH (10−2

and 10−4 M) and methanol solutions of NaOH
(same concentrations) were tested as desorption
solvents for the elution of phenol from the XAD-
4 column. In all the experiments, the column (3.5
cm bed length) had been previously loaded to
exhaustion using the same conditions, namely a
flow-rate of �11 BV h−1 and a 10 mg l−1

aqueous phenol solution at pH 2. From the previ-
ous experiments (Table 1), these conditions during
the adsorption stage correspond to the following
mean parameters: Vb=85.4 BV; qb=2.93 mg
g−1; V. s=277 BV and q̂e=9.53 mg g−1.

The solvent volumes required for the complete
elution of phenol (desorption volumes) at the
different conditions assayed are reported in Table
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7. From these results, methanol is considerably
more efficient for phenol desorption than the
aqueous NaOH solutions. Indeed, the addition of
NaOH to methanol does not appreciably change
the eluent strength with respect to pure
methanol. On the other hand, the solvent flow-
rate also has an effect on the desorption effi-
ciency; an increase in the flow-rate from �3 to
�50 BV h−1 provokes an increase of about 1.8
times in the desorption volume. However, this
effect is small by comparison with the effect of
the flow-rate on the breakthrough volume during
the adsorption process.

For the SPE application of XAD-4 columns, it
is interesting to define a ‘concentration factor’
(CF) relating the phenol concentration in the
desorption volume to its concentration in the
aqueous sample loaded in the column (Eq. (8)):

CF= (q×W)/(Vdes× [1 BV]×C0) (8)

where, Vdes is the desorption volume (BV), C0 is
the phenol concentration in the aqueous sample
(mg l−1) and q is the phenol concentration in the
adsorbent (mg g−1) corresponding to the operat-
ing conditions used during the adsorption. The
ratio W/[1 BV] (mass of dry adsorbent in the
column/volume of the wetted bed, in g l−1) is
expected to be practically constant for Amberlite
XAD-4 columns.

For analytical applications, where a quantita-
tive recovery of the analyte is required, the vol-

ume of sample loaded in the column is at most
the breakthrough volume and q=qb. For other
applications, where quantitation is not a require-
ment, the column can be loaded to exhaustion
and q=qe. In this case, the result of Eq. (8)
corresponds to the maximum concentration fac-
tor attainable in the SPE experiment for the op-
erating conditions used during the
adsorption–desorption cycle (desorption flow-
rate and phenol concentration in the sample). It
is important to note that the maximum CF is
probably independent of the column length if the
same normalized flow-rate is used for desorption.

For illustration, the last column of Table 7
gives the concentration factors for the experi-
ments reported in this section. These results show
that an hydrophilic compound as phenol cannot
be concentrated from an aqueous sample con-
taining 10 mg l−1 of this solute more than �50
times, when a XAD-4 column is used for the
SPE of the sample and methanol is used for
desorption. A somewhat higher concentration
factor should be expected with a less polar des-
orption solvent, as acetonitrile, because Vdes de-
pends on the solvent strength. Besides, the
maximum concentration factor must also be
higher when the water sample contains lower
phenol concentrations because, due to the con-
vexity of the adsorption isotherm, the distribu-
tion coefficient (qe/C0) increases as the
concentration decreases.

Table 7
Phenol desorptiona

Desorption solvent Flow-rate (BV h−1) Desorption volume (BV) Concentration factor

Methanol 2.96 5.3 52
8.11Methanol 6.8 40

Methanol 13.6 7.1 39
37Methanol 7.416.7

26.4Methanol 8.3 33
Methanol 49.7 9.4 29

11.7NaOH (10−4 M) in water 38 7
11.4NaOH (10−2 M) in water 30 9

NaOH (10−4 M) in methanol 11.7 6.9 40
11.5 6.2 44NaOH (10−2 M) in methanol

a Conditions: the Amberlite XAD-4 column (bed volume 6.19 ml) was previously loaded to exhaustion with a 10 mg l−1 aqueous
phenol solution at pH 2 using a flow-rate of �11 BV h−1. The elution of the analyte was carried out with different solvents and
at different flow-rates.
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It is interesting to notice that if the column is
only loaded with the sample until the break-
through point of the analyte, the concentration
factor will decrease considerably with respect to
its maximum value (more than three times in the
case of the experiments reported in Table 7). The
responsibility for this comes from the slow ad-
sorption kinetics in Amberlite XAD-4. Thus, in
order to improve the efficiency of an SPE system
using XAD-4 columns for the extraction, concen-
tration and quantitative recovery of hydrophilic
compounds from water, it is essential to work at
very low flow-rates, especially, during the adsorp-
tion stage. An alternative way to improve the
efficiency would be the use of smaller XAD-4
beads to pack the column. In either case there is a
price to be paid, a time-consuming operation in
the former or more complex and expensive equip-
ment due to the column pressure drop in the
latter.

4. Conclusions

The effect of the main operating conditions on
the adsorption of a polar compound from water
in Amberlite XAD-4 columns has been deter-
mined. The most important facts concerning the
solid-phase extraction application of these
columns are the following:
1. For an efficient adsorption of a compound in

these columns, which means the largest possi-
ble breakthrough volumes, it is necessary to
work at low flow-rates, preferably no more
than about 10 BV h−1. When the compound
of interest is an hydrophilic one, as phenol, it
is inadvisable to pass the influent through the
column at flow-rates of the order of, or higher
than, 100 BV h−1 because the solute will begin
to emerge from the column at the void vol-
ume, even if its distribution coefficient predicts
a higher retention.

2. The breakthrough volume (in number of bed
volumes) of a compound in a particular sam-
ple is the same in columns of different sizes if,
and only if, they are all operated at the same
normalized flow-rate. This should permit to
predict the size of the column required for a

particular application if one adsorption experi-
ment is run in, for example, a small column.
For the latter, it is not necessary to trace the
whole adsorption curve, only the break-
through volume at the chosen flow-rate has to
be determined.

3. It was observed that, at a given flow-rate, the
efficiency of the adsorption process was inde-
pendent of the solute concentration in the
sample. This means that the ratio of break-
through volume to stoichiometric (or reten-
tion) volume is constant at constant flow-rate.
Therefore, if the adsorption isotherm of the
compound is known and its breakthrough vol-
ume at some concentration is determined, it is
possible to predict the breakthrough volume at
other concentrations.

4. The volume of eluent required to completely
remove a compound adsorbed in an XAD-4
column depends on the flow-rate of the des-
orption solvent, although this parameter is not
so critical as in the adsorption stage. There-
fore, the concentration factor obtained for a
compound during an adsorption–desorption
cycle in these columns will be optimal if both
stages are performed at low flow-rate.

It should be noted that the above conclusions
were derived from columns packed with the com-
mercial XAD-4 copolymer. For other polymeric
adsorbents of small particle diameter or for the
same XAD product previously ground and sieved,
the effect of the flow-rate is considerably mini-
mized but at the cost of an increase in the pres-
sure drop of the column, which could be
unacceptable for some applications (ca. on-line
SPE-FIA). Nevertheless, besides the great effect
of the flow-rate, all the conclusions derived from
this work remain qualitatively valid regardless the
particle diameter of the adsorbent.

On the other hand, this study demonstrates
that, when the commercial XAD-4 sorbents are
used for the SPE of polar compounds, a careful
control of the flow-rate is necessary in order to
obtain reproducible results and good recoveries.
The common practice of rapidly passing the sam-
ple through the cartridge by means of a syringe is
not adequate in these cases.
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Abstract

Inverse least-squares (ILS) regression was used for the simultaneous UV spectrophotometric determination of the
active principle (beclomethasone dipropionate) and a solvent (phenylethyl alcohol) in a pharmaceutical preparation
commercially available in nasal spray form. A factorial design was used to establish the calibration equations, which
enables the construction of calibration models using a minimum number of samples. The operating wavelengths were
chosen by first choosing that coinciding with the absorption maximum for the analyte to be determined and then
adding terms, one at a time, following the stepwise-forward procedure until no significantly improved S.E. is
obtained. Single calibration equations were found for both constituents that provide satisfactory results in absorbance
mode. The ILS procedure was applied to five industrial preparations with highly satisfactory results. In all,
coefficients of variation values were less than 2%. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Inverse least-squares regression; Experimental design; Beclomethasone dipropionate; Phenylethyl alcohol

1. Introduction

Beclomethasone dipropionate (BDP) is an ac-
tive pharmaceutical principle with anti-inflamma-
tory properties that can be administered in
various forms. When it is applied as a nasal spray

it often includes a family of surfactants, i.e. ben-
zalconium chloride (BKC), that act as emulsifiers
and preservatives, and phenylethyl alcohol (PEA),
that mainly works as a solvent.

Most methods reported for the determination
of BDP in pharmaceutical preparations rely on a
separation technique, such as HPLC [1–4], gas
chromatography [5], capillary electrophoresis [4]
and polarography [6]. On the other hand, spec-
trophotometric techniques have scarcely been
used; the few available methods of this type for

* Corresponding author. Tel.: +34-93581367; fax: +34-
935812379.
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Fig. 1. UV–Vis absorbance spectra for (1) Béconase (diluted
1:25, w/v), (2) BDP (20 mg ml−1), (3) PEA (0.1 ml ml−1) and
(4) BKC (9 mg ml−1).

The literature abounds with applications of
multivariate calibration (MC) procedures to the
analysis of pharmaceutical preparations [9–12].
Most point out to the high potential of MC for
the simultaneous determination of several ab-
sorbing components and the substantial time and
economic savings derived from its use as a substi-
tute for HPLC in routine control analyses.
Among MC techniques one of the most useful
and simple is the inverse least-squares (ILS) re-
gression. The principles of ILS are well known
and widely documented [13]. It is a very simple
calibration procedure of wide use in near-infrared
(NIR) spectroscopy since the 1970s [14] but
scarcely employed in UV spectrophotometry to
date. Essentially, ILS is a least-squares method
that uses the inverse of Beer’s law as its model.
That is, concentration is modelled as a linear
combination of absorbances. Two or three wave-
lengths are usually enough, so the ILS technique
is specially well suited to filter instruments. The
main problem with ILS lies in selecting the wave-
lengths to be used. A bad choice of them would
imply elimination of useful information or an
overfitting. However it can work successfully
without knowing all the sample constituents and
it is not affected by interactions between con-
stituents, which are its main advantages over
CLS.

Formal optimization techniques are often used
to prepare sets of experiments in order to get the
maximum information on the system with the
minimum economic cost and waste of time in its
preparation. One of the most used techniques are
factorial designs [15,16] which rely on the

BDP determination include two that involve uni-
variate calibration [7,8] and one that uses classical
least-squares regression [4].

Fig. 2. Laboratory-made sample distribution within calibra-
tion and validation sets in the factorial design and its final
concentration values in the measured solutions.

Table 1
Figures of merit and RSEP values for calibration of laboratory samples using the MW and the SW selection method

RSEPC (%) RSEPP (%)Analyte RMethod SECb0 b1 b2 b3

– 0.999 0.65BDP (mg 1.41SW, MW l1=240, l2= 1.39−0.001 0.056 0.066
ml−1) 272

0.992 5.107.83PEA (nl SW l1=220, l2= 2.12– −0.1 −0.4 0.6
226, l3=222ml−1)

−4.8 0.999 0.88MW l1=260, l2= 0.75 1.28– 5.2 −0.4
300, l3=258
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Table 2
Results obtained in the analysis of five production samples using the proposed ILS-MW and the standard addition methods

Standard additionProposed

C.V. (%) Concentration added**Average* Average C.V. (%)

1.44 0.12, 0.18, 0.24 0.50BDP (mg ml−1) 1.790.49
1.23 0.72, 1.02, 1.64 2.482.47 1.13PEA (nl ml−1)

* Labelled content: 0.50 mg ml−1 for BDP and 2.50 nl ml−1 for PEA.
** mg ml−1 For BDP and nl ml−1 for PEA.

availability of a mathematical description for
identifying the optimum and carefully plans all
the experiments prior to implementation.

The goal of this work was to find a simple,
rapid and robust analysis method to determine
BDP and PEA in a pharmaceutical preparation
and compare it with the reference method, HPLC.
BKC was excluded from the study due to its
extremely low absorption values in front BPD and
PEA absorption values at the level of pharmaceu-
tical preparation contents. ILS was applied to
simultaneous spectrophotometric determination
of both constituents. The first wavelength in-
cluded in the calibration equations are made to
coincide with the maximum adsorption of the
analyte to be determined and the others followed
the forward stepwise wavelength selection proce-
dure. The results thus obtained were compared
with those provided by solely using the forward
stepwise procedure, which is included in most
statistical software.

1.1. Theoretical background

The ILS procedure is based on the relationship
between concentration and absorbance values ob-
tained at several selected wavelengths. As a rule,
the concentration is expressed as a linear combi-
nation of the apparent absorbance at the different
measurement wavelengths. The calibration equa-
tion thus obtained by using n different wave-
lengths is

c=b0+ %
n

i=1

biAli
+e

where c is the concentration, Ali
is the absorbance

at wavelength li, bi is the regression coefficients

calculated by least-squares fitting during calibra-
tion, and e is the residual.

Choosing an appropriate wavelength in this
context is pivotal to obtaining accurate results. In
the forward stepwise selection procedure the
wavelengths are chosen by first choosing that
which is most highly correlated with the analyte
concentration and then adding terms, one at a
time, until no significantly improved S.E. is
obtained.

2. Experimental

2.1. Samples and chemicals

The nasal spray Béconase as well as the stan-
dards of active ingredients and excipients were a
gift from Glaxo Welcome (Aranda de Duero,
Burgos, Spain). Solvents used were methanol (for
HPLC, Panreac, Montcada i Reixac, Spain) and
acetonitrile (for HPLC, Carlo Erba, Rodano,
Italy). The nominal content of BDP, PEA and
BKC in the product are 0.5 mg mg−1, 2.5 nl mg−1

(2.55 ng mg−1) and 0.22 mg mg−1, respectively.
Stock solutions were prepared for these com-

Table 3
Reproducibility values obtained for the determination carried
out using ILS-UV spectroscopy and HPLC

Method Reproducibility C.V. (%) (n=5)

BPD PEA

HPLC 2.45 2.65
UV-ILS 1.44 1.23
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pounds and for all the substances that compose
the excipient: cellulose microcristalline, sodium
carboxymethyl cellulose, glucose and polysorbate
80 (none presents UV absorption).

2.2. Sample preparation

The prepared stock solutions were used to
make a set of 13 samples. The first nine were
made according to a 32 whole factorial design
comprising the two compounds, BDP and PEA,
at three different concentration levels (viz. 10, 20
and 30 mg ml−1for BDP and 0.05, 0.1 and 0.15 ml
ml−1 for PEA, corresponding to 50, 100 and
150% of the nominal value after the proper dilu-
tion). The other four were made corresponding to
four intermediate positions of the whole factor
design. Accurately known and randomly chosen
amounts close to the nominal values in the prepa-
ration for BKC and the excipients were added to
the samples. These 13 samples were labelled labo-
ratory samples (LS). In all, five production sam-
ples were used. This set was labelled production
samples set (PS).

The sample treatment used was: 1 g of nasal
spray Béconase was weighted and acetonitrile
added to a final volume of 25 ml. The mixture
was sonicated for 2 min and centrifuged at 3000
r.p.m. for 5 min. The spectrum for the superna-
tant solution was recorded between 190 and 350
nm against a blank consisting of acetonitrile.

2.3. Apparatus

UV spectra were recorded on a Hewlett-Pack-
ard HP 8452A diode array spectrophotometer
equipped with an HP 7470 plotter, also from
Hewlett-Packard, and connected to an IBM PC-
AT compatible computer via an HP–IB interface.
The software used, HP 89530 MS-DOS UV/VIS,
includes modules for instrumental control and
recording of UV–vis spectra. Absorbance spectra
were recorded by using quartz cuvettes of 1 cm
path length.

2.4. Data processing

First wavelength for ILS calibration was chosen

in two ways: the analyst selects those that corre-
spond to the maximum absorption wavelength for
the analyte to be determined (labelled manual
wavelength selection method, MW) or by using
the automatic forward stepwise selection method
(SW) implemented in near infrared spectral analy-
sis software (NSAS v. 3.20 software suite)
(NIRSystems, Silver Spring, MD, USA). In both
cases, the second wavelength was chosen follow-
ing the automatic forward stepwise method, that
is to say, those that leads to the lowest S.E. of
calibration (SEC) from predicted samples used in
the calibration set and the multiple correlation
coefficient (R) that was closest to unity. This
procedure was successively repeated to add new
terms to the equation until no significant improve-
ment was obtained. The expression for SEC and
R were thus as follows:

SEC=

D %
n

i=1

(Cprei
−Crefi

)2

n−m−1

R=

D%
n

i=1

(Cprei
−C( )2

%
n

i=1

(Crefi
−C( )2

where n is the number of samples used for calibra-
tion, m is the number of independent variables, C(
is the average reference concentration, and Cprei

and Crefi
the predicted and reference concentra-

tion, respectively, for sample i.The precision with
which the analyte was quantified in the whole
prediction set was defined in terms of the relative
standard error of prediction (RSEP):

RSEP (%)=

D%
n

i=1

(Cprei
−Crefi

)2

%
n

i=1

C refi

2

where Crefi
is the reference concentration, Cprei

that calculated by the model and n the number of
samples used. This value was expressed as RSEPC
when referring to calibration samples and as
RSEPP when applied to prediction samples—the
latter where used to validate the calibration
model.
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3. Results and discussion

The preparation studied contained three ab-
sorbing components, viz. the active principle
(BDP), a surfactant (BKC) and a solvent (PEA),
but BKC had negligible absorption in front of
the other two at the nominal concentration of
the preparation. Therefore, we focused on the
determination of BPD and PEA. Fig. 1 shows
the UV spectra for BDP, BKC, PEA and Bé-
conase at a concentration ratio identical to that
in the preparation. As can be seen, BDP ab-
sorption was markedly stronger than PEA ab-
sorption and the two spectra extensively
overlapped.

The predictive capacity of the proposed meth-
ods for the quantitation of BDP and PEA was
assessed by constructing a calibration model
from laboratory-made solutions. Calibration
samples were prepared by using a factorial de-
sign 32, consisting of two factors (BDP and
PEA) and three concentration levels approxi-
mately corresponding to the nominal content in
the pharmaceutical, 50 and 150%, respectively.
This set was labelled calibration set (CS). The
predictive capacity of the calibration models was
evaluated by preparing four additional samples
with concentration values within the previous
concentration ranges. This set was labelled vali-
dation set (VS). Fig. 2 shows the laboratory-
made sample distribution within both sets, CS
and VS, and its concentration values after the
proper dilution.

Table 1 shows the results (the wavelengths
used, the coefficients for the corresponding cali-
bration equations and the values of the statistics
used) provided by an ILS calibration model us-
ing the MW described above, for BDP and PEA
respectively. As can be seen, BDP needed an
equation containing only two wavelengths (viz.
240 and 272 nm) to provide a good fit, with
RSEP values below 1.5% for both prediction
and calibration sets. On the other hand, PEA
needed three wavelengths (viz. 260, 300 and 258
nm) to provide a good fit, with similar RSEP
values. Correction terms at 300 and 258 nm
were included in the calibration equation to cor-
rect baseline drifts due to scattering produced

by particles in suspension or the contributions
of other compounds (BKC). Table 1 also shows
the results obtained using SW. The results ob-
tained for BDP were exactly the same, but for
PEA the selected wavelengths changed. By SW
three different wavelengths were used (viz. 220,
226 and 222 nm), but these led to a worse fit
and RSEP values than those by fixing the first
wavelength beforehand. The ILS-MW method
was thus more suitable than the ILS-SW
method and was chosen for calibration.

Once the optimum calibration model was es-
tablished the proposed method was used to de-
termine the PS set, composed of five
manufacturing samples. The accuracy and repro-
ducibility of the results were assessed by the
standard addition method (three additions of
both compounds corresponding to 4.7, 7.6 and
9.5 mg ml−1 for BPD and 0.03, 0.04 and 0.06 ml
ml−1 for PEA after the properly dilution).
Table 2 gives the average values for the five
samples of the PS set using both methods. As
shown, there was no significant differences be-
tween the proposed and the standard addition
methods, either for BDP or for PEA. The co-
efficients of variation were less than 2% for both
components which testifies to the reproducibility
of the proposed method. Note the high consis-
tency of the results provided by the proposed
method. Table 3 shows the comparison between
these results and those obtained by HPLC pub-
lished by Bernal in a previous paper [4]. From
the values in Table 3 it can be deduced that the
UV-ILS-MW method renders slightly better val-
ues than HPLC (reference method).

4. Conclusions

The ILS method applied to UV spectrophoto-
metric data is an effective tool to the simulta-
neous quantitation of beclomethasone
dipropionate and phenylethyl alcohol in a phar-
maceutical preparation. Although the complexity
of the sample preparation is similar in both
methods used, the total time per analysis is sig-
nificantly shorter using the UV technique than
that required when HPLC is employed.
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The use of an experimental design allows the
establishment of the calibration equation using a
minimum of samples and assures the correct de-
termination of samples with high deviations from
the nominal values.

Manually choosing the first wavelength (that
coinciding with the absorption maximum for the
analyte to be determined) is an effective alterna-
tive to the automatic forward stepwise selection
method, specially with analytes overlapped with
other of higher absorption.

In summary, the UV-ILS method gives a faster
and slightly better analysis than the reference
HPLC method. The accuracy and precision of the
UV method is slightly better than HPLC and
these characteristics make this methodology suit-
able for a fast control analysis of the manufac-
tured pharmaceuticals.
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Abstract

A chemometric methodology was proposed to optimize the migration time, height equivalent to a theoretical plate
and separation of a mixture of a series of imidazole compounds by capillary electrophoresis. The optimization process
was based on a special polynomial from 9 or 18 preliminary experiments. This method connects a general simplex
method to a computer. A simplex two or three optimization–capillary electrophoresis (STO-CE) method has been
developed in our laboratory. The most efficient separation was achieved with acetonitrile–phosphate buffer, pH 4.70,
(5.30+94.70 (v/v)) with a b-cyclodextrin concentration in the background electrolyte equal to 5.80 mM and a
capillary temperature of 35°C. Similar results were obtained using simple step-wise scanning. The higher relative
difference obtained for these values with these two methods (simplex and step-wise scanning) was 5% for the
b-cyclodextrin concentration factor. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Chemometric methodology; Capillary electrophoresis; b-Cyclodextrin; Imidazole

1. Introduction

Cyclodextrin (CD) is a cyclic oligosaccharide
containing six to eight glucopyranose units ar-
ranged in such a way as to create a cavity. This
cavity can separate molecules on the basis of their
size relative to the CD cavity and the stereoselec-
tivity due to the optically active nature of the

carbohydrate units. Several papers have recently
examined the nature of the chiral recognition
mechanism for cyclodextrin mediated enan-
tioseparation [1–7]. Optimization of these separa-
tions can be difficult due to the wide array of
parameters and variables that must be controlled
(b-CD concentration in the background elec-
trolyte (BGE), temperature, etc.). Corstjens et al.
[8] reviewed recent approaches for optimization of
selectivity in CE, delineating statistical methods,
fitting procedures, and practical optimization
based on physico-chemical models of electromi-
gration. Altria et al. [9] explored the various

* Corresponding author. Tel: +33-81-66-55-46; fax: +33-
81-66-55-27.

E-mail address: yves.guillaume@univ-fcomte.fr (Y.C. Guil-
laume)
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chemometric experimental designs that have been
utilized for systematic optimization of CE separa-
tions and methods. These authors concluded that
implementation of these designs could facilitate
the identification of optimal electrolyte composi-
tion as well as the critical parameters determining
resolution and analysis. Chang and Yeung [10]
thoroughly investigated the dynamic means, i.e.
control of pH, temperature, application of exter-
nal fields and field amplification, to improve reso-
lution, analysis time and reproducibility and to
reduce band broadening. Imidazole and triazole
derivatives were used for the treatment of ony-
chomichosis [11–13]. Nevertheless, these hydro-
phobic compounds had a weak penetration into
hydrophilic human nail matrices. Their inclusion
in apolar cyclodextrin could improve this penetra-
tion considering the hydrophilic character of the
exterior of cyclodextrin, composed of a large
number of hydroxyl groups. The aim of this paper
was to investigate the chiral separation of a mix-
ture of a series of imidazole compounds using a
chemometric method. This method was used to
provide an interrelationship between the migra-
tion time of an enantiomer, the resolution be-
tween two peaks, capillary plate height, ACN
fraction in the BGE, capillary temperature, BGE
pH and b-CD concentration in the BGE.

2. Experimental

2.1. Apparatus

CE separations were carried out using an auto-
mated CE apparatus (Beckman 550, Paris,
France). The capillaries used were 57 cm (50 cm
to the detector)×75 mm i.d. The following condi-
tions were applied: voltage 30 kV; capillary ther-
mostated at 25°C unless otherwise specified, UV
detection at 230 nm; 2 s pressure injection of an
imidazole derivative solution dissolved in the
BGE.

2.2. Sol6ents and samples

Water was obtained from an Elgestat option I
water purification system (Odil, Talant, France)

fitted with a reverse osmosis cartridge. The BGE
buffer consisted of a mixture ACN–phosphate
buffer with b-CD concentrations varying from 2
to 10 mmol l−1 and the ACN fraction (v/v) from
0.02 to 0.1. b-CD was obtained from Roquette
Laboratories (Lestrem, France). The phosphate
buffer was composed of 0.05 M diammonium
hydrogen phosphate and 0.05 M ammonium di-
hydrogen phosphate. The BGE pH were adjusted
to values equal to 4.5 from 6.5 with ammoniac or
phosphoric acid. The BGE at all pH values were
stocked for 1, 2, and 4 h at ambient room temper-
ature to study the accuracy of their pH values. No
fluctuations were observed, the maximum relative
difference of the pH value of the different mobile
phase was always 0.5%. R- and S-bifonazole (1)
R- and S-econazole (2), R- and S-sulconazole (3),
R- and S-miconazole (4) obtained from Sigma
(Saint Quentin, France), were dissolved in pure
acetone to obtain a final concentration of 0.1
mmol l−1. The chemical structure of this com-
pound is given in Fig. 1. Each solute or mixture
of these was injected and the migration times were
measured.

2.3. Temperature study

Compound migration times were determined at
20, 25, 30, 35 and 40°C. The electrophoretic sys-
tem was equilibrated at each temperature for at
least 1 h prior to each experiment. To study this
equilibration, the compound migration time of
the R-bifonazole was measured every hour for 7 h
and again after, 22, 23 and 24 h. The maximum
relative difference in the migration times of this
compound between these different measurements
was always 0.6% making the electrophoretic sys-
tem sufficiently equilibrated for use after 1 h. All
the solutes were injected in triplicate.

2.4. Chemometric methodology

The chemometric methodology was based on
factorial designs. For two factors studied at two
levels there are 22 combinations. The fitting of a
first order model (linear model) to the data [14]
was carried out using two level factorial designs
[15] In general, central designs are constructed
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Fig. 1. Imidazole derivative structures.
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from a total of 2n+2n+1 factor combinations,
where n is the number of factors being studied
[16]. Thus, the number of experiments required
for two variables is nine. For four variables, the
number is 25. As this was too high, an experimen-

Fig. 2. Representative optimal electropherogram of chiral sep-
aration of a mixture of 6 imidazole and triazole derivatives
controlled by two parameters: (A) b-CD=7.2 mmol l−1,
T=25°C; and (B) b-CD=4.2 mmol l−1; T=34°C. The R
enantiomer was always eluted before S enantiomer. The num-
ber above the peaks refers to the six compounds, see Section
2.2.

Table 1
Two-order experimental design for four factors

x3Experiment No. x4x1 x2

−111 1 1
1−1 12 1

l1−1 −13
−1 −11 14

1 −15 −1−1
−1 11 −16

1 −17 11
−1 −1−1 −18

0 09 00
0 −1−1 110

−1 0 −111 1
0 1−1 −112
0 113 11

−1 −10 014
−1 0 113 0
−1 10 −116
−1 1 017 −1

0 −1 −1118

Table 2
Results of the simplex process for the resolution (Rs) for the
pair of peaks most difficult to resolve and two factors

Experiment No. RsT (°C) [b-CD] (mmol l−1)

0.281 30 2.00
2 27 0.272.01
3 38 0.426.40
4 32 0.516.04
2 25 7.01 0.61
6 33 8.02 0.72
7 40 0.826.02
8 38 0.645.02
9 20 0.687.07
10 28 5.15 0.61
11 32 6.12 0.60
12 25 0.886.24
13 1.1020 4.24
14 22 1.127.12
15 24 7.14 1.11
16 25 7.15 1.18
17 25 1.167.14

2518 7.19 1.18

tal design was developed that did not diverge
from the optimal properties (i.e. the independence
of effect estimations and the minimization of the
bias errors of the model). The following design
structure was adopted. The first design fraction
was constructed with a factorial design at two
levels (i.e. eight experiments). The second fraction
was built up using one experiment in the center of
the experimental design. The third fraction was
developed by using the Fedorov exchange
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Table 3
Results of the simplex process for ERF for two factors

T (°C) [b-CD] (mmol l−1) ERFExperiment No.

1 4.2120 2.01
2 4.0125 4.26

283 3.01 5.27
304 3.52 4.42
305 6.10 4.31

6 31 6.53 4.40
357 2.52 4.19

8 5.413.5437
4.10 7.32409

10 25 4.51 6.21
11 26 5.52 6.41
12 6.278.1032

2.53 8.383413
8.4214 35 9.54

15 33 5.52 8.51
8.5216 34 5.28

4.34 8.5417 34
18 8.5534 4.21

4.233419 8.58
3420 4.23 8.58

method. Among experiments with a complete fac-
torial design at three levels, those which minimize
the generalized variance of the chosen model
parameters were selected. The previously deter-
mined points were fixed (i.e. nine experiments).
The results of this construction are given in Table
1. The total number of experiments was 18. These
two-order experimental designs provided suffi-
cient data to fit a quadratic model to the data set.
Regression analysis can be used with these mod-
els, e.g. for two factors, the model becomes:

Y=a0+a1x1+a2x2+a11x1
2+a22x2

2+a12x1x2

(1)

where y is the response and xi values are the
logarithm of b-CD concentration in the BGE and
temperature (for a two factor study) and ACN
fraction and BGE pH (for a four factor study).
The ai, aii and aij terms represent the parameters
of the model. All variables were coded to have a
variation range from −
2 to +
2 for two
factors and from −1 to +1 for four factors.

Table 4
Calculated and measured apparent electrophoretic mobility and capillary efficiency for R-sulconazole in 10 experimental conditions
and four factors

Experiment No. [b-CD] (mmol l−1) T (°C) pH ACN (%)

51 4.52 20
82 2 20 6.5
53 2 40 4.5
84 6.52 40

45 85 8 20
88 6.58 40

9 10 30 4.5 6
10 10 30 6.5 6

e%a e%aHcHmmapp,m (10−8 m2 V−1 s−1) mapp,c

1.6 3.28 3.311 0.91.85 1.82
1.05.085.032 1.81.58 1.55

2.80 2.883 2.08 2.12 1.9 2.8
4.82 4.884 1.70 1.67 1.8 1.2

2.34.92 5.045 2.01.46 1.43
6.03 5.996 1.38 1.41 0.72.1

0.55.795.827 1.71.72 1.75
6.05 0.78 1.44 1.42 1.4 6.01
3.82 0.59 1.78 1.75 1.7 3.84

4.01 3.9810 1.63 1.62 0.70.6

a Relative difference between calculated and experimental values.
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Table 5
Results of the simplex process for the resolution (Rs) for the pair of peaks most difficult to resolve and four factors

Experiment No. [b-CD] (mmol l−1)T (°C) pH ACN (%) Rs

4.50 4.501 2.8020 0.471
3.51 5.51 3.822 0.48225
4.85 6.0130 4.103 0.263

354 3.85 6.52 6.10 0.201
405 9.60 4.58 2.82 0.480

6.51 4.8042 2.126 0.524
307 6.82 5.15 3.14 0.741

5.83 5.2834 3.888 0.852
359 4.61 5.52 4.52 0.853
2810 2.72 6.04 5.53 0.752

3.82 6.5230 3.8211 0.653
3212 7.83 5.54 4.21 0.657

6.54 5.0235 4.5613 0.552
5.48 4.8214 4.6327 0.708
4.53 5.2431 2.3215 0.801
3.28 6.24 4.83 0.99816 38
2.14 6.4240 5.3117 1.000

4218 5.71 6.82 6.42 0.989
3419 4.52 5.81 7.28 0.972

7.15 4.8834 8.9120 0.999
5.10 4.7021 9.1234 1.000
7.10 4.8335 9.7022 1.010

3723 6.10 6.51 8.40 1.015
3724 5.10 5.10 8.20 1.012

4.80 5.1038 7.1025 1.013
26 5.7035 4.86 4.99 1.018

5.70 4.8534 4.9127 1.013
3528 5.71 4.70 5.20 1.015

29 5.7535 4.75 5.23 1.020
5.80 4.70 5.2335 1.02030

2.5. Simplex optimization process

To optimize the mathematical model (y) given
in the experimental design, a simplex method was
used. The y value was calculated for m sets of
starting conditions where m represented the num-
ber of factors to be optimized plus one. The point
corresponding to the lowest value of y was then
reflected in relation to the surface that was defined
by the other points. A new set of starting condi-
tions resulted. Once again, the point with the
lowest value of y was reflected and the process
repeated until the same conditions continued to
be selected.

3. Results and discussion

The resolution Rs between two peaks is given
by the equation:

Rs=
1
4

Dmapp

m̄app

'L
H

(2)

where Dmapp is the difference in apparent elec-
trophoretic mobility between two solutes, m̄app is
the average apparent electrophoretic mobility of
the two species, L the capillary length and H is
the plate height. The BGE pH was kept at 5.5 and
no ACN was added to the BGE. The effect of the
b-CD concentration and temperature on elec-
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trophoretic mobility and capillary efficiency were
studied. The experimental H and mapp values for
each compound were calculated from the nine
electropherograms. All the experiments were re-
peated three times making 27 experiments. The
variation coefficients of the H and mapp values
were all less than 5% which indicated high repro-
ducibility and good stability for the elec-
trophoretic system. The results were processed by
computer and the parameters of the ln mapp and
1/H models were obtained. The models fitted the
results. All the correlation coefficients were
greater than or equal to 0.98. The migration time
for each compound is given by the equation:

t=
lL
V

1
exp (ln mapp)

(3)

Where V is the applied voltage and l the detector
position. Knowing the variation of ln mapp with
the two factors, the migration time for all solutes
could be calculated. The observed agreement be-
tween predicted and experimental values showed
the suitability of the models. For 1/H models,
Student’s t-test showed that all factors were sig-
nificant. Using Eq. (2), the resolution (Rs) be-
tween two peaks for the different values of the

two factors was calculated. With the simplex
method, for the worst separated pair of peaks, Rs
was found to be at a maximum (1.18) when the
b-CD concentration was 7.2 mmol l−1 and T=
25°C. The BGE pH was kept at 5.5 (Table 2). The
analysis time was 25 min (Fig. 2A). To minimize
the analysis time, an electrophoretic response
function (ERF) derived from the chromato-
graphic response function (CRF) [17–21] was
used. This was defined as follows:

ERF=Fobj+na+b(tA− tL) (4)

where Fobj is the objective function expressed in
terms of the resolution (Rsij ) between two peaks
i and j. In this application, Fobj is given by the
following [22]:

Fobj=%ln (1+Rsij) (5)

The sum extends to all the peak pairs on the
electropherogram. In Eq. (4), n is the detected
peak number, tA is the maximum acceptable anal-
ysis time, tL is the migration time of the last peak.
The constants a=1, b=0.5 were determined em-
pirically to give a function that sharply discrimi-
nated unsatisfactory separations from better
separations. tA Was set at 15 min. The optimum
separation conditions were obtained when ERF
reached its maximum in a short analysis time. The
coefficient of multiple determination that corre-
sponded to the ERF model was 0.98. The simplex
optimization process resulted in a maximum ERF
for the b-CD concentration=4.20 mmol l−1 and
T=34°C (Table 3). The corresponding analysis
time was equal to 12 min and the worst resolution
factor was 0.65. The electropherogram is given in
Fig. 2B. If this separation had been proposed for
only the qualitative determination of the com-
pounds in the mixture, it would not have been
necessary to obtain an optimal resolution. For a
quantitative analysis this value of the resolution
had to be increased. The separation was then
carried out by studying the effect of two addi-
tional factors, i.e. BGE pH and the ACN fraction
in the BGE which were parameters which are
known to enhance chiral separation [23]. The
effect of the four factors on solute migration time
and capillary efficiency were assessed. The experi-

Fig. 3. Representative optimal electropherogram of chiral sep-
aration of a mixture of 6 imidazole and triazole derivatives
controlled by four parameters: b-CD=5.8 mmol l−1, T=
35°C, pH=4.70, and ACN=5.2%. R was always eluted
before S enantiomer. Number above peaks refer to the four
compounds, see Section 2.2.
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mental H and mapp values for each compound
were calculated from the 18 electropherograms
given by our constructed experimental design. All
the experiments were repeated three times, mak-
ing a total of 54 experiments. The variation coeffi-
cients of the H and mapp values were all less than
4%. As above, the results were processed by com-
puter and the parameters of the ln m and 1/H
models were obtained. The models agreed with
the results. All the correlation coefficients were
greater than or equal to 0.96. The Student’s t-test
confirmed that the ln mapp and 1/H values were
dependent on the four factors. The apparent elec-
trophoretic mobility mapp and H for the sulcona-
zole were calculated for ten experimental
conditions (Table 4). The observed agreement be-
tween predicted and experimental values showed
the suitability of the models. Using Eq. (2), the
resolution between two peaks was calculated for
the different values of the four factors. The maxi-
mum Rs (1.01) was determined with the simplex
method. The optimum separation was obtained in
15min with a b-CD concentration equal to 5.80
mmol l−1, T=35°C, pH=4.70, and ACN frac-
tion (v/v)=0.052 (Table 5). The electrophero-
gram is given in Fig. 3. Similar findings were
obtained using simple step-wise scanning. The
higher relative difference obtained for the opti-
mized parameters (simplex and step-wise) was 5%
for the b-CD concentration factor. These results
confirmed the need to add organic modifier to the
run buffer to enhance chiral recognition between
the guest and host molecule in CE [23]. In sum-
mary, the results of this study demonstrate that
this method can be used in CE to model solute
migration time and chiral compound mixture sep-
aration. ACN can be used with b-CD to enhance
enantioselectivity. This procedure reduces the
number of experiments to be carried out and
provides a rapid separation.
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Abstract

The calibration of several ions (Cl−, Br−, F− and OH−) measured with an ion selective electrodes (ISE) array
has been carried out in the presence of interferents using an experimental design and multivariate calibration methods.
Partial least squares regression and principal component regression do not seem to improve the test set prediction
compared to multivariate linear regression. In the case of very slight or no interference on the ISE, each ion can be
determined using the corresponding ISE and univariate calibration methods, but the use of multivariate methods does
not lead to worse results. © 1999 Published by Elsevier Science B.V. All rights reserved.

Keywords: Multivariate calibration; Univariate calibration; Ion-Selective electrodes; Interferences

1. Introduction

The measurement of several ion concentrations
in solution in a reaction mixture, a final product
or an industrial effluent can be a difficult prob-
lem. An interesting electrochemical technique is
the use of ion selective electrodes (ISEs). This
technique is non-destructive and the equipment is
not expensive, but the main difficulty is the mea-
surement of ionic concentrations in the presence
of interfering ions because such sensors are not

perfectly selective. The aim of this work was the
study of chemometric methods to monitor the
concentrations of several ions in solution, using
an array of ISEs. Since the 1980s some authors
have been interested in the use of chemometrics to
calibrate ISEs. Otto et al. [1] have shown the
feasibility of an over-determined approach of the
problem for multiple ion determination with
Ca2+, Mg2+, Na2+ and K+. The advantage of
using sparingly selective electrodes in the array
rather than highly selective electrodes was shown
by Beebe et al. [2,3], using non linear multiple
regression for Na+ and K+ analysis. The tech-
nique was improved by Forster et al. [4,5] to
determine a low concentration of one cation
(Na+, K+, or Ca2+) in a medium where the
other cations are present in large amount. They

* Corresponding author. Tel.: +33-4-72-93-58-29; fax: +
33-4-72-93-52-65.

E-mail address: francois.conesa@rhone-poulenc.com (F.
Conesa)
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Fig. 1. Experimental set up. ‘mV’ are the millivoltmeters and ‘PC’ is the computer.

showed that the best results are obtained using a
sparingly selective electrode associated with highly
selective electrodes. More recently, Harnett and
Diamond [6] presented the calibration of an array
of cation ISEs by non linear multivariate methods
determining the Nikolskii–Eisenman coefficient
using a genetic algorithm and simplex optimisa-
tion.

The problem studied here is the calibration of
an array of halide ISEs for the determination of
chloride, bromide, fluoride and pH. Such an array
does not seem to have been studied up to now

and, because the Br−/Cl− interferences can be
very strong, this calibration is not simple. The aim
was to see if measurements of these ions using an
ISE array and chemometrics was possible in spite
of interfering ions.

In a first study [7], univariate and multivariate
chemometric methods were compared for the de-
termination of ion concentrations measured with
all or part of a 6-ISE array and the experimental
conditions were chosen so that for most ion deter-
minations (Br−, F− and pH), the univariate
methods investigated gave sufficiently good re-

Table 1
Characteristics of the ISEs [12]a

pX response rangeISE name Reference PrimaryionNature Advised pH range Interference

Cl− 1–6CL1 2–4XS200 Br−(S), OH−(w)Polycrystalline
Cl− 1–5CL2 2–14XS210 Br−(S), OH−(w)Polycrystalline

Cl−(w), OH−(w)2–141–6Br−BR PolycrystallineXS22
F− 1–6 0–8PF OH−(S)XS270 Monocrystalline

XG200 Glass H+PH 1–14 0–14
1–6SCN−PolycrystallineXS250SCN Br−(m), Cl−(w),0–14

OH−(w)

a The highest value of the pX response range corresponds to the detection limit.
(S) Strong interference.
(w) Weak interference.
(m) Medium interference.
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Table 2
pX levels for the calibration samples (pX unity)

6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23Sample 241 252 3 4 5

1.5 2 2.5 1.5 2.5 1.5 2 2 2.5 2 1.5 2.51.5 1.52.5 2 2 2 2.5 2 2 2132pCl
6 4.5 3 4pBr 54.5 5 3.5 4.5 4 5.5 4 5 5 4.5 3.5 4.5 4 5.5 4.5 4.54.5 4.5 3 6
3 3 3 2 4 4 4 3 2 2 2.75 3.253 3.253 3 3.25 2.25 2.75 2.75 3.75 3pF 3 3 3

pH 66 6 6 6 6 6 6 6 6 6 7 5 5 6 5 5 7 7 7 66 6 6 6
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Table 3
pX levels for the test samples (pX unity)

31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48Sample 4926 5027 28 29 30

1.6 2 2.4 1.6 2.4 1.6 2 2 2.4 2 1.6 2.41.6 1.62.4 2 2 2 2.4 2 2 21.22.82pCl
5.8 4.5 3.2 4.2 4.8pBr 4.84.5 3.5 4.5 4.2 5.5 4.2 4.8 4.8 4.5 3.5 4.5 4.0 5.5 4.5 4.54.5 4.5 3.2 5.8
3 3 3 2.2 3.8 3.8 3.8 3 2.2 2.2 2.8 3.23 3.23 3 3.2 2.4 2.8 2.8 3.6 3pF 3 3 3

pH 66 6 6 6 6 6 6 6 6 6 6.8 5.2 5.2 6 5.2 5.2 6.8 6.8 6.8 66 6 6 6
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Table 4
Correlation coefficientsa

CL2 BR SCNCL1 PF PH

Correlation

0.975CL1 0.9266 0.9376 −0.0106 0.0192
0.975CL2 0.9777 0.9843 −0.0191 −0.0055

0.9777 0.98180.9266 −0.0394BR 0.0127
0.9376SCN 0.9843 0.9818 −0.0334 −0.0242

−0.0106PF −0.0191 −0.0394 −0.0334 0.0254
−0.0055 0.0127 −0.02420.0192 0.0254PH

P-value

0CL1 0 0 0.9598 0.9272
0 0 0.9278 0.9793CL2 0

0 00 0.8515BR 0.9519
0SCN 0 0 0.8741 0.9085

0.9278 0.8515PF 0.87410.9598 0.9041
0.9793 0.9519 0.90850.9272 0.9041PH

a 0 denotes non significant values.

sults. In the present work the experimental
conditions have been modified such that the Br−/
Cl− interference occurs in a moderated way
and at least for chloride and bromide, multi-
variate calibrations should lead to better re-
sults than univariate ones and we wanted to in-
vestigate if better methods can indeed be ob-
tained.

2. Theory

2.1. Electrochemistry aspect

The electrochemical relationship between the
ISE response (potential) and the ion concentra-
tion is given by the Nikolskii–Eisenman relation-
ship [8]:

Fig. 2. Loading plots.
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Ei=A+RT/(ziF) ln
�

Ci+%
j

Kij(Cj)
zi /zj

n
(1)

where Ei is the ISE potential versus the refer-
ence electrode, A is a constant representing the
standardisation potential, R is the perfect gas
constant, T is the temperature, F is the Faraday
constant, Ci and zi are the concentration and
the charge of the primary ion, Cj and zj are the
concentration and the charge of the interfering
ions and Kij are the interference coefficients of
the j interfering ions on the i ISE. For example,
for a chloride selective electrode, Eq. (1) can be
written:

ECl=A−RT/F ln (CCl− +KCl, BrCBr−) (2)

where KCl, Br is about 102, and for a bromide
ISE:

EBr=A−RT/F ln (CBr− +KBr, ClCCl−) (3)

where KCl, Br is about 10−2.
In fact, the Kij can vary with the concentra-

tions of the various primary and interfering ions
(see for example Ref. [9]). We have chosen not
to use the Nikolskii relation but chemometric
methods to be free of the determination of such
coefficients that depend on the composition of
the measured solution. This study will allow to

show the advantages and limitations of such
chemometric methods for the present type of
application.

The use of linear calibration methods leads us
to use relations closer to the relation used by
Iragashi et al. in case of ion selective field effect
transistors (ISFET) [10]:

Ei=A+%
j

kij log Cj (4)

where kij is a constant depending on the solu-
tion and on the i and j ions (kij must not be
confused with Kij). If j= i, Cj is the concentra-
tion of the primary ion (Ci) and kij=2.3 RT/
ziF.

In the two preceding relations, the assumption
is made that the activities are equal to the con-
centrations as is the case in diluted solutions. In
the following, − log CX will be written pX.

2.2. Chemometric methods

2.2.1. Calibration
First, univariate methods of calibration (clas-

sical and inverse) are compared briefly. Using
the inverse calibration: pX=g(potential), we
perform an estimation of the inverse of the f

Fig. 3. Score plots. The figures represent the samples (see Table 2)
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Fig. 4. Principle components from the PCA vs. pX.

classical regression function: potential= f(pX) so
that in fact g= f. −1. The main difference results in
the calculation of the errors: while the classical
method minimises the squared residuals of
the measurement values (y-values) towards the
regression line, the inverse calibration minimises

them in the x-direction, i.e. the pX (or concentra-
tion).

Multivariate methods are also used to calibrate
the different pX. These methods are multivariate
linear regression (MLR), Principal component re-
gression (PCR) and partial least squares regres-
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Table 5
Univariate calibration results

pX Sensor Method Factors RMSECV RMSEC RMSEP Slope (mV/pX)

Inv. cal.a CL1 0.3603 0.316 0.254pCl CL1
Clas. reg.b CL1CL1 0.446pCl 0.3665 39.03
Inv. cal. BR 0.4917pBr 0.4614BR 0.377
Clas. reg. BRBR 0.5744pBr 0.462 30.14
Inv. cal. PF 0.0256pF 0.02321PF 0.04933
Clas. reg. PFPF 0.0232pF 0.0495 57.80

PHpH Inv. cal. PH 0.03909 0.0374 0.02864
Clas. reg. PH 0.0375 0.0296pH −60.32PH

a Inv.cal., inverse calibration.
b Clas. reg., classical regression.

sion (PLS) [11]. They are based on inverse calibra-
tion. X is the (n×p) matrix of the sensor re-
sponses (p columns corresponding to the sensors
and n rows corresponding to the samples), and Y
is the (n×q) matrix of the pX values (q columns
corresponding to the analytes and n rows corre-
sponding to the samples). MLR is a regression of
several x vectors of the X matrix on one y vari-
able of the Y matrix. If only one vector is re-

gressed, MLR is reduced to univariate inverse
regression. Performing the PCR, the x variables
are reduced first to principal components and the
scores on the PC’s are used as x variables in
MLR. PC’s are orthogonal and therefore free
from collinearity between variables. When per-
forming PLS, the number of x variables is re-
duced as in PCR but the latent variables are built
by maximising the covariance between X and y.

Fig. 5. Calibration plots in pure solutions (CL1 and CL2 potentials have been measured in Cl− solutions, BR and SCN ones in
BR− and SCN− solutions, respectively.
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Fig. 6. Univariate inverse calibration results. (a) pCl inverse calibration with the CL1 electrode, RMSEP=0.254. (b) pBr inverse
calibration with the BR electrode, RMSEP=0.377. (c) pF inverse calibration with the PF electrode, RMSEP=0.0493. (d) pH
inverse calibration with the PH electrode, RMSEP=0.0286.

2.2.2. Validation
To validate the chemometric methods mentioned

higher, we used cross-validation and test set valida-
tion. The leave-one-out cross-validation performs
n times the calibration removing each time one row
of the matrix of the training samples and predicts
the sample left out with the calibration model based

on the (n−1) remaining samples. The test set
validation is an external validation which predicts
the matrix of the test samples from the calibration
model built from the training sample matrix. To
compare the different models, the root mean square
errors of cross-validation (RMSECV) and of pre-
diction (RMSEP) are determined [11] as follows:
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Table 6
Multivariate calibration resultsa

Method Factors Training set RMSECVSensors Test set RMSEPpX RMSECV*RMSEP

pCl MLRAll CL1, SCN 0.2003 0.1318 0.0264
PCR PC4, PC1 0.2026All 0.1534pCl 0.0311

AllpCl PLS Two-factor 0.3901 0.144 0.0562
pCl PLSAll Three-factor 0.1861 0.1494 0.0278

PCR PC2, PC1 0.18534 ISEs 0.1506pCl 0.0279
4 ISEspCl PLS Two-factor 0.1841 0.1487 0.0274

MLR BR, CL1 0.3487pBr 0.3065All 0.1069
PCR PC1, PC4 0.3809All 0.3039pBr 0.1158

AllpBr PLS Three-factor 0.3816 0.3075 0.1173
pBr 4 ISEs PCR PC1, PC2 0.3723 0.3019 0.1124

PLS Two-factor 0.36544 ISEs 0.3039pBr 0.111
AllpF MLR PF, PH 0.02377 0.04874 0.0012

MLR PF 0.0256pF 0.04933All 0.0013
PCR PC3, PC2 0.04988All 0.04699pF 0.0023

AllpF PLS Two-factor 0.02781 0.0478 0.0013
MLRpH PHAll 0.03909 0.02864 0.0011
PCR PC2, PC3 0.05308All 0.02812pH 0.0015
PLS Two-factor 0.0487 0.02795 0.0014pH All

a 4 ISEs corresponds to CL1, CL2, BR and SCN.

RMSECV=
'1

n
%
n

i=1

(f. ij)2 (5)

f. ij=yij− ŷij (6)

where n is the number of samples in the training
set, f. ijare the residuals towards the model and yij

and ŷij are, respectively, the true and the estimated
values of y for the ith row and the jth column of
the training set:

Fig. 7. RMSEP curves for pCl determination by PLS using 6 ISEs. (a) RMSECV curve: cross-validation on the calibration samples.
(b) RMSEP curve: prediction on the test samples.
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Fig. 8. pCl predicted for PSL three-factors model, cross-vali-
dation on the calibration samples.

Fig. 9. pCl prediction of the test samples by the MLR model
using CL1 and SCN variables.

where m is the number of samples in the test set,
ĝij are the residuals towards the model and yij and
ŷij are, respectively, the true and the estimated
values of y for the ith row and the jth column of
the test set.

RMSEP=
'1

m
%
m

i=1

(ĝij)2 (7)

ĝij=yij− ŷij (8)

Table 7
Multivariate calibration results by extrapolation

Training set RMSEP RMSECV*RMSEPMethodpX FactorsArray Test set RMSECV

0.0905CL1 Inv. Cala CL1 0.286 0.3163pCl
pCl 0.02420.16710.1449CL1, SCNMLRAll

0.1780.1764PC4, PC1PCR 0.0314AllpCl
0.0283All PLS PLS1, 2, 3 0.1612 0.1753pCl

4 ISE PCR PC2, PC1pCl 0.1601 0.1781 0.0285
PLS4 ISE 0.02670.1718pCl 0.1557PLS1, 2

0.18420.46970.3921BRpBr Inv. calBR
0.1098All PCR PC1, 4 0.3137 0.35pBr

0.3493 0.1114pBr PLSAll PLS1, 2, 3 0.319
All 0.1024MLR BR, CL1 0.3052pBr 0.3354

PC1, 2PCR4 ISE 0.3007pBr 0.3482 0.1047
PLS4 ISE 0.10450.3465pBr 0.3016PLS1, 2

0.00150.031360.0477PFpF Inv. calPF
0.0015All MLR PF 0.0477 0.03136pF

0.06632 0.0047pF PCRAll PC3, 2 0.0708
0.03198 0.0018pF PLSAll PLS1, 2 0.05764

0.00110.041540.02532PHpH Inv. calPH
0.04154 0.0011AllpH MLR PH 0.02532

PCRAll 0.0021pH 0.053570.04012PC2, 3
0.0013pH 0.042550.03052PLS1, 2PLSAll

a Inv.cal., inverse calibration.
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Fig. 10. RMSEP curves for pBr determination by PLS using 6 ISEs. (a) RMSECV curve: cross-validation on the calibration samples.
(b) RMSEP curve: prediction on the test samples.

To compare the univariate methods the root
mean square error of calibration (RMSEC) is
also calculated:

RMSEC=
'1

n
%
n

i=1

(h. ij)2 (9)

h. ij=yij− ŷij (10)

where n is the number of samples in the training
set, h. ij are the residuals towards the model and
yij and ŷij have the same signification as for the
RMSECV.

3. Experimental

3.1. Instrumentation and software

Fig. 1 shows a schematic view of the experi-
mental set up. The cell used for the measure-
ment is home made. The 6-ISEs are from
Radiometer-Tacussel. Their characteristics are
given in Table 1. The single reference electrode
used for the whole array is a mercurous sul-
phate reference electrode Hg/Hg2SO4/saturated
K2SO4 (Tacussel reference TR 200). We have
not used a calomel reference to avoid any con-

tamination by Cl− anion. The cell used for the
measurements is a temperature controlled glass
cell (T=25°C). The ISEs are placed around the
reference electrode and are equidistant from it.

Fig. 11. pBr prediction of the test samples by the MLR model
using BR and CL1 variables.
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Fig. 12. pF prediction of the test samples by the MLR model
using PF and PH variables.

sample and quasi stable ISE potentials. This length
of time is a compromise between the stability of the
response of the different ISEs and drifting of the
ones subject to interference. Generally the response
is stable at about 10 min after introducing the
sensors into the solutions. To be able to use the
procedure routinely we have chosen to fix the
measurement time at 10 min for each sample and
keep only the last points to exploit the data. When
all the samples are measured, the file recorded on
the computer is modified: for each sample only the
five last points are kept and these points are
averaged to keep only one mean potential value per
ISE per sample.

3.3. Samples

The samples are synthetic aqueous solutions
containing NaCl, NaBr, NaF and the supporting
electrolyte is K2SO4. The pH buffer used is citric
acid/citrate (0.01 M) and the pH values are ad-
justed in the supporting electrolyte by addition of
solid NaOH and measuring the pH. The concen-
tration levels have been set up according to a
Doehlert experimental design with four factors
(pCl, pBr, pF, pH), resulting in 25 calibration
solutions including five central points. The Doeh-
lert design has been chosen because it presents
some advantages: its flexibility allows moving the
design in one or another direction if the levels
chosen are not the best possible. It is also possible
to add a new factor by adding only a few experi-
ments without starting again from the beginning.
Table 2 shows the pX corresponding to the design.
For the validation, we build another sample set
according to the same theoretical Doehlert experi-
mental design but with more restricted pX ranges
(cf. Table 3), so that the test set is fully included
in the calibration range.

The concentration ranges have been chosen so
that there is no interference by OH− on the
fluoride selective electrode and that there are mod-
erate interferences between Cl− and Br−. As
previously mentioned, we wanted to work in a
concentration range where moderate interferences
are known to occur, so that we would be able to
verify if chemometric methods allowed for cali-
brate under such circumstances.

Each electrode is connected to a high input
impedance millivoltmeter (PHM220 model) from
Radiometer-Tacussel. The millivoltmeters are
connected to a multiplexer (M4DAC model) from
Bay-Tec driven by a computer (Compaq Prolinea
5100).

The software used for the data acquisition is
home made. The software for the Pearson product
moment correlations is Statgraphics version 3.1
from Manugistics. For the other data analysis, we
used the Multivariate Calibration Toolbox from
ChemoAC [13] working under MATLAB 4.0 soft-
ware from The Math Works.

3.2. Measurement procedure

The sample is introduced into the temperature
controlled cell (T=25°C) and the ISE array is
steeped in the solution. The automatic acquisition
of the ISE potentials is performed every 15 s: a
scanning of each ISE response displayed by the
millivoltmeter is sent to the computer and the
temperature is recorded in the same file. A study
of ISE responses allowed us to establish an exper-
imental procedure. About 40 points are recorded,
so that the measurement time (approximately 600
s) is sufficient to reach a stable temperature for the
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4. Results and discussion

To study the bromide, chloride and fluoride
concentrations, we use four ISEs (CL1, CL2, BR
and SCN) which should respond to both Cl− and
Br− and one (PF) which is known to respond to
F− very selectively without being perturbed by
the other halides. This last electrode is only per-
turbed by OH−, mainly when the pHB8. For
this reason a pH glass electrode (PH) was added.
The array is then composed of two highly selec-
tive electrodes (PH and PF) and four sparingly
selective electrodes.

4.1. Data examination

In the first step we investigated the correlation
between the original variables which are the ISE
responses. The Pearson product moment correla-
tions between each pair of variables was calcu-
lated to give a measurement of the strength of
their linear relationship. Table 4 shows these cor-
relations and the corresponding P-values. Below
P=0.05, the correlation is considered statistically
significant. From Table 4 we can conclude that, as
expected, the four ISEs which respond to chloride
and bromide ions are correlated while PF and PH
are not correlated to any other electrode.

Principal component analysis should allow us
to see the possibilities and the difficulties to be
expected in the calibration of the different ions
pX [7]. Principal component analysis on the cali-
bration measurement data showed that four prin-
cipal components (PC) describe 99.7% of the total
variance of the calibration set. The first PC de-
scribes 55.3% of the variance for the calibration
set. The loadings (Fig. 2) show that this PC
represents a combination of mainly CL1, CL2,
BR and SCN electrode responses. The second PC
describes 23.4% of the variance for the calibration
set and represents mainly the PH electrode varia-
tions and to a smaller extent the PF variations.
PC3 explains 19.9% of the variance and represents
the PF electrode response with a slight effect of
PH. PC4 describes only 1.1% of the total variance
for the calibration samples and represents re-
sponses of the four first electrodes with a positive
influence of CL1 and CL2 electrodes and a nega-

tive influence of BR and SCN. This means that
PC4 probably describes a combination of pCl and
pBr. The score plots (Fig. 3) show that the re-
peatability of the measurements is quite good
because the points representing the samples 1, 7,
13, 19 and 25, which have the same composition,
are very close together.

When PC2 is plotted versus pH (Fig. 4a) we
observe an obvious correlation between these two
quantities. The same correlation is observed when
PC3 is plotted versus pF (Fig. 4b). The correla-
tion between PC1 or PC4 and pCl or pBr is less
obvious. An observation of the loadings (Fig. 2)
shows that PC1 is more or less equally influenced
by the electrodes which should respond to Br−

and Cl−. This could signify that PC1 is correlated
to the sum of pBr and pCl. Fig. 4c shows that this
hypothesis is correct. pCl and pBr should have an
opposite influence on the loadings of PC4. To
verify this hypothesis PC4 is related to, for exam-
ple, pCl−apBr, where a is the ratio between the
PC4 loadings for BR and CL1 which are the two
most influential electrodes on this PC (Fig. 4d).
The relationship seems to be linear and the hy-
pothesis verified.

We can conclude that principal component
analysis indeed allows us to see the probable
difficulties in determining Cl− and Br− because
of the interferences and on the other hand the
possibilities for fluorides and pH to be determined
by univariate methods.

4.2. Uni6ariate calibration

By linear regression of each ISE response on
the different pX, it appears that, as was expected,
four electrodes (BR, CL1, CL2 and SCN) respond
to both chlorides and bromides. For these elec-
trodes the best correlation is obtained for the pCl
determination with the CL1 electrode and for the
pBr with the BR electrode. Table 5 shows the
results obtained by normal and inverse univariate
calibration. Observing the slopes obtained for
CL1 and BR in the case of normal regression on
samples that contain both ions, one can realise
that they are not nernstian. Such behaviour is
normal since these electrodes are applied in a
concentration range where Br−/Cl− interference
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occurs. For further information the calibration
plots for the electrodes in pure solutions is shown
in Fig. 5 (we have observed some drift due to the
interferences on such plots but the measurement
procedure is done to minimise this effect). The
results of both normal and inverse methods are
equally good for the pF and the pH determina-
tions, but for the pCl and pBr determinations the
inverse calibration leads to better results than the
classical regression. In both cases the prediction
errors are, however, too large to make the calibra-
tion satisfactory for most applications (Fig. 6).
Moreover in the case of Br− the relationship is
clearly not linear.

4.3. Multi6ariate calibration

Considering that univariate calibration is prob-
ably not the best method to calibrate the pCl and
pBr, multivariate calibration was investigated
with the aim of achieving better models. This can
be expected because the use of different sensors
can produce an averaging effect or a correction of
the interference effects [1–5]. As in the present
study, where the Cl− and Br− interferences have
been chosen as important, we are mainly inter-
ested by the correction effect. As PLS is the most
frequently applied of the multivariate chemomet-
ric methods, we will focus on this method to study
its performances in the present context. The mul-
tivariate calibration results are shown in Table 6.

4.3.1. pCl calibration

4.3.1.1. PLS/6 ISEs. In the first step the PLS
method is considered for the pCl determination
using all the sensors. The RMSEP curve for cross-
validation of the calibration samples is shown in
Fig. 7. PLS minimises the covariance within the y
and the X data, i.e., respectively, the pCl and the
responses of the 6 ISEs. Because the correlation
part of the covariance dominates, such curves
normally show a decrease in the RMSEP with the
number of components included in the PLS
model, until a minimum is reached. The number
of components corresponding to the lowest RM-
SEP or the number of components where the
RMSEP levels off is selected as optimal. Using

the PLS with a leave-one-out cross-validation
method, the RMSEP curve shows its usual de-
creasing trend and leads to select a two-factor
model. Although the RMSECV decreases dramat-
ically from two to three factors (respectively,
0.3901 and 0.1861), the RMSEP increases only
slightly: 0.144 for the two-factor model versus
0.149 for the three-factor one (Fig. 7). In Fig. 8
which shows the predicted pCl versus the labora-
tory value for the calibration samples, point 8
seems to be an outlier and has in fact an impor-
tant leverage. This point corresponds to the sam-
ple for which the Br−/Cl− interferences are the
most important. PLS does not seem to be able to
model such an interference. For the second PLS
component in the cross-validated model, the vari-
ance part of the covariance is important and leads
to the inclusion of information on the PH and PF
responses which are irrelevant for the measure-
ment of pCl. The inclusion of noise due to the
irrelevant information in the second PLS compo-
nent leads only to a slight decrease in the
RMSECV.

4.3.1.2. PLS/4 ISEs. In the second step we inves-
tigate what happens by retaining only the ISEs
that are theoretically relevant for pCl and pBr, i.e.
eliminating the PH and PF electrodes. Generally,
the inclusion of irrelevant sensors in PLS is con-
sidered to have no influence on the quality of the
prediction because these sensors should receive
low weights in the final solution and therefore
have little or no influence. On the other hand the
inclusion of irrelevant measurement results could
lead to worse results because of increasing noise.

When the PLS method is applied to the array
consisting of CL1, CL2, BR and SCN ISEs, the
best model is the two-factor one for both cross-
validation and prediction. Compared to the errors
obtained using the whole array, the results are
equivalent: the RMSEP is 0.1487 versus 0.1494
for the three-factor PLS model using all the re-
sponses (Table 6). The elimination of the uninfor-
mative original variables leads to avoidance of the
presence of an uninformative PLS-component in
the model and to a decrease in the number of the
selected factors, but the RMSEP and RMSECV
of the retained model remain unchanged.
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4.3.1.3. MLR, PCR. When selecting the original
variables by stepwise MLR, the selected model is
a two-factor one, using the CL1 and SCN re-
sponses. The RMSEP is 0.1318 compared to
0.1487 for the best PLS model whereas the RM-
SECV is 0.20 versus 0.1841. We observe that the
first selected electrode is the best for the univariate
calibration (i.e. the more selective electrode) and
the other one is the ‘worst’, i.e. the one which gives
most information about the interfering ions. This
seems to confirm the conclusion by Forster and
co-workers [4,5] that such problems can be treated
by combining a highly and a sparingly selective
electrode. It has been shown for spectroscopic data
that when the test set is included within the
calibration set, MLR is usually at least as good as
PLS (D. Jouan-Rimbaud, F. Despagne, L. Pasti,
R. Pappi, D.L. Messant, personal communica-
tion), which is also shown to be the case here. In
an industrial problem extrapolation can be en-
countered in the test set, and as MLR is known to
be less predictive than PCR or PLS when the test
set contains extrapolations, the models were built
with each method introducing extrapolation by
inverting the calibration and test set. The results
are shown in Table 7. In this case the results show
that MLR is still the best choice for the calibration
of pCl.

The PCR method is applied by selecting the
principal components which describe the maxi-
mum correlation with pCl. Using the array of the
6 ISEs the minimum of both RMSECV and RM-
SEP are obtained for the two-factor model using
PC4 and PC1. The RMSEP is 0.1534 versus 0.144
for the PLS model. Applying the method for the
array of 4 ISEs (CL1, CL2, BR and SCN) the
two-factor model again seems to be the best one
and the RMSEP are comparable (0.1506 versus
0.1534 using the 6 ISEs) but the RMSECV is
improved (0.1853 versus 0.2026).

4.3.2. Conclusion for pCl
For the pCl determination, multivariate meth-

ods clearly lead to better results than univariate
ones. The results by MLR, PLS and PCR are
almost equivalent. The more sophisticated PLS,
PCR method seem to bring no improvement in the
prediction of the test set compared to MLR.

The RMSECV has the advantage, compared to
the RMSEP, that the concentration domain inves-
tigated is larger. On the other hand it has the
disadvantage that one does not validate the final
model obtained, which is what is done with the
RMSEP. It may then be useful to choose a com-
posite criterion. When one could choose one model
considering only the RMSECV (two-factor PLS
model for the 4 ISE array) and another model
considering only the RMSEP (MLR model on CL1
and SCN variables) the value of the product
between the RMSECV and RMSEP values could
help in the selection of the model. Using this
criterion, the MLR model on the CL1 and SCN
responses will be selected (Table 6). Fig. 9 shows
the pCl predicted values using this model versus
the true pCl value.

4.3.3. pBr calibration

4.3.3.1. PLS. For the pBr calibration we proceed
in the same way. Applying the PLS method on the
6 ISEs responses, the RMSECV indicates that
three factors would be the best choice to build the
model. As shown in Fig. 10, the RMSECV curve
increases from one to two factors and then de-
creases dramatically until three factors. The
method is then applied to only 4 ISEs: CL1, CL2,
BR and SCN. The best model both in cross-valida-
tion and in prediction is now the two-factor model
and RMSECV is 0.3654 versus 0.3816 for the
three-factor PLS model built from the whole array
and RMSEP is 0.3039 versus 0.3075.

4.3.3.2. MLR. Stepwise selection of the original
variables leads to an MLR model with two factors,
using BR and CL1. As for the pCl determination,
the two electrodes retained are: (i) the one which
is most selective, i.e. the one which gives the most
information about the target ion (Br−), and (ii) the
one which is the more sensitive to the interfering
ion (Cl−). In this case the RMSEP (0.3065) is
equivalent to that of the best PLS model (0.3039).

4.3.3.3. PCR. The PCR method using the array of
the 6 ISEs leads to a two factor model on PC1
and PC4 and the results are equivalent or slightly
better than the PLS ones for 6 ISEs. Using only
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the 4 ISEs, the model again retained consists of
two factors, namely PC1 and PC2 and the result
(RMSEP is 0.3019) is comparable to the PLS
model using 4 ISEs (0.3039).

4.3.4. Conclusion for pBr
As in the pCl case, the results obtained by each

multivariate method are equivalent (Table 7), and
are better than those obtained by univariate cali-
bration. It was also verified here whether extrapo-
lation could change the results. Small
extrapolation does not seem to influence the re-
sults. Since the lowest RMSEP is obtained by
PCR and the lowest RMSECV is obtained by
MLR (Table 6), the alternative criterion consist-
ing of the product between the RMSECV and
RMSEP values is applied and the MLR model is
selected as the best one. Fig. 11 shows the pBr
predicted value versus the true ones, using this
MLR model.

As was observed for univariate calibration,
there is a non-linearity. In principle multivariate
methods are able to some extent to correct for
this. It seems that in this case they do so, but not
sufficiently.

4.3.5. pF and pH calibration

4.3.5.1. Multi6ariate calibration on the whole ar-
ray. For pF and pH, a good calibration was
obtained by univariate calibration, but the ques-
tion was whether multivariate methods would
lead to as good a calibration or to worse results
due to the introduction of uninformative vari-
ables. By applying the PLS method to the whole
array for the determination of pF, the model
selected is a two-factor one and the RMSEP
(0.048) is very similar to the one obtained by
inverse calibration on PF (0.049). In the case of
pH determination, the PLS method on the whole
array also leads to a two-factor model and the
RMSEP is comparable to the inverse univariate
method (0.0279 versus 0.0286). Stepwise MLR
selects PF and PH as variables for the pF determi-
nation and only PH for the pH determination.
MLR is, therefore, reduced to the univariate cali-
bration in the pH case. For pF, the selection of
both PF and PH leads to slightly better RMSECV

than the univariate calibration (0.0238 versus
0.0256 for the univariate method) but the RMSEP
are comparable (0.0487 versus 0.0493 for the uni-
variate method). Fig. 12 shows the pF prediction
using the MLR model.

The PCR method described above for pF leads
to a two-factor model using PC3 and PC2 and to
a two-factor model using PC2 and PC3 for pH.
The RMSEP are slightly but probably not signifi-
cantly improved (0.047 versus 0.049 by the uni-
variate method for pF and 0.0281 versus 0.0286
for pH). From the loading plots (Fig. 2) we know
that PC2 is mainly influenced by PH but also to a
smaller extent by PF and vice-versa for PC3. It
seems logical that these two principal components
are chosen to calibrate pF or pH. Using the
alternative criterion, the model selected for the pF
determination will be the MLR model using PF
and PH variables and for the pH determination,
the univariate inverse calibration on the PH
variable.

4.3.6. Conclusion on pF and pH
In the case of pF and pH calibration, multivari-

ate calibration leads to results equivalent to the
univariate inverse calibration ones but does not
improve on them. Univariate methods are then
preferred because they are easier to perform. The
PH electrode is clearly not subject to interfer-
ences, but it has been verified that the PF elec-
trode is subject to very slight interferences from
pH in the chosen experimental conditions.

5. General conclusion

The calibration of several ions in the presence
of interferences can be carried out using an exper-
imental design and multivariate calibration meth-
ods. When the ISEs corresponding to the ion to
be determined (primary ion) are subject to inter-
ference, multivariate methods allows for the es-
tablishment of a calibration which would not be
possible by univariate methods. When there is no
or only a slight interference on the ISEs, as in the
pF or pH case in our study, each ion can be
determined using the corresponding ISE and uni-
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variate calibration methods. Multivariate methods
are not needed, but do not lead to worse results.

Stepwise MLR is the best method to calibrate
pCl and pBr. Indeed, methods more sophisticated
than MLR do not seem to improve the prediction
of the test set. This confirms results obtained in
spectroscopy, which show that MLR is at least
equally good as PCR and PLS when prediction is
performed within the calibration range, i.e. when
there is no extrapolation (D. Jouan-Rimbaud, F.
Despagne, L. Pasti, R. Pappi, D.L. Messant, per-
sonal communication).

It should be noted that there is a clear non-lin-
earity in the Br− case and perhaps, but less
clearly so, in the Cl− case. This non-linearity
which is due to the interference phenomenon is
not completely eliminated by the multivariate ap-
proach. Therefore non-linear approaches (e.g. use
of neural nets or non-linear regression using Eq.
(1)) or local approaches such as local regression
may be more appropriate. This is now being
investigated. Another way to solve this problem is
under study, namely the use of an exponential
function of the potentials to directly determine the
concentrations.

Acknowledgements

We are grateful to G. Vallet from Rhône-Pou-
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Abstract

Nickel is quantitatively retained by disodium 1-nitroso-2-naphthol-3,6-disulfonate (nitroso-R salt) and tetrade-
cyldimethylbenzylammonium chloride (TDBA+Cl−) on microcrystalline naphthalene in the pH range 5.4–12.1 from
large volumes of aqueous solutions of various alloys and biological samples. After filtration, the solid mass consisting
of the nickel complex and naphthalene was dissolved with 5 ml of dimethylformamide (DMF) and the metal was
determined by third derivative spectrophotometry. Nickel complex can alternatively be quantitatively adsorbed on
tetradecyldimethylbenzylammonium–naphthalene adsorbent packed in a column and determined similarly. The
detection limit is 10 ppb (signal to noise ratio 2) and the calibration curve is linear from 30 to 5.4×103 ppb in
dimethylformamide solution with a correlation coefficient of 0.9997 by measuring the distance d3A/dl3 between l1

(537 nm) and l2 (507 nm). Eight replicated determinations of 2.5 mg of nickel in 5 ml of dimethylformamide solution
gave a mean intensity (peak-to-peak signal between l1 and l2) of 0.339 with a relative standard deviation of 90.87%.
The sensitivity of the method is 0.677 ml/mg found from the slope (d3A/dnm3) of the calibration curve. Various
parameters such as the effect of pH, volume of aqueous phase and interference of a number of metal ions on the
determination of nickel has been studied in detail to optimize the conditions for nickel determination in various alloys
and biological samples. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Alloys and biological samples; Derivative spectrophotometry; Nickel; Nitroso-R salt

1. Introduction

Disodium 1-nitroso-2-naphthol-3,6-disulfonate
(nitroso-R salt) was introduced in 1921 by Van
Klooster for the detection of cobalt [1]. Prelimi-
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nary experiments indicated that metal ions such as
Ni2+ also react with this reagent and form col-
ored water-soluble anionic complex. This anionic
complex in the presence of tetradecyldimethylben-
zylammonium (TDBA) cation form a colored wa-
ter-insoluble ion associated complex which can be
easily adsorbed on microcrystalline naphthalene.

A survey of the literature reveals that nickel
may be determined by zero order spectrophoto-
metry using 1,10-phenanthroline disulfonate [2]
1,5-diphenylcarbohydrazide [3] di-2-pyridyl ke-
tone benzoylhydrazone [4] and 2-pyridi-decarbox-
aldehyde-5-nitropyridylhydrazone [5].

Derivative spectrophotometry offers the advan-
tages of increased selectivity and sensitivity com-
pared with normal spectrophotometry [6–12].
Spectrophotometers equipped with suitable
derivative units enable not only the derivative
spectra of the first and second orders to be ob-
tained but also higher orders. The increased selec-
tivity in derivative spectrophotometry results from
the fact that bands which overlap in normal ab-
sorption spectra appear as separated bands in the
derivative spectra. Derivative spectrophotometry
can increase the sensitivity owing to the amplifica-
tion of derivative signals and lowering of noise,
and improvements in selectivity and in sensitivity
are easier to obtain in instances where the bands
in the normal absorption spectra are fairly sharp
[13–15].

Solid–liquid separation after adsorption of
metal chelates on microcrystalline naphthalene is
rapid and convenient and can be applied to many
types of metal complexes [16,17]. The only draw-
back is in the filtration and drying. A survey of
the literature revealed that various adsorbents,
such as thiol cotton [18], silanized glass beads [19],
C18-bonded silica gel [20], Amberlite XAD-4 resin
[21], cellulose [22], silicagel [23], green tea leaves
[24] and polythioether foam [25], have been tried
for the preconcentration of metal ions. The des-
orption of the metal is carried out by a slow
process of elution (probably the metal complex
may be held by interior surfaces of the adsorbent
and hence is not eluted easily), so the procedure is
time-consuming.

In this paper, an efficient method for the pre-
concentration of nickel from a large volume of the

aqueous solutions of various standard reference
materials with 1-nitroso-2-naphthol-3,6-disul-
fonate–TDBA–naphthalene adsorbent is de-
scribed. The method is economical (all reagents
are cheap compared with many other reagents
used recently [26–28]), rapid (the metal complex
simply adsorbs onto microcrystalline naph-
thalene) and sensitive (the solid mass can be dis-
solved in 2–5 ml of an organic solvent, and the
whole of the solution may be used for the ab-
sorbance measurement). The solid mass, consist-
ing of the metal ion associated complex and
naphthalene (Ni–1-nitroso-2-naphthol-3,6-disul-
fonate–TDBA–naphthalene) can easily be dis-
solved with a suitable organic solvent such as
dimethylformamide (DMF) and the nickel is de-
termined by third derivative spectrophotometry.
Various parameters for concentration measured
by third derivative UV–Vis spectrophotometry
were evaluated, and optimized conditions were
utilized for the trace determination of nickel in
various standard alloys and biological and envi-
ronmental samples.

2. Experimental

2.1. Apparatus

A Shimadzu UV 160 spectrophotometer with a
1.0-cm quartz cell was used. A Beckman pH
meter was employed for pH measurements. A
funnel-tipped glass tube (60×7 mm i.d.) was used
as a column. The column was plugged with
polypropylene fibers and slurry-packed with the
naphthalene material to a height of 1.0–1.2 cm,
pushing lightly with a flat glass rod. All atomic
absorption measurements were made with an
atomic absorption spectrometer (Shimadzu AA
670). All glassware was washed with mixture of
concentrated sulfuric acid and concentrated nitric
acid (1+1) before use.

2.2. Reagents

All reagents were of analytical reagent grade. A
standard nickel solution was prepared from nick-
el(II) nitrate (Merck) in distilled water and stan-
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dardized [29]. Buffer solutions of pH 3–6, pH 6–8
and pH 8–11 were prepared by mixing an appro-
priate ratio of 0.5 M acetic acid and 0.5 M
ammonium acetate, 0.1 M disodium hydrogen
phosphate and 0.1 M potassium dihydrogen phos-
phate and 0.5 M aqueous ammonia and 0.5 M
ammonium acetate, respectively. A 1% solution of
tetradecyldimethylbenzylammonium chloride
(TDBA) (Merck) and 0.1% 1-nitroso-2-naphthol-
3,6-disulphonate acid (nitroso-R) (Fluka, Switzer-
land) were prepared in distilled water. A 20%
solution of naphthalene was prepared in acetone.
Solutions of alkali metal salts (1%) and various
metal salts (0.1%) were used for studying the
interference of anions and cations, respectively.

2.3. Preparation of
nitroso-R–TDBA–naphthalene adsorbent

A solution of naphthalene was prepared by
dissolving 20 g in 40 ml of acetone on a hot-plate
stirrer at approximately 35°C. It was transferred
into a beaker containing 1500 ml of distilled water
and 0.9 g of nitroso-R salt in a fast stream with
continuous stirring at room temperature.
TDBA+Cl− (1.2 g, 0.0031 mole) was dissolved in
500 ml of distilled water by warming on a hot-
plate. It was mixed with the above solution of
naphthalene–acetone–nitroso-R salt in water. The
yellow naphthalene material coprecipitated with
TDBA and nitroso-R was stirred for about 2 h and
then allowed to stand for another 2 h at room
temperature. The supernatant solution was de-
canted off and the residue was washed twice with
distilled water. The adsorbent in the form of a
slurry was stored in a brown bottle for subsequent
use.

2.4. General procedure for the column method

An aliquot of nickel solution containing 0.15–27
mg of nickel was taken in a 25-ml beaker. The pH
of this solution was adjusted to 11 with the addi-
tion of 2 ml of buffer solution and diluted to about
15 ml with distilled water. The column loaded with
the nitroso-R–TDBA–naphthalene adsorbent was
conditioned to pH 11 with 2–3 ml of buffer and
then the metal solution was passed through the

column at a flow rate of 1 ml min−1. The packing
was washed with a small volume of water and then
aspirated strongly for a few minutes, pushing down
the naphthalene material with a flat glass rod to
eliminate the excess water attached to the naph-
thalene. The solid mass, consisting of the metal
complex along with naphthalene, was dissolved out
the column with 5 ml of DMF. The third derivative
spectrum of this solution was recorded from 400 to
550 nm against a reagent blank with Dl=9 nm.
The absorbances for standard amounts of nickel
were measured and a calibration curve was con-
structed against a reagent blank prepared in a
similar manner.

2.5. General procedure for microcrystalline
naphthalene

An aliquot of nickel solution (containing 0.15–
27 mg) was placed in a 100-ml Erlenmeyer flask
with tightly fitting stopper. Then 1 ml of 0.1% of
the reagent (nitroso-R) was added and the mixture
was diluted to 30–40 ml with water. The pH was
adjusted to 11 with 2 ml of the buffer and then 2
ml of 1% TDBA solution was added. The solution
was mixed well and allowed to stand for few
seconds. Then 2 ml of a 20% solution of naph-
thalene in acetone was added with continuous
shaking. The solid mass so formed, consisting of
naphthalene and metal complex, was separated by
filtration on a Whatman filter paper (no. 1041).
The residue was dried in the folds of a filter paper
and transferred to the Erlenmeyer flask. The solid
mass consisting of the metal complex along with
naphthalene was dissolved with 5 ml of DMF. The
third derivative absorption spectrum was recorded
in the range 400 to 550 nm against a blank solution
prepared in the same way. A calibration graph was
prepared by taking various known amounts of
nickel under the conditions given above.

3. Results and discussions

3.1. Spectral characteristics (zero order)

The absorption spectrum of the ion associated
Ni–nitroso-R–TDBA in DMF against reagent



M.A. Taher / Talanta 50 (1999) 559–567562

Fig. 1. Zero-order spectrum of the naphthalene–Ni–nitroso-
R–TDBA complex. Ni, 2.5 mg; buffer, 2 ml; pH 11; solvent, 5
ml DMF; reference, reagent blank.

Fig. 3. Effect of pH. For conditions see Fig. 2.

scanning speed, the wavelength increment over
which the derivative is obtained (Dl) and the
response time. These parameters need to be opti-
mized to give a well-resolved peak (better resolu-
tion) and thus good selectivity and higher
sensitivity in a determination. Preliminary obser-
vations revealed that the best results were ob-
tained from the third derivative (third derivative
spectra from Fig. 2 leads to sharper and gives
higher than first and second derivative spectra)
with wavelength interval Dl=9 nm. In the
present work a peak-to-peak method between
l1=537 nm and l2=507 nm was applied.

3.2. Reaction conditions

These were established using 2.5 mg of nickel.
The adsorption of nickel on this adsorbent was
found to be maximum in the pH range 5.4–12.1
(Fig. 3). In a subsequent study, the pH was main-
tained at 11. Addition of 0.5–5.0 ml of the buffer
(pH 11) did not affect the retention of nickel and
use of 2.0 ml was recommended. Nickel was
quantitatively adsorbed over the range 0.5–4.0 ml
of the 0.1% of nitroso-R solution. Therefore, 1.0
ml of the reagent is recommended in the present
study.

Various amounts of naphthalene (20% solution
of naphthalene in acetone) were added to the
sample solutions keeping other variables constant.
It was observed that the signal height remained
constant with the addition of 1.0–4.0 ml of 20%
naphthalene solution. Therefore, 2.0 ml of 20%

blank prepared under similar conditions was
recorded (Fig. 1); the first, second and third
derivative spectra are shown in Fig. 2. Derivation
of the spectra leads to sharper zero order bands
and gives higher signal in the resolution spectra.
The main instrumental parameters affecting the
shape of the derivative spectra are the wavelength,

Fig. 2. First, second and third derivative spectra of the naph-
thalene–Ni-(nitroso-R)–TDBA complex. For conditions see
Fig. 1.
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naphthalene solution was used in subsequent
studies. The effect of shaking time on the ad-
sorption indicated that the signal height re-
mained constant over a range of 0.5–7.0 min.
Therefore, 1.0 min of shaking time was main-
tained in the present work.

For the column method, the flow rate was
varied from 0.2 to 8 ml min−1. It was found
that a flow rate of 0.2–5.0 ml min−1 did not
affect adsorption. A flow rate of 1 ml min−1

was recommended in all experiments.
The volume of the aqueous phase was varied

in the range of 10–700 ml under the optimum
conditions, keeping other variables constant. It
was observed that the signal height was almost
constant up to 150 ml (preconcentration factor
of 30). However, for convenience, all the experi-
ments were carried out with 40 ml of the
aqueous phase.

For the column method, peak height was al-
most constant up to an aqueous phase volume
of 400 ml. Therefore, a preconcentration factor
80 can be achieved by the column.

3.3. Retention capacity of the adsorbent

The retention capacity of the adsorbent was
determined by a batch method. The experiment
was performed by taking 500 mg of nickel, 2 ml
of buffer solution (pH 11) and 40 ml of water
in a beaker. This solution was transferred into a
separating funnel and then a suitable amount of
the nitroso-R–TDBA–naphthalene adsorbent
was added. The separating funnel was shaken
vigorously on a mechanical shaker for 5 min.
The solid mass was separated by filtration and
nickel was determined from the filtrate by
atomic absorption spectrometry (AAS). The
solid mass on the filter paper was dried in an
oven, kept in a desiccator and then weighed to
determine the mass of the adsorbent. The maxi-
mum amount of nickel retained with 4.1 mg
g−1 of nitroso-R salt in the adsorbent. It was
also noted that the retention capacity depends
on the amount of TDBA and nitroso-R sup-
ported on naphthalene. The molar ratio of ni-
troso-R:TDBA+ is 1:1; from the observations
on the preparation of the adsorbent it was

found that with the use of nitroso-R (0.9 g) and
TDBA+ (1.2 g), a slight excess of nitroso-R
and 20 g of naphthalene were sufficient for the
complete retention of the metal ions.

3.4. Choice of sol6ent

A number of solvents were tried to dissolve
the Ni–nitroso-R–TDBA–naphthalene. Since
the solid mass was dissolved in a small volume
(3–5 ml) of the solvent, it was essential to select
a solvent in which the chelate is highly soluble
and this results a high sensitivity for the spec-
trophotometry measurements. The solid material
was found to be insoluble in ordinary organic
solvents such as toluene, 1,2-dichloroethane, n-
hexane, nitrobenzene, isoamyl alcohol, n-amyl
alcohol, ethylacetate, methylisobutylketone, chlo-
roform and dioxane, but soluble in dimethyl sul-
foxide, dimethylformamide (DMF) and
propylene carbonate. DMF was preferred due to
the high solubility and stability. It was found
that 3–5 ml of this solvent was sufficient to
dissolve the mixture thus enhancing the sensitiv-
ity of the method. As only a small volume (3–5
ml) of the solvent was used to dissolve the com-
plex and naphthalene, it was essential to study
the effect of surplus water attached to naph-
thalene. It was noted that the surplus water de-
creased the absorbance by 12–15% and led to
an error in the determination. Thus it was nec-
essary to eliminate the water attached to the
naphthalene.

3.5. Calibration

The calibration curve (Fig. 4) for the determi-
nation of nickel was prepared according to the
general procedure under the optimum conditions
developed above.

The detection limit was 10 ppb for nickel at
the minimum instrumental setting (signal to
noise ratio 2). The linearity was maintained in
the concentration range of 0.03–5.4 ppm nickel
with a correlation factor of 0.9997 and the rela-
tive standard deviation (R.S.D.) was found to
be 90.87%.
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3.6. Effect of di6erse ions

Various salts and metal ions were added indi-
vidually to a solution containing 2.5 mg of nickel
and the general procedure was applied. The toler-
ance limit was set as the diverse ion required to
cause 93% error in the determination of nickel.
The results obtained are given in Table 1. Among
the anions examined, large amounts of chloride,
bromide, nitrate, acetate, carbonate and sulphate
could be tolerated. Citrate, oxalate, orthophos-
phate, tartrate and EDTA interfered. Except
EDTA, a relatively low amount of these anions
could be tolerated. Obviously the stability con-
stants of Ni–EDTA complex must be higher than
of the Ni–nitroso-R complex. Of the metal ions
examined, many did not interfere up to milligram
levels, except Fe(III),Cu(II) and Ag(I). Fe(III) was
masked with 3 ml of 5% NaF solution. Cu(II) and
Ag(I) were masked with 3 ml of 1% Na2S2O3

solution. Thus the proposed method is selective
and can be used to determine nickel in standard
alloys and biological samples without any prior
separation.

Table 1
Effect of diverse salts and metal ionsa

Salt or ion Tolerance limit

CH3COONa·3H2O, KNO3 1 g
K2SO4 400 mg
KI, NaF 350 mg

250 mgThiourea
NH4Cl, Na3PO4·12H2O, K2CO3 150 mg
Na2S2O3 100 mg
Sodium potassium tartrate 30 mg

20 mgKSCN
Sodium oxalate 18 mg
Trisodium citrate 10 mg
Na2EDTA 20 mg
Mg(II) 300 mg
Ca(II) 90 mg
Pb(II) 10 mg

7.0 mgCd(II)
Sb(II) 6.0 mg
Ag(I) 70 mg, 2.5 mgb

50 mg, 1.5 mgbCu(II)
Mn(II), Ti(VI) 4.5 mg

3.5 mgZn(II)
Cr(VI), Cr(III) 3.0 mg
Se(VI), Ga(III) 2.5 mg
U(VI), Al(III) 1.5 mg

1.3 mgMo(VI)
1.0 mgPd(II), Te(IV)

60 mg, 1.0 mgcFe(III)
0.9 mgOs(VIII)

Bi(III) 0.8 mg
0.7 mgRh(III), V(V)

Co(II), Ru(III) 0.5 mg
Hg(II) 0.3 mg

a Ni, 2.5 mg; pH 11; nitroso-R salt, 1–4 ml. Determination
by third derivative spectrophotometry.

b Masked with 3 ml of 1% Na2S2O3 solution.
c Masked with 3 ml of 5% NaF solution.

Fig. 4. Calibration curve for nickel by third derivative spec-
trophotometry from signal peak-to-peak measurements be-
tween l1 and l2. For conditions see Fig. 2.

3.7. Analysis of nickel in standard alloys and
steel samples

The proposed method was applied to the deter-
mination of nickel in Nippo Keikinzoku Kogyo
(NNK) CRM 916 and no. 920 aluminum alloy
and NKK no. 1021 Al–Si–Cu–Zn alloy, and
Japanese standards of iron and steel (JSS) CRM
651-7 and 653-7 stainless steel. A 0.1-g sample of
the standard aluminum alloy or steel was com-
pletely dissolved in 6–14 ml of hydrochloric acid
(1+1) by heating on a water-bath and then 1 ml
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of 30% (v/v) hydrogen peroxide was added. The
excess of peroxide was decomposed by heating the
sample on a water-bath. The solution was cooled,
filtered if needed and diluted to 100 ml with
distilled water in a standard flask. An aliquot
(1–2 ml) of this sample was taken in a 20-ml
beaker and the general procedure was applied.
The results obtained are given in Table 2. These
results are in agreement with the certified values.

3.8. Analysis of nickel in biological samples

The accuracy and applicability of the proposed
method has been applied to the determination of
nickel in National Institute for Environmental
Studies (NIES) No. 1 pepperbush, NIES No. 5
human hair and NIES No. 7 tea leaves. A 0.1-g
sample was taken in a beaker and dissolved in
concentrational nitric acid (:5 ml) with heating.
The solution was cooled, diluted and filtered. The
filtrate was made to 100 ml with water in a
calibrated flask. NIES No. 8 vehicle exhaust par-
ticulates (1 g) was dissolved in 18 ml of concen-

trated nitric acid, 18 ml of concentrated perchloric
acid and 2 ml of concentrated hydrofluoric acid in
a 100-ml teflon beaker, evaporated to a small
volume, filtered through a filter paper and made
up to 100 ml with distilled water. An aliquot
(10–50 ml) of the sample solution was taken
individually and nickel was determined by the
general procedure. The results are given in Table
3 and are in good agreement with the certified
values.

4. Conclusion

A simple, economical and highly selective ad-
sorbent has been generated simply by mixing
aqueous solutions of nitroso-R salt and
TDBA+Cl− with an acetone solution of naph-
thalene for the preconcentration of nickel from a
large volume of aqueous solutions of alloys, bio-
logical and environmental samples. It is not possi-
ble to develop selective methods for metal ions
using microcrystalline naphthalene or column

Table 2
Analysis of nickel in standard alloysa

Composition (%)Sample Concentration (%)

FoundbCertified value

JSS 651-7 stainless 9.1790.04c9.20C, 0.047; Si, 0.072; P, 0.028; Cr, 18.60; S, 0.0063; Mo, 0.84; Al, 0.002;
N, 0.0312; Co, 0.22; Mn, 1.72; Cu, 0.082steel

C, 0.068; Si, 0.63; Cr, 22.53; Co, 0.35; Mn, 1.72; Cu, 0.030; N, 0.0276 13.8390.09dJSS 653-7 stainless 13.91
steel

NKK no. 916 alu- 0.06Si, 0.41; Fe, 0.54; Mg, 0.10; Cr, 0.05; Zn, 0.30; Ti, 0.10; Sn, 0.05; Pb, 0.05990.002c

0.04; Sb, 0.01; B, 0.0006; Zr, 0.05; Bi, 0.03; Co, 0.03; Mn, 0.11; Cu,minum alloy
0.27; V, 0.02

0.13690.005c0.14NKK no. 1021 Si, 5.56; Fe, 0.99; Mg, 0.29; Cr, 0.03; Zn, 1.76; Ti, 0.04; Sn, 0.10; Pb,
Al–Si–Cu–Zn al- 0.18; Sb, 0.01; Zr, 0.01; Bi, 0.01; V, 0.007; Ca, 0.004; Mn, 0.11; Cu,
loy 2.72

NKK no. 920 alu- Si, 0.78; Fe, 0.72; Mg, 0.46; Cr, 0.27; Zn, 0.80; Ti, 0.15; Sn, 0.20; Pb, 0.29 0.28490.006d

minum alloy 0.10; Sb, 0.10; Bi, 0.06; Ga, 0.05; Ca, 0.03; Co, 0.10; Mn, 0.20; Cu,
0.71; V, 0.15

a 3 ml of 5% NaF solution and 3 ml of 1% Na2S2O3 solution were added as masking reagents. Determination by third derivative
spectrophotometry.

b Average of five determinations9S.D.
c Column method.
d Microcrystalline naphthalene method.
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Table 3
Analysis of nickel in biological samplesa

Sampleb Concentration (mg g−1)Composition

Certified value Foundc,d

NIES No. 1, pepperbushe K, 1.5190.06; Mn, 0.20390.107; Mg, 0.40890.020; Ca, 8.690.2f8.790.6
1.3890.07%; Cd, 6.790.5; Cu, 1291; Fe, 205917; Co, 239
3; Pb, 5.590.8; Zn, 340920; Rb, 7594; Ba, 165910; Na,
106913; Sr, 3694; As, 2.390.3; P,(1100); Cr,(1.3); Cs, (1.2);
Tl, (0.13); Hg, (0.056) mg/g

1.7590.05fPb, 6.0; Cd, 0.20; Sb, 0.07; Zn, 169; Al, 240; Fe, 225; Mg, 208;NIES No. 5, human hair 1.8
Hg, 4.4; K, 34; Rb, 0.19; Sc, 0.05; Se, 1.4; Na, 26; Sr, 2.3; Ti,
3.2; Ca, 728; Cr, 1.4; Ba, 2.2; Cu, 16.3; Co, 0.10 mg/g

Pb, 0.80; Cd, 0.030; Sb, 0.014; Zn, 33; Cr, 0.15; Al, 775; Mg, 6.5NIES No. 7, tea leaves 6.5290.04g

1530; Ba, 5.7; K, 18600; Sc, 0.011; Na, 15.5; Sr, 3.7; Ca, 3200;
Cs, 0.221; Co, 0.12; Mn, 7.00; Cu, 7.0 mg/g

NIES No. 8, vehicle exhaust K, 0.11590.008; Ca, 0.5390.02; Mg, 0.10190.005; Al, 0.339 18.190.6g18.591.5
particulatese 0.02; Zn, 0.10490.005; Na, 0.9290.008%; Sr, 8993; Co,

3.390.3; Cu, 6793.5; Cd, 1.190.1; Pb, 21999; As, 2.690.2;
Cr, 25.591.5; V, 1792; Sb, 6.090.4; Cs, (0.24); Rb, (4.6); Sc,
(0.055); La, (1.2); Br, (56); Ag, (0.2); Se, (1.3); Mo, (6.4); Ce,
(3.1); Th, (0.35); Sm, (0.20); Eu, (0.05); Lu, (0.02) mg/g

a 3 ml of 5% NaF solution and 3 ml of 1% Na2S2O3 solution were added as masking reagents.
b National Institute of Environmental Studies (NIES) reference materials.
c Average of five determinations9S.D.
d Standard addition method.
e Values in parentheses are approximate and not certified.
f Column method.
g Microcrystalline naphthalene method.

method since many metal–nitroso-R complexes
absorb at close wavelengths. However, with the
use of derivative spectrophotometry, this problem
can be easily solved. Nickel may also be deter-
mined by directly aspirating the DMF solution of
the metal complex after the preconcentration into
the flame of the AAS or by pulse polarography.
Although adsorption onto microcrystalline naph-
thalene is more rapid, the preconcentration factor
is comparatively lower than with the column
method.
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Abstract

The development of liquid chromatography with a commercially available cyano propyl stationary phase and a
100% water mobile phase is reported. Separations were performed at ambient temperature, simplifying instrumental
requirements. Excellent separation efficiency using a water mobile phase was achieved, for example N=18 800, or
75 200 m−1, was obtained for resorcinol, at a retention factor of k %=4.88 (retention time of 9.55 min at 1 ml min−1

for a 25 cm×4.6 mm i.d. column, packed with 5 mm diameter particles with the cyano propyl stationary phase). A
separation via reversed phase liquid chromatography (RP-LC) with a 100% water mobile phase of six phenols and
related compounds was compared to a separation of the same compounds by traditional RP-LC, using octadecylsi-
lane (ODS), i.e. C18, bound to silica and an aqueous mobile phase modified with acetonitrile. Nearly identical
analysis time was achieved for the separation of six phenols and related compounds using the cyano propyl stationary
phase with a 100% water mobile phase, as compared to traditional RP-LC requiring a relatively large fraction of
organic solvent modifier in the mobile phase (25% acetonitrile:75% water). Additional understanding of the retention
mechanism with the 100% water mobile phase was obtained by relating measured retention factors of aliphatic
alcohols, phenols and related compounds, and chlorinated hydrocarbons to their octanol:water partition coefficients.
The retention mechanism is found to be consistent with a RP-LC mechanism coupled with an additional retention
effect due to residual hydroxyl groups on the cyano propyl stationary phase. Advantages due to a 100% water mobile
phase for the chemical analysis of alcohol mixtures and chlorinated hydrocarbons are reported. By placing an
absorbance detector in-series and preceding a novel drop interface to a flame ionization detector (FID), selective
detection of a separated mixture of phenols and related compounds and aliphatic alcohols is achieved. The compound
class of aliphatic alcohols is selectively and sensitively detected by the drop interface/FID, and the phenols and related
compounds are selectively and sensitively detected by absorbance detection at 200 nm. The separation and detection
of chlorinated hydrocarbons in a water sample matrix further illustrated the advantages of this methodology. The
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sensitivity and selectivity of the FID signal for the chlorinated hydrocarbons are significantly better than absorbance
detection, even at 200 nm. This methodology is well suited to continuous and automated monitoring of water
samples. The applicability of samples initially in an organic solvent matrix is explored, since an organic sample matrix
may effect retention and efficiency. Separations in acetonitrile and isopropyl alcohol sample matrices compared well
to separations with a water sample matrix. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Liquid chromatography; Cyano propyl stationary phase; Water mobile phase; Phenol

1. Introduction

Reversed phase liquid chromatography (RP-
LC) is a popular technique for both chemical
analysis and preparative separations [1,2]. Tradi-
tionally, RP-LC is performed with a stationary
phase such as octadecylsilane (ODS), i.e. C18,
that is bonded to a silica substrate [3]. A timely
separation with a C18 stationary phase often re-
quires a significant amount of organic solvent,
such as methanol or acetonitrile, in the aqueous
mobile phase. While this practice of RP-LC has
served chemical analysts well over the years, there
is considerable interest and regulatory pressure to
eliminate the use of organic solvent modifiers in
the mobile phase [4]. Thus, the development of
RP-LC without organic solvent modifiers is an
important area of research, where the mobile
phase can be as simple as 100% water, or water
with a small amount of a more effective and less
polluting modifiers, such as cyclodextrins [5,6].

There are three specific reasons for developing
RP-LC with a 100% water mobile phase: the
increasing pressure to reduce chemical waste and
pollution resulting from chemical analysis proce-
dures, the broadened scope and enhanced perfor-
mance of detection, and the potential to develop
LC into a technique that can be more readily
adapted and applied for on-line and remote chem-
ical analysis. With regard to each of these three
issues, the organic solvent in the mobile phase is a
limitation to the practice of RP-LC. Further de-
velopment of RP-LC with a 100% water mobile
phase, however, requires careful attention to the
design of stationary phases, a subject that we will
now consider.

In order to achieve a chemical separation in
liquid chromatography, the correct balance of
forces must be applied between two or more
competing phases. In previous work, we have

shown that by carefully considering this balance
of forces in RP-LC, a moderate to low polarity
stationary phase of extremely low volume (in
relation to the mobile phase volume within a
column) could be synthesized that was effective in
producing reasonable retention factors for hydro-
phobic analytes (benzene, toluene, ethyl benzene,
etc.), with a 100% water mobile phase [7–9]. The
stationary phases produced were relatively ineffi-
cient compared to commercial C18 phases. Possi-
ble causes for this relatively poor efficiency, are
the difficulty in producing a uniform phase thick-
ness over the substrate surface area, and the po-
tential for slow mass transfer kinetics of the
analytes transferring between a relatively hydro-
phobic phase and a 100% water mobile phase
[10,11].

This manuscript presents results in which a
separation of phenols and related compounds is
achieved using a cyano propyl stationary phase
bound to silica coupled with a 100% water mobile
phase. These results are then compared to a sepa-
ration of the same compounds by traditional RP-
LC using C18 bound to silica with an acetonitrile
modified aqueous mobile phase. The separations
are performed at ambient temperature, instead of
elevated temperatures [12,13], and are aimed at a
broader range of analyte polarity than earlier
work in the field [14]. The issues of analysis time,
separation efficiency, and utility for chemical
analysis are investigated. We report that excellent
separation efficiency and excellent separation se-
lectivity were both achieved using a 100% water
mobile phase.

The benefit of having a 100% water mobile
phase for novel chemical analysis strategies was
also explored. In previous work [8] we described a
novel drop interface that allowed volatile organic
compounds, initially in water, to be selectively
detected by a flame ionization detector (FID). By
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placing an absorbance detector in-series but pre-
ceding the drop interface/FID, selective detection
of a separated mixture of phenols and related
compounds from aliphatic alcohols is achieved.
The compound class of aliphatic alcohols is selec-
tively and sensitively detected by the drop inter-
face/FID, while the phenols and related
compounds are selectively and sensitively detected
by absorbance detection at 200 nm. The utility of
this instrumental method is further illustrated by
the separation and detection of chlorinated hydro-
carbons in a water sample matrix, chlorinated
hydrocarbons provide a signal for both the ab-
sorbance and FID channels. It will be shown that
the sensitivity and selectivity of the FID signal for
the chlorinated hydrocarbons is significantly bet-
ter than absorbance detection, even at 200 nm.
The use of RP-LC with a 100% water mobile
phase and this combination of detectors is well
suited to continuous and automated monitoring

of water samples. Another important issue is ap-
plicability to samples initially in an organic sol-
vent matrix, since an organic sample matrix may
effect retention and efficiency. This issue will be
explored using host matrix solvents of acetonitrile
and isopropyl alcohol. Separations of test analytes
in these solvents will be compared to a separation
with a water sample matrix.

2. Experimental

Test analytes used in this study were of analyti-
cal grade (J.T. Baker, Phillipsburg, NJ, USA, and
Aldrich, Milwaukee, WI, USA), and are listed in
Table 1 along with additional data and informa-
tion that will be discussed later. The liquid chro-
matography hardware was routine, except for the
drop interface/FID that will be described shortly.
For RP-LC system with 100% water mobile

Table 1
List of analytes studied, the retention factor (k %) measured, and log of the water:octanol partition coefficients (Pow) [15]. Retention
factors were obtained using the RP-LC systems compared in Figs. 1 and 2

k %a Log PowAnalyteCompound class k %b

Phenols and related compounds
Resorcinol 0.801.504.88

1.103.52Benzyl alcohol 5.56
1.46Phenol 5.96 4.91

Phenethyl alcohol 5.79 1.369.28
1.95o-Cresol 11.28 9.74

10.9112.52p-Cresol 1.94

Aliphatic alcohols
0.95 – −0.77Methanol

Ethanol 1.21 – −0.31
0.25–1.981-Propanol

1-Butanol 4.16 – 0.88
0.89Tert-amyl alcohol 6.46 –

3-Pentanol 7.60 – 1.21
Isopentanol 9.93 – 1.19

Chlorinated hydrocarbons
3.46Methylene chloride 1.25–

1.41–4.41Bromochloromethane
1,2-Dichloroethane 6.24 – 1.48
Chloroform 7.67 – 1.97

a Retention factors based upon a dead time of 1.57 min. for the nitrate ion using cyano propyl stationary phase and a 100% water
mobile phase.

b Retention factors based upon a dead time of 1.51 min for the nitrate ion using C18 stationary phase and 25% acetonitrile:75%
water mobile phase.
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phase, distilled deionized water was used and was
delivered by a syringe pump (LC2600, ISCO,
Lincoln, NE, USA), while the traditional RP-LC
system used a mobile phase composed of 25%
acetonitrile:75% distilled deionized water (by vol-
ume), and was delivered by a piston pump (114M,
Beckman, Berkeley, CA, USA). Pump selection
was not a critical issue in this work and either
could be used for both RP-LC systems. Six ports
of a 10 port electrically actuated valve (EC10W,
Valco Instruments, Houston, TX, USA) fitted
with a 6 ml sample injection loop made from 1/16%%
O.D.×0.007%% I.D. PEEK tubing (Upchurch, Oak
Harbor, WA, USA) was used to inject samples
with both systems. The two columns employed in
this work were an Altex Ultrasphere ODS, 250×
4.6 mm, 5 mm (Alltech, Deerfield, IL, USA) for
the traditional RP-LC separation, and a Brownlee
Spheri-5 non-end capped cyano propyl 250×4.6
mm column (Perkin-Elmer, Norwalk, CT, USA)
for 100% water mobile phase separations. A
Dionex UV-Vis absorbance spectrometer (VDM-
2, Dionex, Sunnyvale, CA, USA) with a 3.5 ml cell
and 0.5 cm path length was employed for ab-
sorbance detection at 200 nm with both systems.
Additionally, only for the separations with a
100% water mobile phase, following the ab-
sorbance detector in-series was a novel drop inter-
face coupled to a flame ionization detector that is
within a gas chromatograph (Model 3600cx,
Varian Analytical, Sugarland, TX, USA) [8]. With
the drop interface, as eluent from the 100% water
mobile phase separation forms drops at a fused
silica capillary tip, helium flowing past the drop is
enriched with the volatile components in each
successive water drop. Flame ionization detection
of the helium gas stream enriched in the vapor of
volatile organic analytes is detected by the FID.
The FID conditions were as follows: air flow at
300 ml min−1, hydrogen flow at 30 ml min−1,
and helium carrier at 35 ml min−1. An earlier
report [8] further discusses the design and investi-
gated the performance of the drop head space
interface/FID. PEEK tubing was used for all
plumbing except where noted. Additionally,
simultaneous UV absorbance detection for the
100% water mobile phase separations was shown
to provide information about the non-volatile an-

Fig. 1. Traditional RP-LC separation of six phenols and
related compounds, 12 ng each dissolved in water injected,
separated on C18 stationary phase, 4.6 mm×250 mm column,
with 25% acetonitrile:75% water mobile phase flowing at 1 ml
min−1, and absorbance detection at 200 nm (1 mAU equals
an absorbance of 10−3). Analytes: (a) nitrate; (b) resorcinol;
(c) benzyl alcohol; (d) phenol; (e) phenethyl alcohol; (f) o-
cresol; (g) p-cresol.

alytes. Enhanced selectivity was obtained by uti-
lizing these two complementary detectors
in-series. Software written in-house controlled a
data acquisition board (Model AT-MIO-16XE-
50, National Instruments, Austin TX, USA) to
acquire the absorbance detector and FID data at
1000 points per second and were boxcar averaged
to two points per second.

3. Results and discussion

The commercial stationary phase based upon
cyano propyl bound to silica, with the residual
hydroxyl groups not end capped, has been evalu-
ated and found compatible with a 100% water
mobile phase. Traditional RP-LC with an organic
modifier versus RP-LC with a 100% water mobile
phase were compared using a test mixture of
phenols and related compounds. Results are re-
ported in Table 1 and shown in Figs. 1 and 2.
These two figures show that baseline separation of
a mixture of phenols and related compounds, was
achieved, and that the overall analysis time is
similar and identical elution order is achieved for
both separations. Obtaining the same overall
analysis time was accomplished by properly modi-
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fying the mobile phase with an organic solvent for
the traditional RP-LC separation on the C18 sta-
tionary phase, in order to match the retention
time of the last eluting compound in the separa-
tion with the 100% water mobile phase. The simi-
larity in the retention times and identical elution
order of the analytes for the two separations
demonstrates fair agreement in chemical selectiv-
ity between the two separations.

The cyano propyl stationary phase applied was
not end capped to avoid high carbon loading and
hydrophobic character that accompanies silica-
based stationary phases end capped with trimethyl
silane. The residual hydroxyl groups should con-
tribute to retention, so retention factors were
compared to octanol:water partition coefficients
(Pow) in order to determine the extent to which
analyte hydrophobicity and hydrogen bonding
contributes to retention. Retention factors, k %,
obtained for a variety phenols and related com-
pounds, aliphatic alcohols and chlorinated hydro-
carbons are listed in Table 1. In Fig. 3, the log k %
versus log Pow for these test analytes is plotted
[15]. Two key observations can be made. First,
there is indeed a strong correlation between log k %
and log Pow. Second, at a given Pow, retention is
shifted to a longer time for both compound
classes that contain an alcohol group relative to

Fig. 3. Log of the retention factor, k %, versus the log of the
octanol:water partition coefficient Pow [15] for the analytes
listed in Table 1, with the k % measured by RP-LC using the
cyano propyl stationary phase and a 100% water mobile
phase.

the chlorinated hydrocarbons. This effect is at-
tributed to an additional retention mechanism
probably due to hydrogen bonding between the
hydroxyl group of the alcohols and the hydroxyl
sites on the silica. There appears to be no signifi-
cant difference in the correlation between the
phenols and related compounds, and the aliphatic
alcohols. The main point is that the separation
follows a RP-LC pattern, with an additional re-
tention effect due to the residual hydroxyl groups
on the cyano propyl stationary phase column.
Note that relatively small k % data are achieved
with 100% water mobile phase at ambient temper-
ature. This is in contrast to previous reports in
which relatively large k % data were obtained, thus
requiring the use of short columns to keep reten-
tion times reasonable [16,17].

An important issue for the development of
RP-LC with a 100% water mobile phase is separa-
tion efficiency. A plot of the plate height H (mm)
versus the linear flow velocity (Fig. 4), u (mm
sec−1), of the water mobile phase for resorcinol,
using the cyano propyl column. Resorcinol was
selected as a representative analyte, with data
obtained from separations as shown in Fig. 2 at 1
ml min−1, and a retention factor of k %=4.88
(Table 1). The H values plotted were determined
by measuring the efficiency N using an empirical
method that takes into account peak asymmetry

Fig. 2. RP-LC separation of six phenols and related com-
pounds, 60 ng each dissolved in water injected, separated on
cyano propyl stationary phase, 4.6 mm×250 mm column,
with 100% water mobile phase at 1 ml min−1, and absorbance
detection at 200 nm (1 mAU equals an absorbance of 10−3).
Analytes: same labels as in Fig. 1.
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[18]. At 1 ml min−1 a respectable value of N=
18 800 was obtained for resorcinol with the 25 cm
column filled with the cyano propyl stationary
phase. Furthermore, at a flow rate of 0.4 ml
min−1 (u=1.1 mm s−1), the H of 10.9 mm corre-
sponds to a reduced plate height of 2.2 (since the
particle diameter was 5 mm). A reduced plate
height of 2.2 indicates that the RP-LC system
with a water mobile phase is operating in a high
performance region with respect to separation
efficiency [19]. In general, the narrow peak widths
obtained (Fig. 2) further highlight the efficiencies
possible with this commercial stationary phase
applied with a water only mobile phase. We found
the cyano propyl phase to be fairly robust, al-
though continuous exposure to 100% water leads
to faster hydrolysis, than if an organic modifier
were present, and loss of the cyano propyl groups.
It is reasonable that future developments in syn-
thetic procedures, using zirconium based sub-
strates for example, could readily lead to even
more robust stationary phases for RP-LC with a
100% water mobile phase applications [20,21].

Using a 100% water mobile phase provides a
low signal background under baseline conditions
for many detection methods, such as absorbance,
fluorescence, conductivity, as well as the flame
ionization detector (FID), which is commonly
applied in gas chromatography (GC). The low
background leads to better detection limits and

Fig. 5. Separation of seven aliphatic alcohols, 240 ng each in
water injected, using the cyano propyl stationary phase, 4.6×
250 mm column, with 100% water mobile phase at 1 ml min−1

and FID detection using the drop interface [8]. Analytes: (a)
methanol; (b) ethanol; (c) 1-propanol; (d) 1-butanol; (e) t-amyl
alcohol; (f) 3-pentanol; (g) isopentanol. The aliphatic alcohols
were selectively detected from a mixture of 13 phenols and
related compounds and aliphatic alcohols. The six phenols and
related compounds were selectively detected by absorbance at
200 nm, with resulting chromatogram identical to Fig. 2.

expanded applicability, and often simplifies the
instrumentation. Since the FID offers excellent
detection limits in GC, we have been developing
RP-LC with a 100% water mobile phase with the
intention to take advantage of the FID. RP-LC
with a 100% water mobile phase was interfaced to
a FID using a novel drop sampling device [8]. In
work we report here, a mixture of 13 phenols and
related compounds, and aliphatic alcohols was
separated by RP-LC with a 100% water mobile
phase, followed by absorbance detection in-series
with the drop-interface/FID. This combination of
detectors provided highly selective detection. The
phenols and related compounds were selectively
detected by absorbance at 200 nm, with the chro-
matogram virtually identical to Fig. 2. Concur-
rently, selective detection of volatile compounds,
specifically the aliphatic alcohols was achieved, as
seen in Fig. 5. The phenols and related com-
pounds are not seen in Fig. 5 because they were
not sufficiently volatile to be observed by the
FID, while the aliphatic alcohols are not seen in
Fig. 2 because they do not have a significant
absorbance at 200 nm. Eliminating the need for a
volatile organic solvent in the mobile phase was

Fig. 4. Plot of plate height H (mm) versus the mobile phase
linear flow velocity u (mm s−1) for the test analyte resorcinol,
retained with a k %=4.88 by using the cyano propyl stationary
phase and a 100% water mobile phase.
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essential to employing an FID with the drop
sampling interface. A comparison of the band
broadening between the aliphatic alcohols (Fig. 5)
and the phenols and related compounds (Fig. 2) is
warranted, since at a given retention time the
observed band broadening for the aliphatic alco-
hols was somewhat higher. The higher band
broadening is not due to the detector, since the
earlier eluting peaks of methanol and ethanol
exhibited quite narrow peak widths. The larger
band broadening is most likely attributed to
slower mass transfer kinetics for the aliphatic
alcohols [10,11], yet a more detailed study is
needed to confirm this possibility.

Additional applications further support the po-
tential for this chemical analysis methodology.
RP-LC with a 100% water mobile phase separa-
tion of four chlorinated hydrocarbons was cou-
pled to the absorbance detector and drop
interface/FID in-series. The resulting chro-
matograms are shown in Fig. 6. Note that analyte
detectabilities are better with the FID than with
absorbance at 200 nm. Again, a key application
could be for routine water monitoring and testing
in which in-situ analysis is needed, and when GC
of water samples would require solvent extraction
or solid phase extraction..

Fig. 7. Separations of analytes in various sample matrices,
using cyano propyl stationary phase, with 100% water mobile
phase at 1 ml min−1, and absorbance detection at 200 nm (1
mAU equals an absorbance of 10−3). A volume of 2 ml was
injected at analyte concentrations of 5 ppm each (10 ng each)
in (A) water sample matrix; (B) acetonitrile sample matrix; and
(C) isopropyl alcohol sample matrix. Analytes: (a) nitrate; (b)
benzaldehyde; (c) resorcinol; (d) phenol.

Fig. 6. Separation of four chlorinated hydrocarbons, 600 ng
each in water injected, separated on cyano propyl stationary
phase, 4.6×250 mm column, with 100% water mobile phase
at 1 ml min−1. Absorbance detection at 200 nm and the drop
interface/FID [8] are obtained in-series, providing dual chan-
nel data. Note the superior sensitivity and signal-to-noise ratio
with the FID chromatogram. Analytes: (a) methylene chloride;
(b) bromochloromethane; (c) 1,2-dichloroethane; (d) chloro-
form; (i) impurity or injection disturbance.

The use of RP-LC with a 100% water mobile
phase for samples initially in an organic solvent
matrix is an important application. RP-LC with a
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100% water mobile phase should be amenable to
samples originally in an organic solvent matrix, if
one is careful to not inject too large of a sample
volume. We addressed this issue by achieving and
evaluating RP-LC with a 100% water mobile
phase separations of test analytes dissolved in
each of the following matrices: water, acetonitrile,
and isopropyl alcohol, using the cyano propyl
stationary phase and a water mobile phase (Fig.
7A, B, C). Comparison of these separations re-
veals that there are virtually no differences be-
tween the chromatograms, with the exception of
the large solvent peak caused by the organic
sample matrix in Fig. 7B and C, which appears to
be the primary limitation.

Overall results of this work demonstrate that
the future of RP-LC with a 100% water mobile
phase is quite encouraging. Additional study and
development are in order, including stationary
phase development, experimental evaluation, and
the theoretical study of RP-LC with a 100% water
mobile phase separations. The present study has
demonstrated that one can indeed obtain high
efficiency separations via RP-LC with a 100%
water mobile phase at room temperature using a
commercially available column, and novel detec-
tion strategies can be applied.
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Abstract

A practical method for the on board determination of light (C1–C4) hydrocarbons dissolved in seawater has been
developed. The gaseous hydrocarbons in seawater were extracted quickly with a vacuum sparge tower and determined
gas chromatographically. By using two cryogenic columns at dry ice–ethanol temperature (−80°C) connected in
series, it was possible to completely collect the hydrocarbons. The precision and sensitivity were comparable to that
of previous methods. The analysis was completed within 45 min for one sample and the sample volume was 500 ml.
The method was successfully applied to the northern North Pacific water collected in summer 1997. The concentra-
tions of C2–C4 hydrocarbons in surface seawater ranged from several to several tens pmol l−1, within the range of
concentrations in previous studies. © 1999 Elsevier Science B.V. All rights reserved.

1. Introduction

Recently, oceanic emission of nonmethane hy-
drocarbons (NMHCs) have been identified as sig-
nificant sinks of the OH radical for the remote
marine atmosphere [1,2]. However, there is a lack
of data from some ocean areas and a lack of time
series data sets in the database of hydrocarbon
concentrations in seawater at the present time [3].
Furthermore, most previous studies were focused
on the measurement of concentrations of hydro-
carbons in the surface seawater. Measurements of

concentrations in the water column and their
seasonal variations in various marine environ-
ments also need to be investigated to determine
the production and decomposition mechanisms of
NMHCs.

Previous analysis methods of NMHCs in sea-
water are more or less based on that developed by
Swinnerton and Linnenbom (1967) [4]. Their
method was comprised of three processes: de-
gassing, cryogenic concentration and pre-separa-
tion, and gas chromatographic determination.
Stripping chambers have been used for the de-
gassing of hydrocarbon gases from seawater,
which requires at least 30 min and at least 870 ml
of sample water for sensitive determination [5].
While dry ice was used as cryogen to trap the

* Corresponding author. Fax: +81-11-7062247.
E-mail address: tsuru@ees.hokudai.ac.jp (N. Tsurushima)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (99 )00144 -7



N. Tsurushima et al. / Talanta 50 (1999) 577–583578

extracted hydrocarbon gases in the early method
of Swinnerton and Linnenbom (1967) [4], liquid
nitrogen has been more recently used [2,5] be-
cause hydrocarbons are easier to trap at liquid
nitrogen temperature. However, dry ice is more
suitable, especially for the long term on board
investigation, because it is cheaper, easily ob-
tainable, and relatively easy to store.

In this study, we developed a method for on
board determination of C1–C4 hydrocarbons in
seawater, improving some areas of previous
methods. We succeeded in reducing the sample
volume to 500 ml and in using dry ice for the
cryogen, keeping the sensitivity and precision at
the same levels of previous methods. Further-
more, we attempted to apply a vacuum sparge
tower for the rapid extraction of hydrocarbon
gases dissolved in seawater. The method was
successfully applied to obtain vertical profiles of
NMHCs on board a vessel in the northern
North Pacific Ocean.

Fig. 2. Scheme of the degassing and pre-concentration appara-
tus.

2. Experimental

A schematic drawing of the apparatus used
for degassing and concentration is shown in
Figs. 1 and 2, and the various apparatus are
listed in Table 1. Valves A to G (eight in total)
in Fig. 2 are used to turn the pathway of carrier
gas or sample water. In Fig. 1, the solid lines
within the valves show the state before analysis.
The dashed line shows a state of turning the
valves. In this method, two concentration
columns (column 1, 2 in Fig. 2) packed with
Porasil C were used to collect all the hydrocar-
bons. The concentration of methane in seawater
is generally one or more orders of magnitude
greater than that of other hydrocarbons, which
is apt to interfere with their gas chromato-
graphic detection. Therefore, methane in seawa-
ter should be separated prior to detection by
using another column packed with Unibeads C
(column 3, Fig. 2) having a large retention vol-
ume for methane at dry ice–ethanol temperature
as used by Tsurushima et al. (1996) [6]. A vac-
uum sparge tower (Fig. 1) developed by Law et
al. (1994) [7] for determination of sulfur hex-
afluoride in seawater was modified and applied
to this study for the rapid extraction of hydro-
carbon gases dissolved in seawater.

Seawater samples for the determination of hy-
drocarbons were collected with samplers for

Fig. 1. Vacuum sparge tower used for extraction of hydrocar-
bon gases in seawater. This tower consisted of a glass cylinder
with a coarse glass frit at the lower end. The size is shown in
mm.
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oceanographic use such as Niskin bottles. The
sample water was drawn into a 500 ml sampling
bottle through a rubber tube immediately after
recovery of the Niskin bottles ensuring that no
air bubbles entered the bottle. Sample bottles
were over filled by \200 ml of sample water,
and then capped without any air space. The
samples were preserved in a cold (0–5°C), dark
place for B24 h prior to analysis.

A gas chromatograph was conditioned as fol-
lows: carrier gas flowed with a rate of 30 ml
min−1. The temperatures of the separation
column, the vaporization unit, and the detector
in the gas chromatograph were 40, 70, and
70°C, respectively.

To begin the operation, valve C was turned
to replace the air in the sparge tower with he-
lium gas flowing at 100 ml min−1. After several
minutes, valve C was turned back to the origi-
nal position and valve B opened to remove the
helium gas in the sparge tower by evacuating

with a vacuum pump. For the first analysis of
sample, this procedure was repeated twice to re-
move laboratory air inside the sparge tower. Af-
ter attaining 5 torr or less within 3 min, valve B
was turned back to the original position and
valve A opened to transfer the sample water
being gently pushed with helium gas. After 480
ml of the water had flowed into the sparge
tower through small holes in its upper part, the
dissolved gases in seawater were separated and
accumulated in the upper part of the sparge
tower.

The extracted gases were then allowed to flow
through columns 1 and 3 (soaked in the dry
ice–ethanol cryogen) by turning the valves in
order of E, G, and C. After 20 min, when the
extracted methane and ethane were trapped in
column 3 and the other hydrocarbons were
trapped in column 1, valves G, E, and C were
turned back to the original position. Column 1
was then immersed in hot water (\90°C), and
column 2 in dry ice–ethanol. Valves F and E
were turned to transfer the hydrocarbon gases
from column 1 to column 2. After 5 min, valves
F and E were turned back to the original posi-
tion. This procedure concentrated hydrocarbon
gases to a smaller volume. To send the hydro-
carbon gases to the gas chromatograph, column
2 was immersed in hot water and valves D and
F turned. After the peak of 1-butene has passed
through the GC, valve F was turned back to its
original position. After immersing column 2 in
the dry ice–ethanol cryogen and column 3 in
hot water, valves F and G were turned in order
to separate methane from ethane and send the
methane to the gas chromatograph. Ethane was
trapped with column 2. After 2 min, when the
peak area of methane is counted, valves F and
G were turned back to their original posi-
tions. Column 2 was immersed in hot water and
valve F turned to send the ethane to the gas
chromatograph. After measurement of ethane,
valves F and D were turned back to their origi-
nal positions. Valve B was then turned to drain
the sample water from the sparge tower and
finally, valve B was turned back to its original
position.

Table 1
Apparatus and reagents for the gas chromatographic analysis
of C1–C4 hydrocarbons in seawater

Gas chro- Type GC-8A (Shimadzu)
matograph

Flame ionization detector (FID)Detector
Separation Al2O3/KCL PLOT fused silica capillary

column column
0.53 mm i.d.×25 m (Chrompak)
Helium (99.9999%, Nippon Sanso)Carrier gas

Preconcentration Stainless steel columns packed with
columns

1 (2 mm i.d.× Porasil-C, 80/100 mesh (Alltech Associ-
ates)100 cm)
Porasil-C, 80/100 mesh (Alltech Associ-2 (2 mm i.d.×
ates)20 cm)
Unibeads-C, 100/120 mesh (GL Sci-3 (3 mm i.d.×

20 cm) ences)
Standard gas Several hundreds ppb hydrocarbons in

nitrogen (Takachiho trading)
Oil rotary pump, type G-50S (SinkuVacuum pump
Kiko)

Stripping cham- Vacuum sparge tower shown in Fig. 1
ber

Sample bottle 500 ml dark brown glass bottles
Magnesium perchlorate (GFS Chemi-Desiccant
cals)
Crushed lumps of dry ice in ethanolCryogen
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Table 2
The reproducibility, recovery, and detection limits of this method for individual hydrocarbons

Recovery Actual seawater reproducibility Det. LimitStd. Gas reproducibility
(%) (%)(%) (pmol l−1)

Methane 2.7 100 3.0 9.9
9592 10Ethane 0.92.9
9392 114.6 0.8Propane

3.3n-Butane 64912 6.9 1.5
64912 6.9i-Butane 1.33.0

9592Ethene 4.53.5 0.9
Propene 2.7 9392 4.7 1.0
1-Butene 3.8 68913 13 3.9

– – –Acetylene 7.8

The system was calibrated with a standard
gas sample (every 10 to 20 samples) through a
stainless steel column which had standard vol-
ume (0.2, 0.5 or 1 ml). Standard gas flowed into
the standard volume column and introduced to
the preconcentration columns by turning valve
H.

In this study, we did not examine contamina-
tion from Niskin sampler. However, Lamon-
tagne et al. (1974) [8] suggest that there was no
significant contamination which could be as-
cribed to Niskin bottles. We confirm that the
amounts of NMHCs in the seawater at 3000 m
depth were not detectable or close to the detec-
tion limit in the northern North Pacific. This
also suggests that significant contamination did
not occur in the sampling procedure.

3. Results and discussion

3.1. Reproducibilities and reco6eries

The reproducibilities, recoveries, and detection
limits of this method for respective hydrocar-
bons are listed in Table 2. The precision, 1s
value obtained from the replicate determinations
of a standard gas, was B5% for each hydrocar-
bon except acetylene which was 8%.

The recoveries of the respective hydrocarbons
depend on the retention times of the concentra-
tion columns and the extraction efficiencies at

the sparge vacuum tower. Due to the fact that
the concentration columns were long enough to
collect the hydrocarbons completely, the recov-
eries of the hydrocarbons depended largely on
the extraction efficiencies at the sparge vacuum
tower. The extraction efficiency was obtained by
repeating the degassing experiments for one sea-
water sample and assuming that the extraction
efficiencies were constant for all the subsequent
degassing experiments. The equation for the ex-
traction efficiency (r) is given by:

r=1− (a2/a1)

where a1 and a2 are the amount of each hydro-
carbon extracted in the first and second de-

Fig. 3. Stripping efficiency corresponding to the stripping time
for determination of methane, ethene, propene, and 1-butene
in the actual seawater.
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Table 3
Sampling date, time, and location in the cruise of T/S Ohoro Maru in the northern North Pacific as well as surface sea temperature
and wind speed

Time (local time) Latitude Longitude Depth (m)Date SST (°C)Station no. Wind speed (m s−1)

16:57 53°30% N 177°00% W 3781 9.3193 5.01997.8.7
15:29 48°59% N 174°56% W1997.8.10 5456194 10.3 3.2
20:35 49°00% N 180°00% W200 52751997.8.11 10.1 6.0
8:26 47°00% N 180°00% W1997.8.11 1745204 10.8 4.5

21:23 45°00% N208 180°00% W1997.8.12 5645 12.1 5.0

gassing processes, respectively. The efficiencies
for methane were \90% even for 5 min extrac-
tion (Fig. 3). The extraction efficiency decreased
with an increasing molecular weight of hydro-
carbon. The extraction efficiencies of C1–C3 hy-
drocarbons for the 20 min degassing time were
\90%. These values were comparable to those
in previous studies. The extraction efficiencies
of C4 hydrocarbons were 60–70%, lower than
those of previous methods. For instance, in
the method of Plass et al. [5] extraction efficien-
cies of C4 hydrocarbons were 91% after 30 min
of helium gas purge with a normal stripping
chamber. Although low extraction efficiency in-
duced large uncertainties for determination of
C4 hydrocarbons, the absolute errors were not
much larger than those for C1–C3 hydrocar-
bons, because the concentrations and the vari-
abilities of C4 hydrocarbons in the ocean were
generally smaller than those of C1–C3 hydro-
carbons. Thus, although the sparge vacuum
tower may be not effective for hydrocarbons
heavier than C4, it is sufficiently practical for
the determination of C1–C4 hydrocarbons in
seawater.

The 1s values obtained from the replicate de-
terminations of actual seawater samples were B
15%, except for acetylene. The detection limits
of NMHCs have been calculated by measuring
the baseline noise and extrapolating the sample
sizes to where they would have signal-to-noise
ratios of three. They were B3 pmol l−1. These
reproducibility and detection limits were also al-
most the same as those in the previous studies.
Acetylene was not detected in the open ocean
water used in this experiment.

3.2. Concentrations of hydrocarbons in seawater

Measurements were made at five stations in the
northern North Pacific (Table 3) during the pe-
riod August 6–12, 1997 by T/S Oshoro Maru.
The concentrations of hydrocarbons in the surface
water are listed in Table 4 and vertical profiles are
shown in Fig. 4.

The concentration of methane in the surface
water was 2.5090.10 nmol l−1 (n=5) in the
northern North Pacific. This value was not differ-
ent from 2.7890.46 observed in the western
North Pacific (36–40°N, 165°E) surface water in
1991 [9]. Furthermore, the vertical profiles were
also similar to those in the previous study, having
the maximum concentration (\2.5 nmol l−1) at
depths below 50 m (Fig. 4a).

Table 4
Mean concentration of methane (in nmol l−1) and the other
light hydrocarbons (in pmol l−1) in the surface water as well
as its standard deviation (91s)a

This study Previous studies*

2.5090.10CH4 (2.7890.46)
C2H6 6.792.3 22944

13499562.297.6C2H4

–C2H2 14910
C3H8 10.093.1 11914
C3H6 5993631.093.9
T-C4H10 4.391.3 7.4912
C4H8-1 3792915.690.5

a T-C4H10 (total butane) showed the sum of the concentra-
tion of n-C4H10 and 1-C4H10.

* Mean concentration of methane at the surface in the
western North Pacific (Watanabe et al., 1995 [9]) and of other
hydrocarbons determined by in situ measurements in various
marine environments (compiled by Plass-Dülmer et al., 1995
[3]).
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Fig. 4. The vertical profiles of methane (a), C2–C4 alkanes (b) and C2–C4 alkenes (c) at station 204 (solid line) and 208 (broken
line) in the northern North Pacific. T-C4H10 (total butane) means sum of the concentration of n-C4H10 and i-C4H10.
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The mean concentrations of NMHCs in the
surface water determined in this study were
nearly half of those previously reported (Table
4), although the wide ranges make the differ-
ences insignificant. The concentrations of alke-
nes were greater than those of alkanes, and the
concentration of alkenes decreased with increas-
ing carbon number. These characteristics agree
with results obtained in previous studies.

The concentrations of alkenes had maxima at
the surface and decreased with depth (Fig. 4c).
While the concentration of propene decreased
rapidly in the layer below 50 m, that of ethene
decreased more gradually with depth. The con-
centrations of alkanes, except methane, were B
30 pmol l−1. The maximum concentrations of
C2–C4 alkanes were not at the surface, and
their concentrations decreased with depths below
200 m (Fig. 4b).

4. Summary

The described method allows shipboard mea-
surement of C1–C4 hydrocarbons in seawater.
Only dry ice was used to cryofocus. The sample
volume and degassing time were somewhat
smaller than for previous methods. Sparge vac-
uum tower was effective for the extraction of
C1–C3 hydrocarbons from seawater. The
method employed in this study is somewhat
complicated to operate and not suitable for con-
tinuous measurement because there are many
valves and cryofocusing traps. However, this

method can be automated for easier operation
using automatic valves.
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Abstract

This is the first report on the determination of proteins based on the interaction with carboxyarsenazo (CAA) by
Rayleigh light scattering (RLS). At pH 4, the weak RLS of CAA can be enhanced greatly by the addition of proteins,
resulting in three characteristic peaks. Based on this, the interactions of CAA with nine kinds of proteins were studied
and a new quantitative determination method for proteins has been developed. This method is very sensitive
(0.10–15.3 mg ml−1 for bovine serum albumin (BSA)), rapid (B2 min), simple (one step), tolerant of most interfering
substances, and gives a close value to that of the Coomassie brilliant blue (CBB) method in the determination of
proteins in human serum. Thus, the CAA assay can be useful for routine analytical purposes and may overcome some
of the limitations of other currently employed methods. Mechanism studies show that the three RLS peaks
correspond to the absorption valleys of the CAA–protein complex. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Rayleigh light scattering; Carboxyarsenazo; Protein determination

1. Introduction

Although the quantitative determination of
proteins is a basic requisite in biochemistry (as it
is often used as a reference for the measure-
ments of other components in biological sys-
tems), the widely used methods have their
disadvantages. The Lowry method can only as-
say protein concentration greater than 10 mg
ml−1 [1]. The silver staining method suffers mul-
tiple steps, high background and toxicity of
formaldehyde [2]. As for the Coomassie brilliant

blue (CBB) assay, ‘There is a slight nonlinearity
in the response pattern’ [3]. This intrinsic nonlin-
earity compromises the sensitivity and accuracy,
and only a narrow range of relatively high
protein concentrations, 2–10 mg ml−1 BSA, is
used for assay and construction of the calibra-
tion graph [4].

Since organic dyes can serve as effective
probes of the structures and functions of biolog-
ical macromolecules, interest has been raised in
the study of the interaction of dyes with proteins
or nucleic acids in recent decades. Various new
dye binding methods have been put forward for
protein analysis by spectrophotometric and
fluorometric methods [5–7].

* Corresponding author. Fax: +86-10-62751408.
E-mail address: likn@chemms.chem.pku.edu.cn (K.A. Li)
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Rayleigh light scattering (RLS) from both small
and large molecules in the various states of matter
has been extensively studied and applied for many
years [8–11]. This technique however, tradition-
ally regarded as suffering from the disadvantages
of low signal levels and lack of selectivity, had not
been applied in quantitative analysis until Huang
etc. [12] first used it for the determination of
nucleic acids with a,b,g,d-tetra-(4-trimethyl-am-
moniumphenyl) prophyrin (TAPP). They chose
the incident light wavelength in the absorption
band envelope of TAPP, and its scattering inten-
sity could be enhanced by nucleic acids. That
phenomenon is considered as resonance enhanced
Rayleigh light scattering or resonance light scat-
tering. The first study of this technique from
molecules in solution was a study of diphenyl-
polyenes by Bauer [9], which was followed by
Miller’s theoretical treatment [13] of macroscopic
fluctuation theory, and by Anglister and Stein-
berg’s experimental studies [14] of intensities and
depolarization ratios.

According to Pasternack [10], a particle, as-
sumed to be spherical, absorbs and scatters light
depending on its size, shape and refractive index
relative to the surrounding medium. The intensity
of RLS was calculated by Anglister [14] to be

R(90°)= (4000p2n2C/l4NA)[(dn/dC)2+ (dk/dC)2]
(1)

where R(90°) is the Rayleigh ratio for the incident
beam and total scattered light at 90°, n is the
refractive index of the medium, l is the wave-
length of incident light, NA is Avogadro constant,
C is the molarity of the scattering particle, dn/dC
and dk/dC are the increment in the real and
imaginary components, respectively, of the refrac-
tive index of the solution due to the scattering
particles. So when analytical conditions such as
wavelength, pH and dye concentration are fixed,

the RLS intensity is only proportional to the
concentration of scattering particles.

The present work is aimed at developing Ray-
leigh light scattering, not resonance light scattering,
as a tool for analytical chemistry. Unlike Huang,
who chose the wavelengths in the absorption
bands, we set the incident and emission wave-
lengths in the absorption valley of the BSA–dye
complex. A new determination method with high
sensitivity for proteins has been developed in our
group based on the interaction of proteins with
CAA (Fig. 1). By spectroscopic data, we got a
regression equation at pH 1.9 between the absorp-
tion and the concentration of protein. But the low
sensitivity (Sandell’s sensitivity was 0.25 mg cm−2

and detection limit was 1.9 mg ml−1 for BSA)
prevented it from microanalysis of protein. We
report in this paper that at pH 4.00, the RLS
intensity of CAA can be highly enhanced by
proteins, and the intensity of RLS enhancement is
proportional to the concentration of proteins.

2. Experimental

2.1. Reagent

All chemicals were of analytical reagent grade or
the best grade commercially available in China. All
stock solutions were prepared in doubly deionized
water. The Britton–Robinson buffer was used to
control pH of the tested solutions.

CAA was obtained from E. Merck, and CBB
G-250 was obtained from Fluka. Trypsin,
haemoglobin, lysozyme, bovine serum albumin
(BSA), human serum albumin (HSA) and human
g-globin (g-G) were obtained from Sigma. Egg
albumin, a-chymotrypsin and pepsin were obtained
from Shanghai Biochemistry Institute (PR China).

The protein concentrations were determined
spectrophotometrically at 280 nm with the o1%

value for: BSA 6.6 [15], HSA 5.3 [15], g-G 13.8 [16],
lysozyme 26.04 [16], egg albumin 7.5 [16]. And the
concentration of haemoglobin, trypsin, pepsin and
a-chymotrypsin were determined as [17]: protein
concentration=144 (A215−A225), where A215 and
A225 were absorbance at 215 and 225 nm measured
with 1 cm cell.Fig. 1. Structure of CAA.
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Fresh human serum was bought from Peking
University Hospital and diluted by doubly deion-
ized water.

2.2. Apparatus

In the most parts, a Hitachi model RF-540
spectrofluorometer (Japan), equipped with a
xenon lamp, a recorder, dual monochrometer and
a 1-cm quartz cell, was used to record the RLS
spectra and intensity. A Shimadzu model UV-265
spectrophotometer (Japan) was used to obtain
absorption spectra in a 1-cm quartz cell. In the
part of spectral calculation, a Shimadzu model
F-4500 spectrofluorometer (Japan) and a Varian
model Cary 1E spectrophotometer (Australia)
were used to record, respectively, the RLS and
absorption spectrum, which were converted to
ASCII format by the software equipped to these
spectrometers for further computation. A WH-
861 vortex mixer (Huangjing Instrumental Co.,
Jiangsu, PR China) was used to blend the solu-
tions in volumetric flasks, and a model 821 pH
meter (Zhongshan University, PR China) was
used to measure pH of the solution.

2.3. Method

In a 10 ml flask, CAA, buffer and protein or
sample solution were added in order in different
ratios, then diluted to 10 ml with water. The
mixture was stirred after each addition. The RLS
spectrum was obtained by scanning simulta-
neously the excitation and emission monochroma-
tors of the RF-540 spectrofluorometer from 250
to 700 nm. The RLS intensity was measured with
the excitation and emission wavelength at 370 nm.
Both the slits of excitation and emission were 5
nm. The sensitivity and ordinate of the spec-
trofluorometer were all one if not specially
mentioned.

3. Result and discussion

3.1. Spectrum characteristics

Fig. 2 shows the light scattering spectra and

absorption spectra of both CAA and CAA–BSA
complex at pH 4.23. It can be seen that light
scattering intensity of CAA is very small in the
above wavelength regions. However, enhanced
light scattering can be observed when CAA coex-
ists with BSA. Unlike the resonance light scatter-
ing spectra whose peaks are situated at the
absorption bands envelope, the peaks of this light
scattering spectra of the complex were located at
the minimum absorption, while the valleys of the
light scattering spectra was located at the peaks of
the absorption spectra. This difference can be
explained as follows: according to the theory
about resonance light scattering, the intensity in-
creases due to the increase of the refractive index
of the solution in the optical absorption region.
Usually this increase is masked by the absorption.
However, when dye aggregates are formed this
effect can be strongly enhanced as the resonance
light scattering intensity is proportional to the
square of the scattering particle volume [11]. So
the resonance light scattering bands are expected
for large aggregates with the wavelength where
the molar absorption coefficient is large, such as
porphyrin whose light scattering peak appeared
nearby its soret band [10]. In the system of this
paper, no enhancement was found at the absorp-
tion band envelope. It can hence be concluded
that no resonance light scattering occurred. The
peaks and valleys of the light scattering spectra
were because the complex absorbed the RLS in-
tensity. That the complex absorbed the RLS in-
tensity caused not only the peaks and valleys of
the light scattering spectra, but also the symmetry
of the RLS spectra and the absorption spectra.

3.2. Stability

The reaction between CAA and protein occurs
rapidly at room temperature (B2 min). Scatter-
ing intensity is stable for at least 3 h (data not
shown). Thus, this assay does not require crucial
timing.

3.3. Addition sequence

Two types of mixing sequence were investi-
gated. One was to mix CAA and buffer first, then
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Fig. 2. RLS spectra and absorption spectra at pH 4. (1) Absorption spectrum of CAA–BSA; (2) absorption spectrum of CAA; (3)
RLS spectrum of CAA–BSA; (4) the difference RLS spectrum of CAA–BSA and CAA; (5) RLS spectra of CAA. CAA, 10.0 mM;
BSA, 10.0 mg ml−1, pH 4.

BSA solution was added. The other was adding
buffer to the mixture of CAA and BSA. The RLS
of the two sequences were measured at the same
assay condition. The results show that the addi-
tion sequence greatly effected RLS intensity (data
not shown). Mixing of CAA and buffer first can
get a higher RLS intensity, compared to mixing
CAA and protein first. This can show that the
electronic coupling makes CAA bind to protein.
After being mixed with buffer (pH 4.00), CAA
was negatively charged (pK1 2.67 [18]), so that it
would be easy to bind to positively charged BSA

(pI 4.8–4.9). If CAA was mixed with BSA first at
neutral condition (pH�7), the negatively charged
dye would be hard to bind to the negatively
charged BSA.

3.4. Acidity

Fig. 3 shows that the scattering intensity of the
CAA–BSA complex was affected greatly by pH.
The highest intensity was obtained at pH 4, so
this pH was chosen for the assay. The effect of
pH can be interpreted as follows: With the pH
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increased, the greater negative charge on CAA
would enhance the interaction between dye and
positively charged BSA. On the other hand, an
increase in pH also causes an increase in the
negative charge on the protein, which would
weaken the binding of dye to BSA. These two
opposing effects of pH resulted in the strongest
binding and hence the maximum RLS intensity at
pH 4. We have tested the optimum pH for some
other proteins and found that each optimum pH
was between pK1 of CAA and pI of the protein,
where CAA was negatively charged and protein
was positively charged.

3.5. Effect of CAA concentration

The concentration of CAA affects the RLS
sensitivity and intensity. As shown in Fig. 4, when
the concentration of CAA was as low as 5.0 mM,
the linear range was narrow and the calibration
curve bent to a platform at a BSA concentration
of 8.98 mg ml−1. At this concentration, all avail-
able CAA was bound so that further protein
addition cannot lead to further CAA–protein in-
teraction. It can also be seen from Fig. 4 that the

highest sensitivity and intensity was reached at a
CAA concentration of 5.0 mM, above which the
slopes of the calibration curves decreased with the
increase of the dye concentration. This phe-
nomenon is owing to the higher concentration of
the free dye that resulted in a higher absorbance
and thus less enhancement of the scattering.
Meanwhile, higher CAA concentration means
higher concentration of bound BSA, which would
give a longer linear range. So CAA concentration
was chosen to be 10.0 mM for this assay in order
to get a higher sensitivity and a better linear
range.

3.6. Variation between proteins

Individual responses of various proteins deter-
mined in the assay at pH 4 are carried out. The
equations of RLS intensity against the concentra-
tion of several proteins are listed in Table 1. A
satisfactory linear relationship with high regres-
sion coefficient and a wide linear range are
obtained.

It was reported early [11,19] that the intensity
of enhanced RLS signals appeared to depend on

Fig. 3. Effect of pH on RLS intensity of 10.0 mM CAA (), the mixture of 10.0 mM CAA and 10.0 mg ml−1 BSA (�) and the
difference between sample and blank (
).
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Fig. 4. Effect of CAA concentration on this assay at pH 4.00. CAA concentration: 5.0 mM (); 10.0 mM (
); 20.0 mM (�); 30.0
mM (	); 40.0 mM (�).

the electronic properties of the individual chro-
mophores, the extent of the electric coupling
among chromophores, and the size of the aggre-
gate thus formed. The sizes of various proteins
differ, and so do the binding strengths between a
dye and different kinds of proteins. Hence the
protein-to-protein variability cannot be avoided
with RLS technique. It can be seen from Table 1
that the RLS sensitivities increase roughly, but
not strictly, with the increase of iso-electric points

(pI) of proteins. So we can conclude that elec-
tronic coupling plays the main, but not the only
role in the formation of protein–CAA complex.

3.7. Interfering substances

The influence of coexisting substances such as
irons, amino acids and detergents Fig. 5 were
tested at 10.0 mg ml−1 BSA, which was in the
middle of the linear range. As shown in Table 2,

Table 1
The equation of RLS intensity and protein concentrationa

Equation Linear range (mg ml−1)Protein rpI

I=2.86+24.2C 0.995110–12 0.060–3.03Protamin sulfate
I=5.68+9.24C 0.023–10.1Lysozyme 11.0–11.2 0.9985

0.097–14.5 0.9955HAS 4.7 I=2.71+5.71C
I=4.02+5.29C 0.10–15.3BSA 4.8–4.9 0.9968
I=5.95+4.75C 0.012–9.62 0.99846.9Haemoglobin

0.016–14.0 0.9950g-G 5.8–6.6 I=7.51+3.42C
0.99210.018–3.57I=5.69+3.02C4.6–4.7Egg albumin

0.046–7.58 0.9955a-Chymotrypsin 8.1 I=7.69+1.18C
0.88–9.39 0.9936Trypsin 5.0–8.0 I=5.72+0.63C

NbPepsin 1.0

a Concentration of CAA 10.0 mM, pH 4, average of three measurements.
b No RLS enhancement of CAA was observed by addition of protein at pH 4.
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Fig. 5. Effect of detergents on the RLS intensity of 10.0 mM CAA (…), the mixture of 10.0 mM CAA and 10.0 mg ml−1 BSA (—)
at pH 4. SDS (�) with sensitivity 1 and ordinate 1; CTAB (�) and Triton X-100 (
) with sensitivity 2 and ordinate 6 in
measurement.

few ions interfere with this assay, while 0.4 M
urea has a negative effect. Table 3 shows that this
assay is not affected by amino acids. The effects
of detergents are shown in Fig. 6. SDS and Triton
X-100 did not affect the RLS intensity of CAA
while CTAB increased that of the dye. This may
be due to the binding of positively charged CTAB
with the negatively charged CAA. As for the
complex of CAA and BSA, the effect of the
detergents can be divided into two parts: first, the
refractive index of the solution increased with the
addition of the detergents, which, according to
Eq. (1), raised the RLS intensity. Then, when the
concentration of detergents was above a value,
the electronic coupling of dye with CTAB and
protein with SDS prevented the interaction of
CAA and BSA, which surpassed the effect of the
increase of refractive index, and resulted in a
decrease of RLS intensity.

3.8. Measurement of sample

Although the CBB method is widely used be-
cause of its ease performance, rapidity, relative
sensitivity, and specificity for proteins, however,

as stated in the abstract, the CBB method has
some disadvantages. By using our method and
choosing HSA as the standard, proteins in sam-
Table 2
Effect of interfering substancesa

Change (%)Interfering Change (%)Interfering
substanceb substance

−3.4 Cu2+, nitrate −7.8K+, chloride
1.9Pb2+, nitrate1.4Ca2+, chlo-

ride
−5.0Zn2+, chlo-Al3+, chloride 2.1

ride
0.1 Cd2+, chlo-Mg2+, chlo- −3.7

ride ride
−1.6Hg2+, sulfateFe3+, chloride 1.4

6.40.1 EtOH (5%)Co2+, chlo-
ride

0.2Glucose−2.1Ni2+, chloride
(0.4 mg ml−1)

−7.7Urea (0.4 M)Cr3+, chloride 2.3
−6.1Mn2+, chlo-

ride

a Concentration of CAA 10.0 mM, BSA 10.0 mg ml−1, pH
4.00, average of three measurements.

b Concentration of interfering substance was 20.0 mM if not
mentioned.
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Table 3
Effect of amino acidsa

Amino acidAmino acid Change (%)Change (%)

L-HisL-Gly 1.6−2.5
L-Leu 0.3 L-Tyr 2.3
L-Asp −4.1 L-Try −4.6

L-Ser−3.8 0.1L-Phen
−1.2L-Lys L-Ala −2.4

L-Arg L-Cys−4.5 −1.6
L-Glu 0.80.2L-Pro

a Concentration of CAA 10.0 mM, BSA 10.0 mg ml−1,
amino acid 20 mg ml−1, pH 4, average of three measurements.

comes mainly from the different optical systems
of these two spectrometers, especially the detector
and/or light source intensity difference.

According to Rayleigh’s Law, the light scatter-
ing intensity of pure water should depend on the
wavelength as 1/l4. The difference between Ray-
leigh’s Law and the measured spectrum is due to
the dependence of the spectrofluorometer sensitiv-

Fig. 6. RLS spectra obtained from F-4500. (a) 1, RLS spec-
trum of pure water; 2, RLS spectrum of 10.0 mM CAA; 3,
Rayleigh curve; (b) 4, RLS spectrum of the mixture of 10.0
mM CAA and 10.0 mg ml−1 BSA; 5, RLS spectrum of the
mixture of 10.0 mM CAA and 5.0 mg ml−1 BSA; 6, RLS
spectrum of buffer solution.

ples of human serum were measured. The results
were compared with those assayed by the CBB
method. All results are satisfactory and shown in
Table 4.

Compared to the CBB method, the CAA assay
has many advantages: (1) CBB was easy to stain
to the cell but hard to clean away, while CAA has
no such dyeability; (2), the CBB method was
performed in a high acidic solution (1.4 M
H3PO4) which cannot ensure all proteins dissolve
well, but the CAA method was in a moderate
surrounding (pH 4); (3) the CAA method has a
much better linearity than the CBB method; (4)
the CBB method was effected by time, but the
CAA method has a good stability; and (5) Al-
though the reported linear range for the CBB
method was 2–10 mg ml−1, the commonly used
range was 0.01–1.0 mg ml−1 [19]. This sensitivity
was much lower than that of the CAA method
(0.10–15.3 mg ml−1).

3.9. Mechanism of the formation of RLS peaks

To clarify the RLS spectrum, a Hitachi model
F-4500 spectrofluorometer (Japan) was used to
record these RLS spectra. It can be seen that the
RLS spectra obtained from this spectrofluorome-
ter (Fig. 7); were not the same as those from
RF-540 (Fig. 2). The main difference was located
in the range of 250–300 nm, where the signal
magnitude obtained from F-4500 was higher than
that obtained from RF-540. The shapes of these
two spectra in the range of 300–700 nm are
almost the same. This phenomenon, we believe
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Table 4
Analytical results of protein in human seruma

CBB methodThis methodSample
(mg ml−1)(mg ml−1)

75.0 75.2No. 1
85.0No. 2 82.5
89.2No. 3 83.7

92.194.7No. 4

a Each result was the average of four measurements.

S=Iw+Rw (2)

where Iw is the measured intensity of pure water
and R is the Rayleigh spectrum normalized to
unity by the value of Iw at 250 nm (Rw= (250/
l)4Iw, 250 nm). Hence, we will calculate the cor-
rected light scattering intensity (Ical) from the
measured light scattering intensity (Iexp) as

Ical=Iexp/S (3)

and Rayleigh curve normalized by Ical at 250 nm
as

Rc= (250/l)4Icalcal, 250 nm (4)

With statistical treatment, we can only find a
slight difference between Ical and Rc. What’s more,
we find no obvious difference of Ical in the region
of CAA or CAA–BSA complex absorption (reso-
nance light scattering effect). So it can be con-
cluded that no CAA aggregation was formed in
the presence of BSA, and this scattering was not
resonance light scattering but Rayleigh light
scattering.

In order to see the difference clearly between
Ical and Rc, we defined d as

d= (Ical−Rc)/Ical (5)

and put the d–l curve together with the absorp-
tion spectrum, we can see also clearly from Fig. 7.
that the decrease of light scattering is due to the
absorption of exciting and scattered light of the
dye or dye–protein complex.

4. Conclusion

CAA exists in anions at pH 4 and can only
exhibit weak RLS signals. But it can interact with
positively charged BSA mainly through electro-
static binding, which results in an enhancement of
RLS intensity. Based on this observation, a novel
means for determination of proteins that can be
done on a commonly used spectrofluorometer was
provided. This new method has the advantage of
simplicity, high sensitivity, convenience and toler-
ance of most interfering substances. Spectral com-
putation elucidated that this light scattering was
not resonance light scattering but Rayleigh light

Fig. 7. Spectra calculated as d= (Ical−R)/Ical (—) and ab-
sorption spectra (---) at pH 4. (a) 10.0 mM CAA; (b) 10.0 mM
CAA and 10.0 mg ml−1 BSA.

ity on the wavelength of the incident light. We can
define here the instrument sensitivity S as
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scattering. The RLS peaks are attributed to the
absorption of dye or dye–protein complex.

It should be taken in mind that the CAA
method has its own limitation. Because some
proteins produced responses that varied signifi-
cantly, this method cannot be used for the deter-
mination of total protein without separation,
except in serum where albumin has almost the
same response to g-globin.
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Abstract

A potentiometric flow injection determination method for bromide ion in a developer was proposed, by utilizing
a flow-through type bromide ion-selective electrode detector. The sensing membrane of the electrode was Ag2S-AgBr
membrane. The response of the electrode detector as a peak-shape signal was obtained for injected bromide ion in a
developer. A linear relationship was found to exist between peak height and the concentration of the bromide ion in
a developer in a concentration range from 1.0×10−3 to 1.0×10−2 mol l−1. The relative standard deviation for 10
injections of a 6×10−3 mol l−1 bromide ion in a developer was 1.3% and the sampling rate was ca 17–20 samples
h−1. The present method was free from the interference of an organic reducing reagent, an organic substance in a
developer sample solution for the determination of bromide ion in a developer. © 1999 Published by Elsevier Science
B.V. All rights reserved.

Keywords: Bromide ion; Bromide-selective electrode detector; Developer; Flow injection analysis

1. Introduction

Recently, we can obtain many kinds of films for
taking photos. The films, which have different
film form, based on the sensitivity of ISO 100,
200, 400, 800, and 1600 are supplied from many
manufacturers. Furthermore, there are many
kinds of the films, depending on the kinds of
cameras and exposure condition. When we de-

velop so many kinds of films in the same devel-
oper, the concentration of bromide ion in the
developer is often changed by the kinds of films,
film form, exposure condition, and processing
technique. The changes of the concentration of
bromide ion in the developer have an influence on
photo quality such as sharpness and brightness of
photos. Therefore, it is very important to control
precisely the concentration of bromide ion in the
developer in film developing laboratory.

The concentration of bromide ion in a devel-
oper is usually determined by potentiometric titra-

* Corresponding author. Fax: +81-944-531-361.
E-mail address: masadome@ariake-nct.ac.jp (T. Masadome)
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tion [1]. In this method, an analyst must deter-
mine optimal analytical conditions by examining
the concentration of AgNO3 as a titrant and the
titration speed, and so on, because the optimal
analytical condition depends on the concentration
level of the bromide ion and the kind of coexisting
substances in a developer. The determination of
optimal analytical conditions is generally time-
consuming and needs a skilled technique. Further-
more, the titration procedure is also time-
consuming. The sampling rate of the potentiomet-
ric titration is only ca. four samples h−1. Ion
chromatography (IC) is often used in the determi-
nation of bromide ion in a developer. However,
the durability of the ion exchange column is lim-
ited and IC is not cost-effective. The sampling
rate of IC for the determination of bromide ion in
a developer is also only ca. five samples h−1. On
the other hand, potentiometry utilizing bromide
ion-selective electrodes (ISEs) is promising
method for the determination of the bromide ion
in a developer. However, bromide ion in a devel-
oper could not be determined by batchwise
method using the conventional solid-state bro-
mide ISE because an organic reducing reagent in
a developer interferes with the potential response
of the bromide ISE, and as the result, the poten-
tial response of the bromide ISE has no repro-
ducibility.

A flow injection analysis (FIA) with an ISE
detector represents a very advantageous analytical
method because of its ease of handling, high
reproducibility, high sampling rate, and its ease of
control of chemical reactions [2–11]. Therefore, a
FIA method using Br−-ISE detector would be
expected to be the promising technique for deter-
mination of Br− ion in a developer. If a devel-
oper is highly diluted in a FIA system, the
concentration of an organic reducing agent which
interferes with the potential response of the Br−-
ISE detector will decrease. As a result, it is ex-
pected that interference from an organic reducing
agent for the determination of bromide ion in a
developer decreases by using the FIA system.

In this paper, we applied FIA system using a
bromide ISE detector to the determination of the
bromide ion in a developer in order to develop
simpler and faster determination method of bro-

mide ion in a developer. As the results, we found
that the bromide ion in a developer can be deter-
mined by FIA using a bromide ISE detector.

2. Experimental

2.1. Chemicals

An organic reducing reagent in a developer was
received from Fuji Photo Film Co. Ltd., Kana-
gawa, Japan. All other chemicals of analytical
reagent grade were used.

2.2. Flow injection analysis

Fig. 1 shows a schematic diagram of the FIA
system for the Br− ion. The flow system is com-
posed of a double plunger pump equipped with a
sample injector (DMX-2300T, Sanuki Industry
Co., Tokyo, Japan), a flow-through type ISE de-
tector (FLC-11, Denki Kagaku Keiki, DKK,
Tokyo, Japan), an ion-meter (DKK, COM-20R),
and a strip chart recorder (LR 4120, Yokogawa
Co., Tokyo, Japan). The flow-through type Br−

ISE detector consists of the solid-state type Br−

ISE based on a Ag2S-AgBr membrane (DKK,
7041) and a reference electrode (DKK, 4401L). A
sample solution (a developer) was injected into a
water stream (carrier: CS). This stream was subse-
quently merged with a reagent solution (RS)
stream of mixed solution of 1×10−1 mol l−1

KNO3 and 5×10−4 mol l−1 KBr adjusted to pH

Fig. 1. Flow diagram for determination of Br− ion. CS,
carrier solution (distilled and deionized water, 1.0 ml min−1);
RS, reagent solution (a mixed solution of 1×10−1 M KNO3

and 5×10−4 M KBr adjusted to pH 5.0 by 0.1 mol l−1

CH3COOH/CH3COONa buffer, 1.0 ml min−1); MC, mixing
coil (i.d. 0.5 mm×80 m); A, flow-through type Br−-selective
electrode detector; B, ion-meter; C, recorder; D, confluence
point; P, pump; W, waste; sample volume; 20 ml.
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Table 1
Effect of KBr concentration on the sensitivity of the Br−-se-
lective electrode detector

Sensitivity (mV/decade)Concentration of
KBr in the reagent
solution/mol l−1

Concentration range

10−3–10−2 mol 10−2–10−1 mol
l−1 KBrl−1 KBr

511×10−5 52
52471×10−4

1×10−3 5144

tivity of the electrode detector (peak height) was
found to be linear against the concentration of
KBr solution. In general, the calibration curve
which is linear against the concentration of an
objective substance in a sample solution is more
desirable than that is linear against logarithmic
concentration of an objective substance in a
sample solution for the determination of an ob-
jective substance. Therefore, from the results,
the RS containing 5×10−4 mol l−1 KBr was
used in subsequent experiments.

3.2. Effect of the organic reducing agent in a
de6eloper on the sensiti6ity of the electrode
detector

A developer contains masking agents (di-
ethylenetriamine pentaacetic acid and 1-hydrox-
yethane-1,1-diphosphonic acid), salts for
adjusting pH, KBr, KI and an organic reducing
agent (4-(N-ethyl-N-b-hydroxyethylamino)-2-
methyl aniline, sulfate salt). When the batchwise
method using bromide ISE is used for the deter-
mination of Br− ion in a developer, an organic
reducing agent interferes with the potential re-
sponse of the bromide ISE and the potential
response of the bromide ISE has no reproduci-
bility. The mechanism of interfering with the
potential response of bromide ISE by an organic
reducing agent may be as follows:

Based on the silver ion conduction mecha-
nism, the potential of the bromide ISE is known
to be determined by silver ion at the surface of
the Ag2S/AgBr membrane, which is related to
the precipitation equilibrium shown in Eq. (1).

Ag2S=2Ag+ +S2−, AgBr=Ag+ +Br− (1)

If an organic reducing agent reduces Ag+ at
the surface of the membrane of the bromide ISE
to Ag0, the activity of the silver ion at the sur-
face of the electrode membrane decreases.
Hence, the bromide ion activity at the surface of
the bromide ISE in the presence of an organic
reducing agent are estimated to be higher than
that in case of absence of an organic reducing
agent. This means that the slope of the potential
change against the concentration of bromide ion

5.0 by a 0.1 mol l−1 CH3COOH/CH3COONa
buffer. KNO3 was added as a supporting elec-
trolyte to the RS to minimize streaming poten-
tial, which affects the response of the electrode
detector. The flow rates of the streams of CS
and RS were 1.0 ml min−1. The potential dif-
ference between the Br− ISE and the reference
electrode was measured using the ion-meter and
the peak-shaped response signals of the detector
were fed to the strip-chart recorder.

3. Results and discussion

3.1. Effect of KBr concentration in a reagent
solution on the sensiti6ity of the electrode
detector

At first, the effect of KBr concentration in a
RS on the sensitivity of the electrode detector to
the KBr solution was examined when the length
of the mixing coil (MC) and the sample volume
were 100 cm and 100 ml, respectively. The re-
sults were shown in Table 1. When the KBr
concentration in a RS is 1×10−5 and 1×10−4

mol l−1, the electrode detector showed the
Nernstian response to the KBr solution in the
concentration range more than 1×10−3 mol
l−1. When the KBr concentration in a RS is
5×10−4 mol l−1, the electrode detector showed
the sub-Nernstian response to the KBr solution
in the concentration range from 1×10−3 mol
l−1 to 1×10−2 mol l−1. In this case, the sensi-
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for bromide ISE in the presence of an organic
reducing agent is much smaller than that in the
absence of an organic reducing agent.

Therefore, the effect of an organic reducing
agent in a developer on the sensitivity of the
electrode detector to the KBr in a developer was
examined in the FIA system, when the length of
the MC and the sample volume were 100 cm
and 100 ml, respectively. The results were shown
in Table 2. The sensitivity of the electrode de-
tector to the KBr in a developer containing all
substances other than an organic reducing agent
was 90% for that to the KBr solution. This may
be a result of the interference from iodide ion in
a developer. On the other hand, the sensitivity
of the electrode detector to the KBr in a devel-
oper containing an organic reducing agent
was only 25% for the sensitivity of the electrode
detector to the KBr in a developer containing
all substances other than an organic reducing
agent. This result shows that an organic reduc-
ing agent in a developer seriously interferes the
potential response of the Br− ISE in the FIA
system.

3.3. Effect of length of mixing coil and sample
6olume on the sensiti6ity of the electrode detector

The effect of the dilution of the developer in
the FIA system was examined by changing the
length of the MC and the sample volume be-
cause it is expected that the dilution of the de-
veloper decreases the interference from an
organic reducing agent for the determination of
KBr in a developer. At first, effect of the sam-
ple volume on the sensitivity of the electrode

Table 3
Effect of the length of mixing coil on the sensitivity of Br−-se-
lective electrode detector to KBr in the concentration range
rom 10−3 to 10−2 mol l−1

Mixing coil length/m Sensitivity (mV/decade)

1 11
20 22

2440
60 27
80 28

detector to KBr in a developer was examined.
When the sample volume was changed from 100
to 20 ml, the sensitivity of the electrode detector
slightly increased. Subsequent experiments were
performed using the sample volume 20 ml. Table
3 shows the effect of the length of MC on the
sensitivity of the electrode detector to KBr in a
developer. When the length of MC and the sam-
ple volume was 80 m and 20 ml, respectively, the
sensitivity of the electrode detector seriously in-
creased from 10 mV decade−1 to 30 mV
decade−1 compared with the case that the
length of MC and the sample volume was 1 m
and 100 ml, respectively. As shown in Table 3,
the maximum sensitivity was obtained, when the
length of MC was 80 m. Subsequent experi-
ments were performed using the MC (80 m).

Fig. 2. Typical calibration peaks for KBr in a developer.
Experimental conditions are identical to those in Fig. 1.

Table 2
Effect of the organic reducing reagent on the sensitivity of the
Br−-selective electrode detector to KBr in the concentration
range rom 10−3 to 10−2 mol l−1

Sample Sensitivity
(mV/decade)

KBr solution 44
39A developer containing all substances

other than an organic reducing agent
A developer 11
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Fig. 3. Typical calibration curve for KBr in a developer
obtained by the Br−-selective electrode detector. Regression
line, y=3035.2x+6.9; correlation factor, 0.992.

tentiometric titration method for the deter-
mination of KBr in a developer sample is shown
in Fig. 4. The calibration equation is y=
0.963x+0.209; g=0.989 where y is concentration
of KBr obtained by the present method and x the
concentration of KBr obtained by the conven-
tional potentiometric titration method. From the
result, we concluded that the present method is
applied to the determination of KBr in a devel-
oper.

4. Conclusion

The present method allows for the precise
and fast determination of bromide ion in a
developer by using a very long MC (80 m) in the
FIA system in order to decrease the interference
from an organic reducing agent in a developer.
The present method is a useful alternative
to conventional potentiometric titration method
for the determination of bromide ion in a devel-
oper.3.4. Calibration cur6e

Fig. 2 shows the calibration peaks for bro-
mide ion in a developer obtained using the flow
system shown in Fig. 1. When the length of MC
and the sample volume was 80 m and 20 ml,
respectively, a linear relationship was found to
exist between peak heights obtained from the
calibration peaks of Fig. 2 and the concentra-
tion of the bromide ion in a developer in a
concentration range from 1.0×10−3 to 1.0×
10−2 mol l−1, as shown in Fig. 3. The calibra-
tion equation is y=3035.2x+6.9; g=0.992
where y is peak height obtained by the Br−-se-
lective electrode detector and x the concentra-
tion of KBr. The relative standard deviation for
10 injections of a 6×10−3 mol l−1 bromide ion
in a developer was 1.3% and the sampling rate
was ca 17–20 samples h−1.

3.5. Correlation between the FIA method and the
con6entional potentiometric titration method

The relationship between concentration of KBr
obtained by the present method and that by po-

Fig. 4. Correlation between the FIA method and the conven-
tional potentiometric titration method for the determination of
KBr in a developer. Regression line, y=0.963x+0.209; corre-
lation factor, 0.989.
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Abstract

Estimation of impurities in reactor grade uranium is important from the point of view of neutron economy. For
chemical separation, ion exchange and solvent extraction techniques have been employed although the latter is
generally preferred. Amongst various extractants TBP (tri-n-butyl phosphate), TBP-TOPO (tri-n-octyl phosphine
oxide), or TOPO only (in CCl4, xylene, dodecane) is most often used. New reagents like Cyanex-923 (mixture of 4
tri-alkyl phosphine oxides)/TEHP (tri-ethylhexyl phosphoric acid) are also being used. This communication reports
chemical separation of uranium by precipitation using 1,2-diaminocyclohexane NNN%N%-tetra acetic acid (CyDTA)/
ammonium hydroxide in presence of 1,10-phenanthroline and estimation of impurities in the filtrate by ICP-AES.
Quantitative separation of U, a high spectral interferent in plasma and recovery of impurities have been achieved.
Recovery of Cd has been improved by using 1,10-phenanthroline. The method is accurate and precise, offering a
relative standard deviation ranging from less than 4% (3.8% for Eu at the 10mg g−1 level) to 12.9% (for Ce at the 2.5
mg g−1 level) for all the elements studied. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Reactor-grade uranium; Impurities; Chemical separation; Inductively coupled plasma atomic emission spectrometry

1. Introduction

The presence of common elements like B, Cd,
Hf and some of the rare earth elements (REE)
such as Sm, Eu, Gd and Dy in reactor-grade
uranium fuel even at ultra trace levels is detri-
mental to the efficient functioning of a nuclear
reactor. The concentrations of the metallic im-

purities in the fuel must be below the maximum
permissible levels specified to obtain the required
density for the pellets and also to reduce
the loss of neutrons by the high neutron absorp-
tion cross-section elements. Quantitative determi-
nation of these elements in nuclear-grade
uranium is therefore necessary prior to its use
as a nuclear fuel. About 35 trace elements
have been listed in the C 787 specification issued
by the ASTM for UF6 [1] and needed six or
more techniques to determine all these impuri-
ties [2].

* Corresponding author. Tel.: +91-040-7766603/7767101
(O), 3730535 (R); fax: +91-040-7762940.
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Different instrumental techniques have been
reported [3–7] for the estimation of trace metal-
lic impurities in uranium. Carrier distillation
emission spectrography [7] has been widely used
for the determination of trace metal impurities
in uranium, for quality control of U-fuels.
While Cd, Co, Cr, Cu, Fe, Mn, Ni etc. have
been determined by carrier distillation technique,
the REEs were determined after separation from
uranium [8–11]. Boron in uranium has been de-
termined spectrophotometrically with curcumin
after separation by distillation as methyl borate
[12] and after solvent extraction with 2-ethylhex-
ane-1,3-diol [13]. This laboratory has reported
[14] the estimation of boron in uranium-rich
samples by inductively coupled plasma atomic
emission spectrometry (ICP-AES) after separa-
tion of boron from the matrix by fusing the
samples with potassium hydroxide (KOH) and
nebulization of the aqeuous leach filtrate into
the plasma. The separation and pre-concentra-
tion of the REEs has been performed either by
ion-exchange column chromatography or by sol-
vent extraction. Separation and preconcentration
of some of these trace elements from high-purity
uranium has also been carried out on Chelex-
100, prior to their estimation by graphite fur-
nace atomic absorption spectrometry [15]. An
ICP-AES method has also been reported [16] for
the determination of 23 metallic impurities in-
cluding some REEs in nuclear- grade uranium
dioxide, after separation of the uranium by
TOPO-CCl4 extraction prior to their determina-
tion in the raffinate. Methods have also been
reported to separate uranium from the trace
metallic impurities, using Cyanex-923(mixture of
four tri-alkyl phosphine oxides)/TBP-TOPO
[17,18]. Overall, it has been observed that al-
most all the instrumental techniques used for
the determination of trace elements in uranium
require the prior separation of analytes from
uranium for obtaining accurate values. No sin-
gle technique appears to be ideally suited to es-
timate all the metallic impurities, particularly at
ultra-trace levels as far as the power of detec-
tion, precision and accuracy and number of ele-
ments that can be determined as concerned and

which are an important criteria for the choice of
a method.

Inductively coupled plasma atomic emission
spectrometry (ICP-AES) has been established it-
self as a powerful multi-element analytical tech-
nique in many laboratories [19–21], as it
provides superior detection limits for a many
number of elements as compared to flame
atomic absorption spectrometry (FAAS).

This communication reports separation of
uranium by precipitation with ammonium hy-
droxide in presence of 1,2-cyclohexane diamine
tetra acetic acid (Cy DTA). Trace impurities like
Ce, Sm, Eu, Gd, Dy, Cd, Cr, Cu, Ni, Mn, Fe,
Ti, Hf, etc. remain in the filtrate and after ad-
justing acidity (with regard to HCl, 5% v/v), the
same are estimated by ICP-AES using suitable
emission lines. Using the above method, the re-
covery of added Cd was only about 60%. This
was enhanced by adding 1,10-phenanthroline
and this resulted in quantitative recoveries of Cd
also. The method is simple, fast and precise as
number of stages for uranium separation is lim-
ited to one only. In a comparative evaluation of
ethylene diamine tetra acetic acid (EDTA), Cy-
DTA and diethylene triamine penta-acetic acid
(DTPA), CyDTA was found most suitable in
terms of recovery of trace elements and quanti-
tative separation of uranium respectively.

2. Experimental

2.1. Instrumentation

All ICP-AES measurements were performed
on a LABTAM (now GBC, Melbourne, Aus-
tralia) Model-8410 Plasmascan sequential instru-
ment equipped with a computer-controlled
rapid-scanning monochromator (focal length,
750 mm) Model-750 series, with a ruled grating
of 1800 grooves/mm and a Czerny–Turner
mounting system. A more detailed description of
the equipment is given in our earlier publica-
tions [22–24]. All analyses were carried out un-
der vacuum conditions. The details of
instrumental parameters and other operating
conditions used are given in Table 1.
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Table 1
ICP-AES instrumental parameters and operating conditions

LABTAM Model-8410Instrument
Plasmascan

Rf Generator 27.12 MHZ (crystal-con-
trolled)

Rf Coil Three turn gold plated-cop-
per coil, with water cooling
system

Plasma torch Demountable type, DMT-
2000 (GBC, Australia)
Peristaltic, ten-roller,Pump
Gilson Minipuls-2

Nebulizer G.M.K. (V-grove, modified
Babington type)

Operating power 1200 W
Reflected power B5 W

15 mm above load coilViewing height
Argon gas flow rates

Coolant 14 l min−1

1.0 l min−1Auxiliary
0.8 l min−1Sample

PMT voltage 1000 V
Integration time 3 s (n=3)

3.5 ml min−1Solution uptake
rate

Sample flush 10 s
time

Entrance slit 20 mm and 3 mm height
(fixed)

Exit slit 40 mm (adjustable)
0.12 nmPeak search

window width

2.2. Reagents

All reagents used were prepared from analyti-
cal-grade/specpure (Johnson Mathey, UK)
chemicals.

2.3. Standard solutions

The standard stock solutions of the elements
(1000 mg ml−1) were prepared as follows: All
single-element REE-stock solutions were prepared
by dissolving specpure rare earth oxides in hy-
drochloric acid maintaining an overall acidity of
5% v/v. However, CeO2 was dissolved in a mix-
ture of HNO3 and H2O2 and then converted to
HCl medium maintaining 5% v/v HCl acidity, and
the remaining standards as follows:

For Cd: 0.2856 g cadmium oxide in 250 ml of
5% HCl; for Cr: 0.7072 g of potassium dichro-
mate in 250 ml of 5% HCl; for Cu: 0.2500g of
copper turnings, initially in minimum volume of
50% v/v HNO3 and finally in 250 ml of 5% HCl;
for Ni: 0.5056 g of nickel carbonate, initially in
minimum volume of 5% HCl and finally to 250 ml
volume maintaining an overall acidity of 5% v/v
HCl; for Mn: 0.2500 g of manganese metal pieces/
dust in 250 ml of 5% HCl; for Fe: 0.3574g of
ferric oxide, initially in little aquaregia and finally
in 250ml of 5% HCl; for Ti: 0.250g of titanium
metal wire, initially in few drops of hydrofluoric
acid and after evaporation with HCl, in 250 ml of
5% HCl; for Hf: 0.2948g of hafnium oxide, ini-
tially in few drops of hydrofluoric acid, and after
evaporation with HCl, in 250ml of 5% HCl. All
the standard materials (metals/oxides/carbonates)

All flame AAS measurements were made by
Varian Model Spectr AA-20 atomic absorption
spectrophotometer (Melbourne, Australia) using
the operation conditions as listed in Table 2.

Table 2
Flame AAS operating conditions

Wavelength (nm) Slit width (nm)Element Lamp current (mA) Flame stoichiometryType of flame

0.5228.8 Air/C2H2Cda 4 Oxidizing
357.9Cr ReducingAir/C2H270.2
324.7 0.5Cu 4 Air/C2H2 Oxidizing

Air/C2H2Nia Oxidizing232.0 0.2 4
279.5 5 Air/C2H2 OxidizingMn 0.2

0.2 5 Air/C2H2 Oxidizing248.3Fea

a All absorbance measurements in case of Cd, Ni and Fe are obtained after applying deuterium background correction method.
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used were specpure chemicals from Johnson
Mathey, UK.

The working calibration standards of 1 mg
ml−1 (for Eu) and 10 mg ml−1 (for all other
elements) were single element solutions in 5%
(v/v) HCl, prepared by serial dilutions of the
respective stock solutions in presence of 20 ml
of 0.2M CyDTA (plus 0.50g of 1,10-phenan-
throline per 100 ml volume) and all measure-
ments were made using a minimum point
background correction method.

2.4. Procedure

A 2.3585 g of specpure uranium oxide, U3O8

(Johnson Mathey) sample (equivalent to 2.0000g
of uranium metal) was dissolved in minimum
volume of 50% v/v HNO3 by keeping on hot
water bath, evaporated to dryness and finally
dissolved in about 50 ml of 5% v/v HCl. The
solutions were prepared in triplicate and the so-
lutions so obtained were cooled and known
amounts of 5, 10 and 20 mg each of the studied
elements were added into three solutions and
kept aside. To all these solutions 10 ml each of
0.2M (7.28 g/100 ml) 1,2-diaminocyclohexane
NNN%N%-tetra acetic acid (CyDTA) and 0.25 g
of 1,10-phenanthroline were added and NH4OH
precipitation was carried out while hot by keep-
ing on water bath. The uranium hydroxide pre-
cipitate was cooled and filtered through
Whatman No. 540 (15 cm) filter paper. The pre-
cipitate was thoroughly washed twice with a so-
lution of 5% v/v NH4OH in 0.01 M CyDTA,
and the precipitate was then discarded. The
filtrate was acidified with 50% v/v HCl and
finally brought to a volume of 50 ml maintain-
ing an overall acidity of 5% v/v HCl for mea-
surement. A reagent process blank was also
prepared in the same way. These solutions were
aspirated into the plasma and Ce (418.660 nm);
Sm (442.434 nm); Eu (381.967 nm); Gd (364.619
nm); Dy (353.170 nm); Cd (228.802 nm); Cr
(267.716 nm); Cu (324.754 nm); Ni (221.647
nm); Mn (257.610 nm); Fe (259.940 nm); Ti
(334.941 nm); and Hf (277.336 nm) were deter-
mined after calibrating the instrument at their
respective emission lines.

3. Results and discussion

The three most sensitive emission lines for the
REEs and the other elements as listed in the Atlas
of spectral lines [25] were scanned thoroughly.
Based on the detection limits, possible elemental
concentrations, the matrix interferences, and the
precision and accuracy, the emission lines cited
above are recommended in this type of matrix.
The statistically evaluated analytical data viz: the
peak counts (Ip), background counts (Ib), back-
ground equivalent concentration (BEC), detection
limits and net line to background intensity ratios
for all the elements studied in 5% v/v HCl, ob-
tained at their respective emission lines are pre-
sented in Table 3. On the basis of these above
observations and on 10 times the detection limits
(LOD), the minimum determinable concentration
(LOQ) of the analytes starting with 2.0g (uranium
or equivalent U3O8 and analytes in 50 ml final
volume) using the proposed method works out as
(mg g−1), Ce:1.8; Sm: 1.0; Eu:0.1; Gd: 1.2; Dy:
0.30; Cd: 0.25; Cr 0.35; Cu:0.30; Ni:0.75; Mn:0.20;
Fe:0.30; Ti: 0.50; and for Hf: 1.0.

As the standard reference materials of uranium
samples are not available, specpure uranium oxide
powder after dissolution in HNO3/HCl acid solu-
tions and after doping with known amounts (5–
20 mg) of the analyte concentrations were
processed using the proposed method. The results
obtained are shown in Table 4 along with their
percent relative standard deviations of the respec-
tive elements for the added concentrations. The
method is accurate and precise, offering a relative
standard deviation ranging from less than 4%
(3.8% for Eu at the 10 mg g−1 level) to 12.9% (for
Ce at the 2.5 mg g−1 level) for all the elements
studied. The percent recovery of all the elements
studied was greater than 90% and therefore, it
was concluded that there was no significant loss in
the sample preparation steps using the proposed
method.

The sample solutions were also monitored for
some of the studied elements viz. Cd, Cr, Cu, Ni,
Mn and Fe by ICP-AES and FAAS, as these were
reported to be most sensitive by both the tech-
niques, and the results are compared in Table 5.
Both sets of results are in excellent agreement.
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Table 3
Detection limits (DLs) and background equivalent concentrations (BECs) of the studied trace elements in 5% v/v HCl medium with
peak integration time of 3 s (n=3). Ip, peak intensity; Ib=blank intensity

Concentration (mg ml−1) Ip Ib BECa (mg ml−1) D.L.b (mg ml−1) Ip−Ib/IbElement Wavelength (nm)

10 2477 58Ce 0.2398418.660 0.0072 41.7
Sm 442.434 10 3576 47 0.1332 0.0040 75.1
Eu 1.0381.967 3343 47 0.0143 0.0004 70.1

10 2118 36364.619 0.1729Gd 0.0052 57.8
353.170Dy 10 14070 52 0.0371 0.0011 269.6
228.802Cd 10 18406 60 0.0327 0.0010 305.8

10 15066 68267.716 0.0453Cr 0.0014 220.6
Cu 324.754 10 10406 43 0.0415 0.0012 241.0

10 8267 82221.647 0.1002Ni 0.0030 99.8
257.610Mn 10 127108 256 0.0202 0.0006 495.5
259.940Fe 10 14748 58 0.0395 0.0012 253.3

10 9663 57334.941 0.0593Ti 0.0018 168.5
10Hf 3804277.336 47 0.1251 0.0037 79.9

a BEC is calculated from: Concentration (mg ml−1) XIb/Ip−Ib.
b D.L. is calculated based on three times the standard deviation of the blank at 1% RSD (D.L.=BECX0.03).

Table 4
Analytical values for some REEs and other trace elements in synthetic uranium samples using the proposed method (data in mg)

Element Wavelength (nm) SYN-1a SYN-2a SYN-3a

Added Found RSD (%) Added Found RSD (%) Added Found % RSD

5.0 4.7Ce 12.9418.660 10.0 9.6 7.1 20.0 19.4 5.2
5.0 4.8 11.2 10.0 9.7442.434 6.5Sm 20.0 19.5 4.8
5.0 5.1 8.9 10.0 10.1Eu 5.2381.967 20.0 19.9 3.8
5.0 4.9 10.5 10.0 9.7364.619 6.4Gd 20.0 19.7 4.6
5.0 5.2 9.6 10.0 10.2Dy 6.2353.170 20.0 20.2 4.5
5.0 4.7 9.1 10.0 9.5228.802 6.0Cd 20.0 19.1 4.7
5.0 4.9 9.8 10.0 9.8Cr 6.3267.716 20.0 19.7 4.4
5.0 4.9 9.5 10.0 9.7324.754 5.9Cu 20.0 19.5 4.5

Ni 221.647 5.0 5.1 10.2 10.0 10.2 6.5 20.0 20.2 5.0
5.0 4.9 9.7 10.0 9.8257.610 6.2Mn 20.0 19.7 4.9
5.0 4.8 10.4 10.0 9.7Fe 5.8259.940 20.0 19.5 4.8
5.0 4.8 10.1 10.0 9.7334.941 6.1Ti 20.0 19.6 4.7

Hf 277.336 5.0 5.1 11.4 10.0 10.2 6.4 20.0 20.1 5.0

a SYN-1/SYN-2/SYN-3, all synthetic solutions prepared by doping known amounts of the analytes to 2.0 g uranium solutions,
and analyzed after processing the solutions using the proposed method and made upto a volume of 50 ml. The results presented are
average of five values.

Values for the remaining elements at these low
levels of concentrations could not be measured by
FAAS, due to their least sensitive in nature by
this technique.

Further, the decontamination of uranium (2.0
g) was so high that the concentration level of the
uranium present in the final volume (50 ml) was

not more than 10–15 mg ml−1, after single precip-
itation, which did not cause any spectral/matrix
interference at the selected emission lines of the
analytes, at above concentration. However, in
case of Cd, without the addition of 1,10-phenan-
throline, the recovery was found to be not more
than 60% and the same was improved to more
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than 90% in presence of this special reagent. The
enhancement in recovery of cadmium in presence
of 1,10-phenanthroline was due to formation of a
stable 1:2 complex with the reagent thus facilitat-
ing quantitative separation from uranium [26].
Therefore, it is understood that Cd+ + also be-

haves similarly to Fe+ + in the formation of a
very stable complex with 1,10-phenanthroline.

Some of the other procedures reported for de-
contamination of uranium from the analyte ele-
ments using H2O2–NaOH system/H2O2–Na2CO3

systems [10]/anion-exchange separation system

Table 5
Comparison of analytical results for some of the studied elements (Cd, Cr, Cu, Ni, Mn and Fe) by ICP-AES and FAAS (data in
mg)a

SYN-1 SYN-2Element SYN-3

Added FoundFound Added FoundAdded

A B A BA B

Cd 19.019.120.09.59.510.04.64.75.0
9.8 9.7 20.0 19.710.0 19.54.95.0Cr 4.8

4.9 4.8 10.0 9.7 9.6 20.0 19.5 19.35.0Cu
10.1 20.320.220.0Ni 10.25.0 5.1 5.0 10.0

4.9 9.8 9.7 20.0 19.7 19.510.0Mn 5.0 4.8
10.0 9.7 9.6 20.0Fe 19.55.0 19.64.8 4.7

a A, Values obtained by ICP-AES; B, values obtained by FAAS.

Table 6
Comparison of different separation systems, for isolation and estimation of the studied trace elements in uranium sample solutions
(values are presented in mg)a

Element Anion-exchange separation SystemdH2O2-Na2CO3 SystemcH2O2-NaOH Systemb

Added FoundFound AddedAdded Found

20 19.2 20Ce 8.2 20 19.1
20 20 19.32.8Sm 2019.1

202.020 19.819.720Eu
20 19.419.5 20 N.DGd 20

20 20.220Dy 19.9 20 N.D
20 N.DN.D 20 8.1Cd 20

Cr 19.220N.D20N.D20
207.22015.8 N.D20Cu

Ni 20 19.2 20 11.6 20 19.8
Mn 20 19.619.3 2020 16.6

20Fe 4.22019.4 19.520
20 2.5 20 N.D 20 19.5Ti

19.320 6.0 20 N.D 20Hf

a N.D, not detected.
b Separation of the added trace elements was carried out by precipitating as insoluble hydroxides/carbonates in presence of

Yttrium as carrier, and dissolution in 5% v/v HCl acid after complexing uranium as peroxocomplex/carbonate complex and double
precipitations.

c Separation was carried out by replacing NaOH with Na2CO3 in presence of H2O2.
d Anion-exchange separation of the added trace elements from uranium was carried out by loading the mixed solution (50 ml of

6 M HCl) onto a column of Amberlite IRA-400 (chloride form), of length 20 cm and I.D. 1 cm and elution with 50 ml of 6 M HCl.
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[27], and the results are presented in Table 6. In
case of H2O2–NaOH separation system, the re-
covery of Cd, Cr, Ti and Hf was very poor
while using H2O2–Na2CO3 separation system,
the recovery of all the studied elements was neg-
ligible except in case of Mn and Fe when quan-
titative recoveries were obtained. Similarly,
in case of anion-exchange separation system,
the recovery of Cd, Cr and Fe was found to
be negligible and incomplete recovery in case of
Mn. But no single system offered quantita-
tive recovery of all the studied elements, except
the proposed method in presence of CyDTA
plus 1,10-phenanthroline and NH4OH precipita-
tion.

Thus Table 6 gives a comparative evaluation
of other separation procedures for uranium-ei-
ther as precipitate or in solution. It is obvious
that the CyDTA–NH4OH precipitation of ura-
nium offers quantitative separation of uranium
and quantitative recoveries of various elements
listed above. As reported in literature [28] Cy-
DTA generally forms somewhat more stable
complexes than EDTA does while precipitating
out uranium quantitatively with consequential
advantages in the present investigations. Fur-
ther, by using EDTA–DTPA, major amounts of
uranium were found to be accompanied the
trace elements, causing severe spectral–matrix
interferences and thus making impossible the
measurement of trace values. Thus, the simplic-
ity and fastness of the procedure further recom-
mends itself.

4. Conclusion

The procedure described in this work offers a
fast, accurate and an effective separation
method for the rare earth elements and the vari-
ous other trace elements from uranium, which
need to be separated from the matrix for qual-
ity/process control and characterization of vari-
ous uranium fuels to be used in nuclear-
reactors. The simplicity of precipitative separa-
tion of uranium and quantitative recoveries of
analytes investigated, recommends the process in
the most eminent manner.
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Abstract

In the presence of selenium(IV) and molybdenum(VI) a new polarographic peak appears which corresponds to a
hydrogen catalytic wave. By differential pulse polarography a single, sharp peak at about −1.1 V is obtained,
allowing trace determination of selenium(IV) and molybdenum(VI) in the range 1×10−6–5.0×10−9 M with a
linear calibration and a detection limit of 1.5×10−9 M. The optimum conditions are found to be 0.1 M KNO3 and
a pH of about 3.2 (Britton–Robinson buffer). There is no serious interference from some ions when present at 1.0–40
times that of molybdenum. At higher amounts of interfering ions the interference is eliminated by the addition of
EDTA. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Catalytic hydrogen wave; Differential pulse polarography; Molybdenum(VI); Selenium(IV)

1. Introduction

In our selenium determination studies in the
presence of some ions using polarographic or
voltammetric techniques, some interference does
occur. During anodic stripping voltammetric
(ASV) studies [1] in the presence of copper ion, a
new peak appeared which was due to the reduc-
tion of a CuSe intermetallic compound. This in-
termetallic compound formation was confirmed
by our cyclic voltammetric (CV) studies [2]. A

similar behaviour was reported to occur [3] be-
tween selenium and copper during the anodic and
cathodic stripping voltammetric determination of
selenium. During differential pulse polarographic
(DPP) studies we observed that selenite and some
ions, such as cadmium, lead and copper, dimin-
ished the peaks of each other, and new peak
formations at more positive potentials for the
corresponding ions appeared. This observation
was attributed to the formation of an intermetallic
compound between selenium and the ions present
[4]. It was shown that corrections had to be made
during quantitative determination of these ions by
taking into account the interferences.

* Corresponding author. Tel.: +90-312-212-2900; fax: +
90-312-212-2279.
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In our present study using DPP we found a
different type of interference between molybde-
num and selenium. Here a new peak appeared at
fairly high negative potentials in contrast to our
former studies where new peaks were formed
at more positive potentials. Molybdenum(VI)
showed two polarographic peaks at about pH 3.0,
one of which corresponded to the reduction of
Mo(VI) to Mo(V) (E= −0.38 V) and the second
Mo(V) to Mo(III) (E= −0.50 V). It is known
that molybdenum exhibits a catalytic wave in
the presence of perchloric acid [5] and nitric acid
[6]. These catalytic waves have been used for
its determination [7,8] by DPP. The determin-
ation of molybdenum using polarographic meth-
ods has advantages of accuracy, sensitivity and
simplicity [9–11]. Molybdenum in soil and plants
has been determined using the catalytic wave
of adsorbed complex of Mo(VI)–cupferron [12].
The sensitivity for molybdenum was improved
by the use of catalytic adsorptive stripping
voltammetry and it was claimed that an extremely
low detection limit of 1.7 pM was obtained
[13,14].

In the present study the peak which is only
observed when selenium and molybdenum are
present together should be of a different nature
than those reported previously. This new peak
appears when a trace amount of molybdenum
is added to the solution containing selenite ion
or vice versa. It must be a catalytic hydrogen
peak since it is formed at about 100 mV more
positive potentials than the hydrogen reduc-
tion peak. A catalytic effect of this kind was
first observed in the presence of proteins [15].
Similar catalytic hydrogen currents have been
observed in the presence of alkaloids [16] and
of pyridine and its derivatives [17]. These kinds
of waves are also produced in the presence of
both cobalt and nickel [18], molybdenum(VI) and
metatungstate [19] as well as by platinum com-
plexes with ethylenediamine [20] or formazone
[21]. This paper describes an extremely sensitive
and highly selective catalytic adsorptive polaro-
graphic procedure for the simultaneous determi-
nation of selenium and molybdenum in the same
sample.

2. Experimental

2.1. Apparatus

A PAR Model 174 A polarographic analyser
system, equipped with a PAR mercury drop
timer, was used. A Kalousek electrolytic cell with
reference saturated electrode (SCE), separated by
liquid junction, was used in a three-electrode
configuration. The counter electrode was plat-
inum wire. The natural drop time of the mercury
electrode was in the range 2–3 s (2.37 mg/s). The
polarograms were recorded with a Linseis LY
1600 X–Y recorder. DP polarograms were
recorded under the conditions of a drop life of 1
s, a scan rate of 5–10 mV/s and a pulse amplitude
of 50 mV.

2.2. Reagents

All chemicals, SeO2, (NH4)2Mo7O24·4H2O,
KNO3, HCl (37%), HNO3(65%), HClO4 (60%),
H2SO4 (98%), H3PO4 (85%), H3BO3, NaOH,
glacial CH3COOH, were reagent grade chemicals
(Merck, Darmstadt). Triple-distilled water was
used in preparation of all solutions. The 0.1 M
stock solutions of Se(IV) and Mo(VI) were pre-
pared by dissolving SeO2 and (NH4)2Mo7-
O24·4H2O in 100 ml of water; 1.0×10−3,
1.0×10−4, 1.0×10−5 M working solutions were
prepared by daily dilution.

Britton–Robinson (B-R) buffer solution was
prepared in such a way that 2.3 ml glacial acetic
acid, 2.7 ml phosphoric acid and 2.4720 g boric
acid dissolved by dilution with water to 1.0 l;
50.0-ml portions of this solution were taken and
the pH was adjusted between 2.0 and 5.0 by
addition of the appropriate amount of 2.0 M
NaOH.

2.3. Procedure

A 10.0-ml volume of acid solution or B-R
buffer solution (pH 2.0–5.0) and 0.5 ml of 2.0 M
KNO3 in the polarographic cell was de-aerated by
a stream of nitrogen gas (99.999%) for 3.0 min,
then, according to the need, 50 ml of 1.0×10−2–
1.0×10−6 M Se(IV) and 50 ml of 1.0×10−2–
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1.0×10−6 M Mo(VI) solutions were added. Po-
larograms were taken by scanning the potential in
the negative potential direction from 0.0 V to
about 1.5 V at a scan rate of 5–10 mV/s.

3. Results and discussion

The direct current (d.c.) and differential pulse
polarograms of Mo(VI) in the presence of Se(IV)
ion exhibit a well-defined polarographic wave that
appeared at about −1.1 V with a characteristic
peak shape in d.c. polarography (Fig. 1). This
wave occurred only in the presence of selenite ion
at sufficiently high concentrations. In DPP,
Mo(VI) ion showed different behaviour in differ-
ent supporting electrolytes. While it has one peak
in 0.1 M HCl, HNO3 and HClO4 solutions at

Fig. 2. Formation of catalytic peak by the addition of sele-
nium onto molybdenum. (a) 10 ml B-R buffer, pH 2.94, 0.1 M
KNO3; (b) 1×10−5 M Mo(VI); (c) 2×10−5 M Mo(VI); (d)
3×10−5M Mo(VI); (e) 5×10−6 M Se(IV); ( f) 1×10−5 M
Se(IV); ( g) 1.5×10−5 M Se(IV). Drop time 1.0 s, scan rate
5.0 mV/s, pulse amplitude 50 mV.

Fig. 1. The catalytic d.c. polarographic wave observed for
Mo–Se. (a) 10 ml B-R buffer, pH 3.24, 0.1 M KNO3; (b)
5.0×10−5 M Se(IV); (c) 5.0×10−5 M Se(IV), 5.0×10−6

Mo(VI). Drop time 3.2 s, t=2.37 mg/s, h=85 cm, scan rate 5
mV/s.

about −0.28 V, it showed two peaks at pH
values of 2–3, the first being at −0.38 V and the
second at −0.50 V. It has been shown [12] that
Mo(VI) is first reduced to Mo(V) and then to
Mo(III).

During our polarographic studies by the addi-
tion of Se(IV) ion to Mo(VI) solutions a new peak
appeared at about −1.1 V which is 100 mV more
positive than the hydrogen evolution peak and
also a peak for Se(IV) reduction at about −0.62
V. The new peak at −1.1 V and the peak for
selenite ion at −0.62 V increased with increased
selenite ion concentrations (Fig. 2). This be-
haviour was observed in various electrolyte solu-
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tions, such as 0.1 M HCl, 0.1 M HNO3, 0.1 M
HClO4 and in B-R buffer solutions at pH values
higher than 2.

As can be seen from Fig. 2, while the peaks for
Mo(VI) are not sensitive enough for determina-
tion of traces of that ion, the peak at about −1.1
V showed a large increase in sensitivity for both
Se(IV) and Mo(VI) ions. There is a linear rela-
tionship between the height of this peak and the
concentration of these ions.

The DPP peak potential shifted to more nega-
tive potentials with increasing pH (at pH 1.0,
Ep= −0.93 V; at pH 4.5, Ep= −1.30 V) and
maximum current height was obtained at about
pH 3.2 (Fig. 3). Since at pH values larger than 2,
B-R buffer solutions were used and since the
maximum current was obtained at these pH val-
ues, it had to be shown that it was not because of
phosphate buffer which was present in B-R buffer
solution. For this purpose a pH 3.70 solution was
prepared using acetic acid–acetate buffer solution
and the same result was obtained, excluding the
effect of phosphate. Addition of nitrate ion (0.1
M KNO3) increased the catalytic peak current at
all pH values, as can be observed in Fig. 3.

According to the pH dependence (Fig. 3) the
following mechanism can be suggested:

H2SeO3?HSeO3
− +H+ (pKa=2.7)

HSeO3
− +Mo(VI)?B

B+H+ ?BH+

BH+ +e− ? 1
2H2+B

Here, B may be a heteropolyacid formed in the
presence of HSeO3

− and Mo(VI).
The decrease of current with pH at the right-

hand side of the maximum (Fig. 3) is expected
from catalytic hydrogen wave. However, the in-
crease of current with pH between 2 and 3.2 can
be explained with the formation of HSeO3

− (at
pH 2.7, H2SeO3 and HSeO3

− concentrations are
equal). At very low pH values, on the other hand,
HSeO3

− is not present in significant amounts,
resulting in a very low current.

The effect of drop time on the peak current was
investigated for a solution of 2.5×10−6 M
Mo(VI) and 5.0×10−5 M Se(IV) in 0.1 M KNO3

solution at a fixed column height (h) of 80 cm
using d.c. polarography. The d.c. peak current (ip)
was linearly dependent on drop time between 0.5
and 3.3 s at a constant mercury flow rate, an
indication of the involvement of an adsorption
step in the electrode process.

There is a linear relationship between the DPP
peak current (I) and Mo(VI) concentration (C)
between 5.0×10−9 and 5.0×10−6 M (Se (IV)=
5.0×10−6 M) with a correlation coefficient of
0.9986 (I=21.0C+1.0×10−8; I in ampere, C in
molarity). A linear relationship is obtained for
Se(IV) also in the same concentration range
(Mo(VI) 5.0×10−6 M) under the conditions of
pH 3, B-R buffer, 0.1 M KNO3 (r=0.9989, I=
12.1C+2.0×10−9). Some of the results are given
with their S.D. in Tables 1 and 2 for molybdenum
and selenium, respectively. Differential pulse po-
larograms for the determination of 5.0×10−8 M
Mo(VI) and of 5.0×10−7 M Se(IV) are given in
Fig. 4.

Investigation in unbuffered solutions of strong
acids indicates that the sensitivity of the peak

Fig. 3. Effect of pH on the catalytic peak current in the
presence and absence of nitrate ion [5.0×10−5 M Se(IV),
2.5×10−6 M Mo(VI)]. (a) without nitrate; (b) with 0.1 M
NO3

−. Drop time 1.0 s, scan rate 5.0 mV/s, pulse amplitude 50
mV.
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Table 1
Determination of Mo by using the catalytic peaka

Mo found (M) % ErrorSynthetic sample R.S.D.b

(%)(M)

(4.990.4)×10−7 −1.0 8.24.95×10−7 Mo,
3.96×10−6 Se

(5.090.3)×10−7 +1.04.95×10−7 Mo, 6.0
4.95×10−6 Se

(5.390.3)×10−84.93×10−8 Mo, +7.5 5.6
4.95×10−6 Se

(5.290.8)×10−94.98×10−9 Mo, +4.4 15.3
1.0×10−5 Se

a pH 3.0 (B-R solution).
b R.S.D., relative standard deviation.

catalytic hydrogen peak becomes a shoulder,
making its observation difficult.

As the optimum working conditions, 0.1 M
KNO3 and pH 3.2 were selected. The detection
limit (signal-to-noise ratio, S/N=3) of the
method for Mo (VI) and for Se (IV) is 1.5 ×10–9

M. For the determination of one of these ions, the
second ion concentration has to be about 102–103

times higher than the other ion under investiga-
tion. However, at concentrations higher than
10−6 M, this ratio may be 1:1.

The effect of possible interferences from some
metal ions, such as Pb(II), Cd(II), Cu(II), Ni(II),
Cr(III), Zn(II) and Tl(I), were investigated at a
concentration of 5.0×10−6 M Se(IV) and 5.0×
10−8 M Mo(VI). The co-existing ions were taken

Table 2
Determination of Se by using the catalytic peaka

R.S.D.bSynthetic sample % Er-Se found (M)
(%)(M) ror

4.83×10−6 Se, −4.8(4.690.3)×10−6 6.5
2.89×10−5 Mo

0.98×10−6 Se, (1.0590.06)×10−6 +7.1 5.7
4.93×10−6 Mo

(4.790.5)×10−8 10.6−4.54.92×10−8 Se,
4.95×10−6 Mo

a pH 3.0 (B-R solution).
b R.S.D., relative standard deviation.

Fig. 4. (Panel a) Determination of 5.0×10−8 M Mo by the
catalytic peak current. (a) 10 ml B-R buffer, pH 3.20, 0.1 M
KNO3; (b) 5×10−6 M Se(IV), 5×10−8 M Mo(VI); (c)
1×10−7 M Mo(VI); (d) 1.5×10−7 M Mo(VI); (e) 2×10−7

M Mo(VI). Drop time 1.0 s, scan rate 5.0 mV/s, pulse ampli-
tude 50 mV. (Panel b) Determination of 5.0×10−7 M Se by
the catalytic peak current. (a) 10 ml B-R buffer, pH 3.20, 0.1
M KNO3; (b) 5×10−6 M Mo(VI), 5×10−7 M Se(IV); (c)
1×10−6 M Se(IV); (d) 1.5×10−6 M Se(IV). Drop time 1.0 s,
scan rate 5.0 mV/s, pulse amplitude 50 mV.

depends on the nature of the acid present and its
concentration. For this purpose, HCl, HClO4,
HNO3, H2SO4 and HNO3 are used at different
concentrations changing from 0.1 M to 1.5 M.
With increased acid concentrations the current
became smaller (Fig. 5). The current had its
highest value in HClO4. But even the largest
current obtained in this acid was ten times smaller
than that obtained at pH 3. In HNO3, on the
other hand, because of the reaction of HNO3 with
mercury, no peak could be observed. The nature
and concentrations of added electrolyte were also
investigated. As can be seen from Fig. 6, 0.1 M
KNO3 gives the largest current. With increasing
nitrate concentration the hydrogen reduction is
shifted to more positive potentials so that the
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Fig. 5. Effect of different kinds of acids on the catalytic peak
[5.0×10−5 M Se(IV), 2.5×10−6 M Mo(VI), 0.1 M KNO3].

co-existing ions some interference was observed.
In our former studies we had explained the inter-
actions between Se and some ions such as Cd, Cu
and Pb [4] and we used this behaviour for the
determination of Se and Pb in blood [22]. Since
these ions interact with selenium the catalytic
peak observed here diminishes by the addition of
these interfering ions. The inhibition effect of
these ions on the catalytic peak has been elimi-
nated by the addition of a very small amount of
EDTA. As can be seen from Fig. 7, by the
addition of EDTA in nearly the same concentra-
tion as the interfering ion, the interference is

Fig. 7. Elimination of interference by EDTA. (a) 10 ml B-R
buffer, pH 3.24, 0.1 M KNO3; (b) 5×10−6 M Se(IV),
5×10−8 M Mo(VI); (c) 2×10−6 M Pb(II); (d) 2×10−6 M
EDTA; (e) 4×10−6 M EDTA. Drop time 1.0 s, scan rate 5.0
mV/s, pulse amplitude 50 mV.

Fig. 6. Effect of different kinds of supporting electrolytes [B-R
buffer, pH 3.24, 5.0×10−5 M Se(IV), 5.0×10−7 M Mo(VI)].

at the same concentration, and at ten, 20 and 40
times the amount of Mo(VI). The results are
summarized in Table 3. The values show the ratio
of the peak currents in the presence of the co-ex-
isting ions to that in their absence (by percentage).
According to the results 20-fold higher amounts
of Pb(II), Cd(II), Cu(II), Zn(II) and Tl(I) exert
nearly no interference in the determination of Se
and Mo. However, at higher concentrations of
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Table 3
Influence of co-existing ions on the catalytic peak current and elimination of interference by EDTAa

Concentration of co-existing ions Co-existing ions and their influence on signal ratio (%)

Cd(II) Cu(II) Ni(II)Pb(II) Cr(III) Zn(II) Tl(I)

97 1035.0×10−8 100100 97 97 100
97 94 10094 755.0×10−7 94 103
92 88 1161.0×10−6 6393 94 105
80 80 12576 542.0×10−6 – 106
97b 100b – – – –2.0×10−6 98b

a 5.0×10−6 M Se(IV) and 5.0×10−8 M Mo(VI). pH 3.24 (B-R buffer solution).
b In the presence of 4.0×10−6 M EDTA.

effectively eliminated. The results obtained in the
absence and in the presence of EDTA are given in
Table 3. At too high concentrations of EDTA,
however, the catalytic current peak is also af-
fected, because of the formation of a Mo–EDTA
complex. In practice, in a solution containing
these interfering ions, EDTA has to be added
until the catalytic peak reaches its maximum
value.

3.1. Application to real samples

The present method has been applied to garlic
samples in order to determine the selenium con-
tent. For this purpose 5.0 g of dried garlic are
digested in HNO3:HClO4 (1:1) acid mixture [23].
After addition of buffer and KNO3, pulse polar-
ogram is taken. From the catalytic peak obtained
after the addition of 5×10−6 M Mo(VI), the
selenium content was determined by standard
additions of selenite solution. As a result 508936
ng/g selenium was determined with an R.S.D.
of 7.1%. The same garlic sample was analysed
by cathodic stripping voltammetry [23] and 4859
35 ng/g Se was obtained in our previous work,
which demonstrates the validity of the new
method.

4. Conclusion

It is shown in this work that the catalytic
hydrogen wave of Mo–Se can be detected with
improved sensitivity and resolution by DPP. The

single sharp peak obtained by DPP is suitable for
the trace determination of selenium and molybde-
num simultaneously in the 10−6–10−9 M range.
There is no need for separation and preconcentra-
tion methods which are tedious, time-consuming
and also polluting. This method could be applied
directly for the determination of selenium in garlic
and the results were consistent with those ob-
tained by cathodic stripping voltammetry. The
proposed method can be applied safely for many
biological samples.
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Abstract

The analytical performance of a new type of fluorescence detector, based on a transversely illuminated liquid core
waveguide (LCW), has been investigated using the determination of NH3/NH4

+ as the 1-sulfonatoisoindole. With a
very inexpensive combination of a miniature Hg blacklight as an excitation source, a colored plastic sheet as the
emission filter, and an integrated blue sensitized photodiode-operational amplifier as the detector (totaling B$100 in
hardware cost), we were able to achieve a limit of detection (LOD) of 35 nM (1.6 pmol) NH3 with a linear dynamic
range up to 60 mM NH3. Details of detector construction and performance are given. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Fluorescence detector; Liquid core waveguide

1. Introduction

The literature reports several studies in which
the optical path length in liquid phase absorption
measurements has been extended by using a
reflective cell, either through the use of a physi-
cally reflective wall, or ensuring conditions in
which the liquid has a refractive index (RI)
greater than that of the conduit material and the

assembly therefore exhibits total internal reflec-
tion, i. e. it behaves as a liquid core waveguide
(LCW) [1–3]. Until recently, due to the un-
availability of any convenient material that has a
RI value less than that of water, LCW applica-
tions has been largely limited to high RI organic
solvents like carbon disulfide [4], or mixed
aqueous solvents that contain large amounts of
alcohol [2] or glycol [5], limiting the number of
practical analytical applications.

Recently, a fluoropolymer based on 2,2-bistrifl-
uoromethyl-4,5-difluoro-1,3-dioxole was intro-
duced [6]. It is available as a copolymer with

* Corresponding author. Tel.: +1-806-7423067; fax: +1-
806-7421289.

E-mail address: sandyd@ttu.edu (P.K. Dasgupta)
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tetrafluoroethylene and carriers the trade name
Teflon® AF. Teflon AF is an amorphous, glassy,
perfluorinated copolymer with the important
characteristic that throughout the 200–2000 nm
wavelength range, it is essentially transparent with
a RI (1.29) lower than that of water (1.33). Thus,
when such a tube is filled with water, it behaves as
an LCW and can efficiently transfer the light
launched at one end to another. This unusual and
useful property of such tubes has been exploited
in long pathlength absorbance spectroscopy [7–
10].

Fujiwara et al. were among the pioneers in
LCW based absorbance spectroscopy. The first
use of LCW for fluorometric measurements was
also reported by these authors [11,12]. They used
a laser source to excite the fluorophore in an
LCW axially and read the fluorescence axially
from the other terminus of the tube. With this
geometry, very effective means of rejecting the
excitation light are required. A further disadvan-
tage of the axial excitation scheme is that low
wavelength laser sources necessary for fluores-
cence excitation are expensive and can not
provide excitation over a broad wavelength range.
They also used a ‘side-view cell’ to overcome the
excitation rejection problem. in this geometry, the
plane of a spirally shaped tubular flow cell is
placed next to the photosensitive window of an
‘end-on’ type photomultiplier tube (PMT). The
excitation light is launched axially into the spiral.
The fluorescence signal is said to be linearly de-
pendent on the refractive index of the solution. In
this case, an expensive large window PMT must
be used and a higher background, resulting from
leaking of the excitation light from the spiraled
LCW, is expected.

We propose an altogether different geometry
for an LCW based fluorescence detector. An inex-
pensive linear light source illuminates the LCW
from the side (transverse illumination). Light inci-
dent orthogonal to the axis of a wave guide is
efficiently rejected. Thus, the exciting radiation
does not proceed down the lumen of the LCW.
We have measured that about 1 out of 106 inci-
dent photos actually traverses down the lumen
(this occurs, presumably, from scattering by parti-
cles in the aqueous phase or from surface imper-

fections in the tube) [13]. In any case, this degree
of rejection is better than what many monochro-
mators can provide. On the other hand, if scatter-
ing or fluorescent species are present in the
solution, a significant portion of the scattered/
emitted radiation [the exact extent depends on the
numerical aperture (NA) of the LCW] undergoes
total internal reflection and proceeds down the
lumen of the fiber. This light can be efficiently
coupled to a high NA conventional optical fiber
placed at the end of the LCW. Because the light is
now already available in a optical fiber coupled
format (without any focusing optics), detection by
a small area inexpensive photodiode detector is
facile. There is no great problem associated with
rejection of the excitation light as exists in the
axial excitation schemes. As a result, neither exci-
tation nor emission monochromators are essential
in this unique fiber optic coupled transversely
illuminated LCW based flow-through fluorescence
detection scheme. For highest sensitivity applica-
tions, a simple filter can be incorporated on the
emission side to further reject any residual broad-
band excitation light that propagates down the
lumen. The system also has the advantage that
illumination can be provided over a large surface
area but the resulting luminescence becomes avail-
able as a point source.

Fundamental studies related to the dependence
of the S/N to the illumination length and illumi-
nation volume are discussed in our first report of
such a detector. In the present paper we focus on
testing the performance of such a detector in an
application important to our laboratory, the de-
termination of trace levels of NH3�N.

Ammonia is the principal atmospheric base re-
sponsible for the neutralization of atmospheric
acidity [14]. Ammonium salts are typicallly the
principal constituents of the inhalable fraction of
the atmospheric particulate matter and are widely
believed to be the primary responsible agents for
the degradation of atmospheric visibility [15]. Sen-
sitive and affordable methods for determining
NH3�N are essential to improve the time resolu-
tion of atmospheric measurements. Traditionally,
the indophenol blue reaction [limit of detection
(LOD) �0.6 mM] and Nessler’s reaction (LOD
1.2 mM) have been used [16]. In 1971, Roth [17]
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discovered the ternary reaction of o-phthaldiade-
hyde (OPA), a ‘reducing agent’ [borohydride or
mercaptoethanol (ME)], and ammonia or pri-
mary amino acids, to produce intensely fluores-
cent products and described its analytical
usefulness. Many studies have been done on this
fluorometric reaction. The OPA–sulfite–NH3

fluorometric detection system in particular was
developed in this laboratory [18] and has the
advantage over the corresponding ME-based de-
tection system that the use of malodorous thiol
compounds is avoided and the reaction is much
more selective for ammonia compared to amino
acids. In the present work, we have used this
reaction for testing the detector performance.

2. Experimental

2.1. Reagents

Reagents were prepared as previously reported
[18]. Briefly, standard grade o-phthaldiadehyde
(P-1378, Sigma, St. Louis, MO) was used with-
out further purification. The OPA solution (10
mM) was prepared by dissolving 268 mg OPA
in 50 ml methanol and diluting with water to
200 ml. The solution can be stored in the refrig-
erator for 1 week.

Phosphate buffer (0.1 M) was made by dis-
solving 14.2 g of analytical reagent grade
Na2HPO4 in 900 ml water, adjusting pH with 2
M NaOH and diluting to 1 l. Sodium sulfite
solution (3.0 mM) was prepared daily in the
phosphate buffer. Ammonium standards were
prepared from a 0.1000 M NH4Cl stock. Dilute
solutions were prepared just prior to use by suc-
cessive dilution.

All chemicals used were of analytical reagent
grade, and freshly deionized water was used
throughout all experiments.

2.2. Liquid core wa6eguide based fluorescence
detector

The detector is schematically shown in Fig. 1.
It consists of a Teflon® AF tube (BioGeneral,
San Diego, CA, 0.84 mm i.d., 1.04 mm o.d.,

�115 mm long) that constitutes the LCW flow
cell. As shown, at the bottom end it butts up
against a large NA fiber optic (1 mm core fused
silica, Polymicro Technologies, Phoenix, AZ), at
the center of an opaque tee fitting composed of
PEEK (P-713, Upchurch Scientific, Oak Harbor,
WA). An appropriate length of a stainless steel
tubing (5.2 mm o.d., 4.4 mm i.d., �85 mm
long, HTX-6, Small Parts, Miami Lakes, FL) is
taken and the terminal ends are carefully de-
burred to remove all sharp edges. The tube is
polished inside with a pipe cleaner and tooth
paste until the inside is highly reflective. The
tube fits in snug into the head of the nut in the
tee fitting, as shown in the figure. On the other
side of the tube, a 1

4 -28-to-10-32 male–male

Fig. 1. The liquid–core waveguide fluorescence detector sche-
matically shown. Teflon AF-2400 LCW length 115 mm, 0.84
mm i.d.
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chromatography style union is used (P/N 42806,
Dionex, Sunnyvale, CA). The 1

4-28 threaded side
is bored out with an appropriately sized drill bit
to snugly accommodate the stainless steel tube.
The through hole in this union is drilled out to
1.5 mm bore. Two small holes are drilled
through one side of the stainless steel tube, �
55 mm apart, to provide exits for the leads to
the light source.

The light source is a miniature Hg black light
tube (3×50 mm, P/N BF 350-UV1, Digi-Key,
Thief River Falls, MN), that is operated by a
miniature high voltage power supply (P/N BXA-
502, JKL Component Corp., Pacoima, CA) with
the primary input supply being 5 V. The total
input power to the power supply is 250 mW
without the lamp being connected and 950–1000
mW with the lamp connected. The optical lamp
output flux is 200–300 mW cm−2 at a distance
of 1 cm from the lamp. The axial leads of the
lamp are cut short to only �1 mm length. Ky-
nar-coated lead wires are inserted through the
holes in the stainless steel tube such that both
comes out of one end of the tube. These pro-
truding ends are then soldered on to the lamp
leads. The lamp is then pushed inside the tube,
and the lead wires suitably withdrawn. The insu-
lation is removed from one of the lead wires
and it is wrapped around the stainless steel shell
and cemented in place with electrically conduc-
tive epoxy adhesive to provide a grounded end.
The other lead wire is also wrapped around the
shell a few turns and the turns epoxied in place
with ordinary non conductive epoxy adhesive to
secure the lamp firmly in place. The lead wire is
connected to the high voltage end of the power
supply. The power supply ground is connected
to the shell. (Our standard practice is to also
provide a third aperture in the stainless steel
shell, slightly larger than the other two apertures
and located approximately equidistant from the
other two. A photodiode is cemented on this
hole and can be used to monitor the lamp in-
tensity. No explicit use of this has been made in
the present work.)

Because the lamp consumes little power, there
are no problems associated with excessive heat-

ing of the lamp or the AF tube; the latter is, of
course, also cooled by the flowing fluid.

With the Teflon® AF tube and the silica fiber
optic already connected to the tee, the lamp-
bearing stainless steel shell is guided over the
AF tube and firmly inserted into the head of the
nut. The AF tube now protrudes out of the free
end of the stainless steel shell and the union
fitting is now pushed over the end of the AF
tube to securely connect to the stainless steel
shell. The length of the AF tube is such that it
protrudes �2 mm beyond the central partition
of the union. An opaque 1/16 in PTFE tube is
taken and the terminal end is bored out with a
drill bit so that the AF tube can fit in to this
end. This is then slipped over the end of the AF
tube and secured in place with a 10–32 nut and
ferrule. A small disk of blue plastic sheet (No.
856, P/N 60403, Edmund Scientific, Gloucester,
NJ) was cemented by UV-Cure adhesive (optical
adhesive type 81, Norland Products, New
Brunswick, NJ) to the free end of the silica fiber
optic. After the disk fully adheres to the optic,
it is trimmed to the fiber diameter with a sharp
surgical knife.

The photodetector used in the present work is
a blue-senstitive integrated photodiode-opera-
tional amplifier available in a TO-99 (OPT-301,
Burr-Brown, Tucson, AZ) metal can. We used
an opaque chromatography style bulkhead
fitting with a 1

4-28 threaded flat bottom female
port on both sides (P/N 38654, Dionex). One
side is bored out and the photodetector is se-
curely cemented therein. The bulkhead fitting is
secured to the faceplate of the electronics enclo-
sure. In use, the silica fiber optic passes through
the through hole of the bulkhead fitting and is
secured in place by a 1

4-28 nut and a flat bottom
ferrule.

The electronic circuit for the detector is
shown schematically in Fig. 2. The OPT-301
photodetector/amplifier output signal produces
increasing positive outputs with increasing light
input. A dual BIFET operational amplifier (TL
082) is used to provide offset and further gain
to the primary output. The first stage functions
as a summing inverting amplifier. The two 100
K 10-turn potentiometers connected to the first
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Fig. 2. Electronic schematic for the detector.

stage of the TL 082 IC, respectively provides
adjustable offset and variable gain (up to 5× )
functions. Since this stage also inverts the signal,
the second stage is operated simply as a unity gain
inverting amplifier so that the final output is a
positive signal that increases with increasing light
input. The detector is commercially available from
AnalTech (Lubbock, TX).

2.3. Analytical system

The flow system is schematically shown in Fig.
3. A peristaltic pump P (Rabbit, RAININ, Instru-
ment, Emeryville, CA) was used to pump water (W)
as carrier at 50 ml min−1 through an electropneu-
matically actuated six-port rotary valve V (type
5020P, Rheodyne, Cotati, CA) equipped with a 46
ml volume sample loop. The sample S was aspirated
by the pump through the valve. The carrier stream
mixed with the OPA reagent stream O (50 ml
min−1) at a low-volume tee. This was followed by
a knotted mixing coil M1 (0.3×250 mm), and
merged again with the buffered sulfite reagent
stream B (50 ml min−1). The next mixing coil M2
(0.3×1000 mm) was followed by a Teflon reaction
coil R (0.3×1200 mm) kept in a water bath
thermostated at 8591°C. Finally, the fluorescence
is detected by the LCW cell; a silica capillary (7–10
cm long, 100 mm i.d.) is connected to the cell exit
to apply backpressure.

3. Results and discussion

3.1. Excitation source

The maximum excitation wavelength of the
fluorescent product from OPA-sulfite-NH3 system
is 365 nm in the pH 11.0 phosphate buffer. A
miniature blacklight type Hg line source emitting
at 365 nm is perfectly matched for this applica-
tion. In operation, the lamp appears to be stable
such that ratioing the fluorescence signal versus
the lamp intensity was not found to be necessary.

3.2. Pre6ention of bubbles

In a flow system heated as much as 85°C, there
is a high likelihood of bubble formation unless

Fig. 3. Flow injection manifold for the determination of
NH3/NH4

+. P, peristaltic pump; B, phosphate buffered sulfite;
O, o-phathaldehyde; W, water; V, rotary loop injection valve;
S, sample, M1, 2, knotted mixing coils; R, heated reactor,
thermostated at 85°C.
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preventive measures are taken. The presence of a
bubble in an LCW cell causes serious problems in
much the same way bubbles are problematic in
any other optical detection system. It is interesting
to note however, that the precise effect of a
bubble in the present detector system depends on
the position of the bubble. When the bubble is
located in the illuminated region of the LCW, it
can scatter the excitation light directly to the light
detector and thus result in a large background
signal. When the bubble is located between the
illuminated zone and the silica fiber, the bubble
blocks the transmission of the emitted light and a
low signal level is observed. For proper operation,
the detector cell is built without any dead volume
as far as practicable. The cell is positioned verti-
cally with the exit on the top to prevent bubble
entrapment. Most importantly, sufficient back
pressure is placed at the cell exit to prevent bubble
formation in the first place. Occasionally, a small
bubble will stick nevertheless on the walls of the
LCW tube or the connecting section of AF tube
and fiber optics, causing a baseline shift. Such
bubbles can be effectively removed by washing the
cell with a low surface tension solvent like
methanol.

3.3. Peformance

The fluorescence intensity was linear with am-
monia concentration between the range of 0.2–60
mM with a linear r2 value of 0.9993. System
output for 0.2–1.0 mM NH4

+ is shown in Fig. 4.
The relative standard deviation at the 200 nM
level was 1.7% (n=11). Repeated measurements
at the 100 nM level are shown in Fig. 5. The
baseline oscillations at this level are significant
and we therefore conservatively estimate the S/
N=3 LOD to be 35 nM. The cause of the
baseline variability at this level is not detector
noise, but specific contributions from other
sources could not be ascertained. Nevertheless,
this performance is very comparable to the best
LOD of 20 nM obtained with a commercial
fluorometer with an optimized long-pass emission
filter and a photomultiplier tube detector [18].

In conclusion, dedicated fluorescence detectors
based on a transversely illuminated LCW consti-

Fig. 4. Typical chart output for NH3/NH4+ determination.
The NH3/NH4+ –N concentration of the sample in mM is
indicated.

tute simple, sensitive, miniature affordable instru-
ments that are especially amenable to portable
and flow-through applications. It is remarkable
that this photodiode based detector, with a hard-
ware cost more than an order of magnitude less
than that of a commercial filter fluorometer, can
provide almost the same performance.

Fig. 5. Typical system output for 0.1 mM ammonium and the
background noise level.
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Abstract

The sorption of Hg(II) in the presence of sodium thiocyanate solution onto polyurethane (PUR) foam, an excellent
sorbent, has been investigated in detail. Maximum sorption of Hg(II) is achieved from 0.1 M hydrochloric acid
solution containing 7.5×10−2 M sodium thiocyanate in 5 min. The sorption data followed both Freundlich and
Langmuir adsorption isotherms. The Freundlich constants 1/n and sorption capacity, Cm, are evaluated to be
0.4490.02 and (3.8690.89)×10−3 mol g−1. The saturation capacity and adsorption constant derived from
Langmuir isotherm are (6.8890.28)×10−5 mol g−1 and (5.690.37)×104 dm3 mol−1 respectively. The mean free
energy (E) of Hg(II)-SCN sorption onto PUR foam computed from D–R isotherm is 12.490.3 kJ mol−1 indicating
ion-exchange type mechanism of chemisorption. The variation of sorption with temperature yields thermodynamic
parameters of DH= −30.791.2 kJ mol−1, DS= −70.194.1 J mol−1 K−1 and DG= −9.8690.77 kJ mol−1 at
298 K. The negative value of enthalpy and free energy reflects the exothermic and spontaneous nature of sorption.
On the basis of the sorption data, sorption mechanism has been proposed. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Hg(II)-SCN; Adsorption; Thermodynamic characteristics; Polyurethane foam

1. Introduction

Mercury and its compounds are hazardous for
humans, plants and animals [1]. Mercury metal,
its vapours, and most of its organic and inorganic
compounds are protoplasmic poisons. The toler-
ance limit of inorganic mercury in aqueous solu-
tion is 1 mg l−1. The major sources of mercury

poisoning are its mining and recovery and its
usage in a variety of products, industrial waste
and its accumulation in human body via food
chain. Mercury has a tendency to absorb and
adhere or amalgamate to various surfaces which
are in immediate contact with it. It is capable to
form complexes with many inorganic ligands and
reagents [2,3].

The low level of mercury in environmental and
biological samples, makes it necessary to precon-
centrate these samples before their actual determi-
nation. A number of solid/liquid preconcentration
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systems have been used for mercury in off-line
procedures such as activated carbon [4,5], inor-
ganic metal oxides [6], ion exchange resins [7,8],
etc., and with immobilised reagents such as di-
ethyl dithiocarbamate [9], 8-hydroxyquinoline [10]
and dithizone [11], etc., onto solid supports.

Polyurethane foam, an excellent sorbent for the
separation and preconcentration of trace metal
ions, reflects its potential in the environmental
and analytical chemistry prior to the instrumental
analyses. In last two decades, polyurethane (PUR)
foam is widely used for the separation and pre-
concentration of trace metal ions. The unloaded
and reagent loaded PUR foam provides a cheap,
simple and fast sorbent for the separation and
preconcentration based on solid-liquid contact
[12,13]. The uptake of different divalent metal
ions from thiocyanate media onto PUR foam has
been reported [14–19]. A number of different
mechanisms such as ion-exchange, solvent extrac-
tion, ligand addition, ion-association, surface
sorption, etc., have been reported by different
workers depending upon the nature of the chemi-
cal species sorbed and the conditions of sorption
[20–23].

The mass transfer of metal complexes of thio-
cyanate from the bulk solution to the surface of
PUR foam and from its outer surface to the
interior surface is not well established. The sur-
face of the PUR foam is heterogeneous, in surface
structure and in the distribution of surface energy.
During sorption, first molecules arrive at the bare
surface and preferentially adsorb where their po-
tential energy will be minimum. Several adsorp-
tion models in batch technique can be used for the
description of randomly distributed sites of un-
equal energy in which Freundlich and Langmuir
adsorption isotherms are most commonly used
[3,24–28].

In previous investigations [29–31], the uptake
mechanism of Co(II) and Fe(III) on 2-thenoyl-
trifluoroacetone loaded PUR foam indicated that
the sorption of trace metal ions had clearly fol-
lowed the adsorption phenomena. In the present
study, the uptake conditions of mercuric ions
from aqueous thiocyanate solution have been
worked out in terms of the nature of the transport
of the mercuric ions from the bulk solution to the

surface of the ether type PUR foam using differ-
ent adsorption isotherms. The adsorption mecha-
nism is also proposed on the basis of
thermodynamic studies, and the nature of Hg(II)-
SCN species.

2. Experimental

All the reagents used in this work were of
Analar grade. The buffer solutions of pH 1–2.5
and 3–6 were prepared by mixing appropriate
amounts of 0.2M solutions of HCl and KCl, and
of CH3COOH and CH3COONa solutions respec-
tively. However, buffer solutions of pH 6.5–8 and
8.5–10 were prepared by mixing different volumes
of 0.2 M solutions of NaH2PO4, NaOH and
H3BO3. The ionic strength of the solutions was
kept at 0.1 M with deionised water and stability
was checked periodically.

The radiotracer of 203Hg was prepared by the
irradiation of specpur HgO in PARR-I reactor of
this institute at a flux density of 5×103 n cm−2

s−1. The irradiated oxide was dissolved in con-
centrated HCl, heated to near dryness and the
residue was dissolved in 10 ml of 0.2 M HCl
solutions and kept as a stock solution for further
use. The radionuclidic purity was checked on 4k
series of 85 Canberra multichannel analyser cou-
pled with a 25 cm3 Ge(Li) detector.

2.1. Preparation of PUR foam

Open pore polyether type PUR foam with a
bulk density of 22 kg m−3 was characterised and
used as a sorbent. The foam was cut into small
cylindrical plugs of 5 mm dia×10 mm length
with the help of a borer for batch shaking pur-
pose. The foam plugs were washed thoroughly to
remove the organic and inorganic contaminants in
the following order:
1. The cylindrical foam plugs were first squeezed

in acetone for 30 min to open the pores of the
foam, washed with deionised water and dried
in an oven at 80°C.

2. The dried foam plugs were soaked in 2 M HCl
solution for two hours to remove all the inor-
ganic impurities. The foam plugs were thor-
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oughly washed with deionised water till the
washings were acid free and neutral. The
washed foam plugs were dried at 80°C in an
oven.

3. The dried foam plugs were again soaked in
acetone for 30 min in order to remove all
organic impurities present in the foam. The
foam was pressed between filter paper sheets
to remove the excess acetone present in the
foam and dried at 80°C and stored in a plastic
bottle for further use.

2.2. Procedure

Five millilitre aqueous solution of known pH or
acid concentration was taken in a glass culture
tube with a polythene cap. The known concentra-
tion of 203Hg radiotracer was added in tubes and
mixed thoroughly. An aliquot of 1 ml was taken
out for gross gamma counts (A0). The remaining
solution was shaken with washed ether type PUR
foam plugs (�29 mg) for 5 min on a wrist-action
shaker. After phase separation, 1 ml aliquot (Ae)
was assayed radiometrically on a Tennelec gross
gamma counter equipped with a 30 cm3 well-type
Na(Tl) crystal.

The sorbed concentration of 203Hg at equi-
librium was calculated by the difference in the
activity of the aliquots drawn before (A0) and
after (Ae) shaking. The gross gamma activity of
203Hg radiotracer used in the aqueous solution for
equilibration was in the range of 55 000–60 000
cpm ml−1. The percentage sorption (% sorption)
and distribution coefficient (Kd) are calculated as

% sorption=
A0−Ae

A0

×100

and

Kd=
amount of metal in foam

amount of metal in solution

×
volume of solution (V)

weight of dry foam (W)
= (cm3 g−1)

The percent sorption and Kd can be correlated by
the following equation:

% sorption=
100Kd

Kd+ (V/W)
.

All experiments were performed at least in trip-
licate at 2392°C or as specified otherwise. The
linear regression computer programme with one
independent variable was used for slope analysis
and for the statistical treatment of the data [29].
The correlation coefficient (r) for all regression
analyses was in the range of 0.9914–0.9958. The
results are the average of at least triplicate inde-
pendent measurements and precision in most
cases was 93%.

3. Results and discussion

The sorption of 1.2×10−4 M solution of
Hg(II) ions in the presence (7.5×10−2 M) and
absence of sodium thiocyanate on unloaded PUR
foam was carried out from aqueous solutions
having a pH in the range of 1–10. The variation
of percent sorption with pH is shown in Fig. 1.
The maximum sorption is observed at pH 1 in the
presence of sodium thiocyanate. The sorption of
Hg(II) ions in the absence of thiocyanate ions
increases with an increase in the pH and attains a
constant value around pH 3 (\50%). However,
the adsorption profile of Hg-SCN complex de-
creases with increasing pH and becomes almost

Fig. 1. Variation of percent adsorption of Hg(II) metal ion on
PUR foam with pH.
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Table 1
Variation of distribution coefficient (Kd) and percent sorption
of Hg(II)-SCN complex with acid concentration on
polyurethane foam

Adsorption (%)HCl (M) Kd (cm3 g−1)

0.01 814 85
930.05 2050
99132080.1
970.5 5720
9750571.0

39311.5 96
9627702.0

Fig. 2. Dependence of percentage adsorption of Hg(II)-SCN
complex on sodium thiocyanate concentration.

constant (]42%) in neutral to alkaline range up
to pH 10. The decrease in the sorption of Hg(II)-
SCN complex with pH is attributed to the unsta-
bility of Hg(II)-SCN complex at higher pH and
subsequent hydrolysis of Hg(II) metal ions. The
sorption of Hg(II) is also studied from 0.01–2.0
M HCl solution in the presence of 0.08 M
NaSCN and results are tabulated in Table 1. This
indicates that 0.1 M was optimum acid concentra-
tion, the distribution coefficient (Kd) decreases
with an increase in the HCl concentration beyond
0.1 M but percent adsorption remains almost
constant. The influence of sodium thiocyanate
from 0.005 to 0.15 M in 0.1 M HCl solution on
the adsorption of 1.2×10−4 M solution of Hg(II)
ions on PUR foam is shown in Fig. 2. This figure
shows that the maximum sorption occurred at
0.08 M solution of NaSCN which was kept con-
stant for subsequent experiments.

The shaking time from 5 to 30 min at an
interval of 5 min on the retention of Hg(II) metal
ions on PUR foam under the optimum conditions
of 0.1 M HCl and 0.08 M NaSCN was varied.
The data indicate that the maximum equilibrium
is attained within 5 min contact time and re-
mained constant on further increase in the shak-
ing time. However, for higher Hg(II) metal ion
and lower NaSCN concentration, an increase in
shaking will be needed to attain maximum
adsorption.

The variation of the amount of PUR foam on
the distribution coefficient (Kd) of Hg(II) from 0.1
M HCl solution containing sodium thiocyanate
(7.5×10−2 M) is shown in Fig. 3. This figure

depicts that maximum Kd is achieved at 13.5 mg
ml−1 of PUR foam. On further increase in PUR
foam amount, Kd showed a decrease. For further
experiments �29 mg of PUR foam is used for 4
ml aqueous solution.

In order to check the sensitivity of PUR foam
for the preconcentration of Hg(II)-SCN complex
on PUR foam, the influence of different anions
under the optimum conditions was evaluated. The
addition of foreign ions in the sorptive medium
may change environment around the central metal

Fig. 3. Distribution coefficient of 1.32×10−3 M solution of
Hg(II)-SCN complex as a function of the amount of adsorbent
from 0.1 M HCl solution.
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Table 2
Effect of different anions on the sorption of Hg(II)-SCN
complex on polyurethane foam from aqueous solution of 0.1
M HCl

Anion KdCompound added Adsorption
(%)(cm3 g−1)

13208– 99Nil
C6H8O6Ascorbate 13178 99
C6H8O7 · H2OCitrate 9845 98

6182NaI 98Iodide
Sulphate Na2SO4 · 2H2O 2814 96

2141Na2C6H4O6 · 2H2O 94Tartrate

2100Oxalate 93Na2C2O4

2054NaH2PO4 95Phosphate
1398EDTA 91Na2C10H18N2O10

1028NaNO3 91Nitrate
740Perchlorate 84NaClO4

444NaCl 81Chloride
NaFFluoride 381 73

193CH3COONa 58Acetate
NaBrBromide 185 64

40Molybadate 22Na2MoO4 · 2H2O
B1KCN B1Cyanide

Na2S2O3Thiosulphate B1 B1
Thiourea H2NCSNH2 B2 B2

sorption of mercury on PUR foam. The effect
of different cations under investigation on the
adsorption of Hg(II)-SCN complex is compara-
tively small except in case of Fe(III) as shown
in Table 3. The Cd(III), Co(II), Sr(II), Mn(II)
and Fe(II) partially suppressed the sorption
while Fe(III) completely masks. This is at-
tributed to the formation of more stable Fe(III)-
SCN complex as compared to the Hg(II)-SCN
complex.

3.1. Adsorption isotherms

The mass transfer of Hg(II)-SCN complex
from bulk aqueous solution onto PUR foam
can be expressed in the form of its diffusion and
thermodynamic behaviour. The sorption of
Hg(II)-SCN complex on PUR foam is very
rapid and \95% of Hg(II)-SCN complex is
sorbed within 5 min shaking time as described
earlier. This indicates that the film diffusion, i.e.
diffusion of the solute through a hypothetical
‘film’ or hydrodynamic boundary layer takes
place in the sorption phenomena [24]. The film
diffusion is governed by molecular diffusion and
considered to be very rapid and generally occurs
at the macropores of the sorbent [3,28].

ion and subsequently its solution chemistry and
sorption behaviour. The sorption was measured
in the presence of these ions and results are
listed in Table 2. This table indicates that on
addition of different electrolytes, the Kd and
percent sorption decrease due to the formation
of more stable metal complexes with added ions
than Hg(II)-SCN complex. The reduction in the
sorption of mercury thiocyanate complex on
PUR foam in the presence of cyanide, chloride,
fluoride, bromide, acetate and molybadate an-
ions may be due to the formation of more sta-
ble complexes of mercury with these ions and
their very low affinity towards the sorbent.
Cyanide completely reduces the sorption (B1%)
while other anions register a decrease in the
sorption of mercury in the range of 81–22%.
However, thiosulphate and thiourea reduce the
Hg(II) ions [32] which or its anionic complexes
with these anions may not sorb on the PUR
foam surface at all, subsequently reducing the

Table 3
Influence of different cations on the sorption of Hg(II)-SCN
complex on polyurethane foam from 0.1 M HCl aqueous
solutiona

Kd (cm3 g−1)Cation Adsorption (%)

Nil 13208 99
Ni(II) 2127 99

1803Cd(II) 92
1444Ce(III) 91
1236Al(III) 91

Ba(II) 1090 89
Cr(III) 901036

915Mg(II) 90
757Cd(II) 84
609Co(II) 85
549Sr(II) 85

Mn(II) 73289
256Fc(II) 71

34Fe(III)b 19

a All cations added as chloride.
b As nitrate.
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Fig. 4. Freundlich adsorption profile of [Hg(SCN)4]−2 com-
plex on PUR foam.

1/nB1 indicates that sorption capacity is only
slightly reduced at lower equilibrium concentra-
tions. Freundlich adsorption isotherm does not
predict any saturation of the solid surface of the
adsorbent by the adsorbate, thus infinite surface
coverage is predicted mathematically.

The Langmuir model [34] was originally devel-
oped to represent chemisorption on a set of well
defined localised adsorption sites having same
sorption energy, independent of surface coverage
and no interaction between adsorbed molecules.
Maximum sorption is noticed when surface of the
sorbent is covered with a monolayer of adsorbate.
The familiar form of Langmuir isotherm based on
the kinetic consideration is expressed as:

Ce

Cads

=
1

KLb
+

Ce

KL

(3)

where Ce=equilibrium concentration of Hg(II) in
solution (mol l−1), Cads=amount of Hg(II) ad-
sorbed on PUR foam (mol g−1), KL=constant
related to maximum amount of solute adsorbed,
b=constant related to the binding energy of
solute.

For testing the curve fit of the Langmuir model
to experimental data involves plotting of Ce/Cads

against Ce as shown in Fig. 5. The model parame-
ters KL and b obtained from the slope and inter-
cept of the plot are (6.8890.28)×10−5 mol g−1

and (5.690.37)×104 dm3 mol−1 respectively.
The value of KL corresponding to the monolayer
coverage and independent of temperature, while
the sorption coefficient b is related to the enthalpy
of adsorption and should vary with temperature.

To distinguish between physical and chemical
adsorption, the data were applied to D–R
isotherm model [35]. The sorption is postulated
within a adsorption ‘space’ close to adsorbent
surface. This model features the heterogeneity of
energies over the surface. The linear form of D–R
isotherm is:

ln Cads= ln KDR−Bo2 (4)

where Cads is the amount of metal ions adsorbed
per unit mass of the PUR foam, KDR is the
maximum amount of Hg(II)-SCN complex ad-
sorbed, B is a constant with dimensions of energy
and Polanyi potential (o)=RT ln (1+ (1/Ce))

For thermodynamic consideration in terms of
adsorption isotherms, a series of experimental
points for the adsorption of Hg(II)-SCN com-
plexes on PUR foam were plotted. Three com-
monly used mathematical expressions to describe
the adsorption equilibria, i.e. Freundlich, Lang-
muir and Dubinin–Radushkevich (D–R)
isotherm models were tested with the experimen-
tal data.

The Freundlich isotherm [33], most widely used
mathematical description of adsorption, usually
fits the experimental data over a wide range of
concentration. This isotherm gives an empirical
expression encompassing the surface heterogene-
ity and the exponential distribution of active sites
and their energies. The Freundlich model is ex-
pressed as

Cads=KFC e
1/n (1)

where Cads=amount of Hg(II) adsorbed (mol
g−1), Ce=amount of Hg(II) in solution (mol
l−1), KF and 1/n are characteristic constants.

The linearised form of Eq. (1) is

log Cads= log KF+
1
n

log Ce (2)

The plot of log Cads vs log Ce is shown in Fig. 4
which facilitates to determine the Freundlich con-
stants 1/n and KF form the slope and intercept of
the plot. The numerical value of adsorption ca-
pacity (KF) and 1/n indicating the energy and
intensity are (3.8690.89)×10−3 mol g−1 and
0.4490.02 respectively. The numerical value of
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Fig. 5. Langmuir adsorption plot of [Hg(SCN)4]−2 complex
on PUR foam.

E=
1


−2B
(5)

which is the free energy of the transfer of 1 mol
of solute from infinity to the surface of PUR
foam. The numerical value of E evaluated from
the Eq. (5) is 12.490.26 kJ mol−1 which
reflects the chemical absorption based on ion ex-
change.

3.2. Thermodynamic studies

The dependence of sorption with temperature
have been evaluated using the following
equations:

log Kc=
−DH

2.303RT
+

DS
2.303R

(6)

DG=DH−TDS (7)

DG= −RT ln Kc (8)

Kc=
Fe

1−Fe

(9)

where DH, DS, DG and T are the enthalpy, en-
tropy, Gibbs free energy and temperature in K,
respectively, R is the gas constant (8.3143 J
mol−1) and Kc is the equilibrium constant de-
pending upon the fractional attainment (Fe) of
the sorption of Hg(II)-SCN complex at equi-
librium [29]. The plot of log Kc vs 1/T gives the
numerical values of DH and DS from slope and
intercept respectively. The values of Kd and Kc

measured at different temperatures are given in
Table 4 which are decreasing with an increase in
temperature. The numerical values of DG from
Eq. (7) and Eq. (8) and DH and DS obtained
from the slope and intercept of Fig. 7 are given
in Table 4.

The increase in the numerical value of DG
with temperature may be due to spontaneous
nature of sorption and more favourable at low
temperature confirming exothermic chemisorp-
tion. Similarly, the negative value of DH may be
interpreted as the exothermic chemisorption pro-
cess, while negative change in the entropy may
be indicative of the faster adsorption of the
Hg(II)-SCN complex onto active sites of the ad-

where R is a gas constant in kJ K−1 mol−1

and T is temperature in Kelvin.
The plot of ln Cads vs o2 shown in Fig. 6 is a

straight line. The computed values of B and
KDR from the slope and intercept are −
0.00326690.000146 kJ2 mol−2 and (3.369
0.34)×10−4 mol g−1, respectively. If the
surface is heterogeneous and an approximation
to a Langmuir isotherm is chosen as a local
isotherm for all sites that are energetically
equivalent then the quantity B1/2 can be related
to the mean sorption energy (E) as:

Fig. 6. Dubinin-Radushkevich isotherm of [Hg(SCN)4]−2

complex on PUR foam.
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Table 4
Thermodynamic functions of Hg(II)-SCN sorption on Polyurethane foam

Equilibrium con-Distribution coefficient KdTemperature (K) DG (kJ mol−1) DH (kJ mol−1) DS (J mol−1

stant Kc K−1)(cm3 g−1)

85.53288 8886
61.53293 6392
53.27 −9.8690.775534 −30.791.2298 −70.194.1

4805303 46.25
3720308 35.81

30.403159313
323 20.012079

sorbent [36]. This appears to be in agreement
with the observation that Hg(II)-SCN complex
sorbed on PUR foam attains an equilibrium
within five minutes. This can further be ex-
plained on the basis of the high energy of the
PUR foam sorption sites for Hg(II)SCN com-
plex provided by an increase in temperature
may prevent stable interaction between the sorp-
tion sites and metal ions, resulting a lower ad-
sorption at higher temperature. The exothermic
nature of sorption may be explained in terms of
solvation type bond formation between metal
ion and solid surface based on hydrogen and/or
ionic bonding comprising ion exchange or ion
association interaction [17,37–39].

The data obey the Freundlich and Langmuir
adsorption isotherms indicating the transfer of
Hg(II)-SCN complex from aqueous solution to
the surface of the PUR foam following the ad-
sorption rather than absorption. According to
D–R isotherm the interaction between the so-
lute and solvent and between other solutes in
solution are reflected in their solubilities. The
experimental adsorption isotherm is independent
of temperature. It does not refer to the adsorp-
tion by specific surface groups. Strong adsorp-
tion may be due to chemisorption whereas weak
adsorption is limited to London forces. Neither
constituent is likely to adsorb unless the net en-
ergy of adsorption is sufficient to overcome the
negative entropy changes associated with con-
densation to the saturation concentration. The
bond formation between Hg(II) metal ion and
PUR foam may be chemical in nature as pre-
dicted by Langmuir and D–R isotherms.

The step wise intermediate complexes of thio-
cyanate ions of Hg(II) are [Hg(SCN)]+,
[Hg(SCN)2], [Hg(SCN)3]− and [Hg(SCN)4]−2

and their stability constants are 1016.8, 1017.6,
1020.4 and 1021.23 respectively [40]. Under the op-
timum conditions of acid concentration, sodium
thiocyanate and metal ion, the concentration of
the [Hg(SCN)4]−2 species is \99.9% responsible
for the sorption on PUR foam. The geometric
configuration of [Hg(SCN)4]−2 complex is four
co-ordinated tetrahedral [41].

The negative value of enthalpy shows that the
inner sphere of [Hg(SCN)4]−2 complex is likely
to be partially disrupted indicating the similar
nature of the species sorbed on PUR foam and

Fig. 7. Variation of equilibrium constant of [Hg(SCN)4]−2

complex on PUR foam with temperature.



M. Mufazzal Saeed et al. / Talanta 50 (1999) 625–634 633

formed in aqueous solution before sorption. The
negative entropy may be viewed due to the or-
dering of ionic charges without a compensatory
disordering of the inner sphere of the
[Hg(SCN)4]−2 complex sorbed on PUR foam.
The bond formation between [Hg(SCN)4]−2 and
PUR foam may proceed via the neutralisation
of negatively charged [Hg(SCN)4]−2 species fol-
lowed by the accumulation through chemisorp-
tion [42].

The possible mechanism derived on these
bases envisages the solvation/ion association
type interaction of PUR foam and [Hg(SCN)4]–2

complex similar to the solvent extraction mecha-
nism of [FeCl4]− and [AuCl4]− in diethyl ether
[42,43] and cation–chelation mechanism [22].
The lone pair of electrons on nitrogen atom of
isocyanate (amine) group and oxygen atom of
ether group of PUR foam, have the ability to
take hydronium ion (H+) from 0.1 M aqueous
solution of HCl in order to neutralise the charge
of [Hg(SCN)4]−2 complex in adsorption process.
However, metal ion in [Hg(SCN)4]−2 species
may not be bonded directly to the active sites of
PUR foam but may exist as an entity like qua-
ternary ammonium salt. The possible reactions
of the chemisorption of [Hg(SCN)4]−2 complex
on PUR foam in acidic solutions are:

The tetrahedral anionic [Hg(SCN)4]−2 com-
plex has the ability to neutralise its charge with
other associated active sites of PUR foam like
solvation due to its exothermic nature of ad-

sorption and to support the cation–chelation
mechanism. The large decrease in the entropy is
indicative of the minimal freedom of
[Hg(SCN)4]−2 complex in the PUR foam refleet-
ing in acidic solution, minimum extent of solva-
tion process as compared to the ion-exchange
chemisorption. The pKa value of the protonation
of the oxygen atom of ether group and nitrogen
atom of the amine group are −3 and −6 re-
spectively [44,45]. This shows that at low acid
concentration, the ether group can easily be pro-
tonated in 0.1 M HCl and the interaction of
[Hg(SCN)4]−2 complex appears to be stronger
and greater than the amine group interaction.
However, the intensity of sorption is also depen-
dent on the nature of the species to be sorbed
onto PUR foam. The maximum sorption energy
(E) from D–R isotherm 12.490.3 kJ mol−1

indicates the ion association interaction among
the metal ion and PUR foam. Hence, the
[Hg(SCN)4]−2 complex appears to be quite sta-
ble and reactive to neutralise its charge by asso-
ciation with the protonated ether group in acidic
media. The pH dependence curve (Fig. 1) also
supports this phenomena because at higher pHs,
the low concentration of hydronium ions de-
creases the extent of protonation of the ether
group and subsequently decreases the sorption
of [Hg(SCN)4]−2 complex on PUR foam.

4. Conclusions

1. The accumulation of Hg(l1)-SCN complex
onto PUR foam follows Langmuir, Freundlich
and D-R adsorption isotherms.

2. The temperature variation has been used to
compute the values of DG, DH and DS. The
negative values of DH and DG indicate
exothermic and spontaneous nature of sorp-
tion respectively.

3. The value of adsorption energy, E, gives an
idea of the nature of sorption.

4. The sorption mechanism has been postulated
on the basis of experimental data and theoret-
ical models.

5. Thiourea, thiosuphate, cyanide and Fe(III) re-
duce the sorption significantly.
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Abstract

Square-wave voltammetry was used for the determination of trace amounts of theophylline in tea and drug
formulation at a Nafion®/lead–ruthenium oxide pyrochlore chemically modified electrode. This chemically modified
electrode exhibits a marked enhancement of the current response compared to a bare glassy carbon electrode. The
calibration graph for the determination of theophylline was linear up to 100 mM in 0.1 M, pH 3 phosphate solution
with a detection limit (S/N=3) of 0.1 mM. The results of 15 successive repetitive measurement-regeneration cycles
showed a relative standard deviation of 1.3% for 10 mM theophylline indicating that the electrode renewal gives a
good reproducible surface. Quantitative analysis was performed by the standard addition method for the theophylline
content in commercially available tea and drug. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Theophylline; Tea; Drug formulation; Chemically-modified electrode

1. Introduction

Theophylline (1,3-dimethyl-1H-purine-2,6-
dione) is a xanthine derivative with diuretic, car-
diac stimulant, and smooth muscle relaxant
activities. Accurate and rapid method is required
for the determination of soluble theophylline in
tea and tea products because the stimulating effect
of tea beverage is due to the presence of purine
bases, such as, caffeine, theobromine, and

theophylline. Meanwhile, theophylline has been
widely used for the treatment of asthma and
bronchospasm in adult [1]. The efficiency and
toxicity of this drug can be modified by many
factors [2]. Thus, in order to adapt dosing and to
verify compliance, therapeutic drug monitoring is
necessary. Previous approaches used for the deter-
mination of theophylline include high-perfor-
mance liquid chromatography (HPLC) and
gradient capillary HPLC [3–7], spectrophotome-
try [8], enzyme immunoassay [9], capillary elec-
trophoresis [10], frit-fast atom bombardment mass
spectrometry (LC-frit-FAB-MS) [11], and electro-

* Corresponding author. Fax: +886-4-2862547.
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Fig. 1. SW voltammograms for 20 mM theophylline in 0.1 M
phosphate solution (pH 3) at a bare GCE (a), the Nafion®-
coated GCE (b), and the CME (c). SW amplitude, 25 mV; SW
frequency, 15 Hz; step height, 4 mV.

Fig. 3. The effects of preconcentration potential (a) and the
preconcentration time (b) on the SW response for 20 mM
theophylline at the CME. Other conditions are as in Fig. 1.

chemical method [12]. Compare to the electro-
chemical method, the HPLC method is time con-
suming and the LC-frit-FAB-MS is not suitable
for routine analysis. Enzyme immunoassay proce-
dures are often used in therapeutic controls in
hospital. The main prospect of this study is there-
fore to develop a good alternative method for this
purpose.

The previous electrochemical method used ad-
sorptive cathodic stripping voltammetry for the
determination of trace amount of theophylline at
a hanging mercury drop electrode [12]. There is an
interference problem from some purine com-
pounds and metal ions. We report here a rela-
tively rapid and selective electrochemical method
for the determination of theophylline using a
Nafion®/lead–ruthenium oxide pyrochlore chemi-
cally modified electrode (CME). This work de-
scribes a combined catalytic–adsorbing interface
layer to modify an electrochemical electrode sur-
face to measure theophylline in tea and tablet
formulations. The optimal experimental condi-
tions were thoroughly investigated. Practical ana-
lytical utility was illustrated by selective
measurements of theophylline in commercially
available drug (ampoule of aminophylline for i.v.
injection) and tea.

Fig. 2. Dependence of the anodic peak current on pH in SW
voltammetry for 20 mM theophylline at the CME. SW parame-
ters are as in Fig. 1.
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Fig. 4. Typical SW voltammetry responses for the determination of theophylline in (A) ampoule, (B) tablet, (C) black tea, and (D)
green tea with spiking theophylline concentrations of (a) 0, (b) 20, (c) 40, (d) 60, (e) 80, (f) 100 mM. Other conditions are as in Fig.
1.

2. Experimental

Nafion® perfluorinated ion-exchange powder,
5 wt% solution in a mixture of lower alip-
hatic alcohols and 10% water, was obtained
from the Aldrich (Milwaukee, WI, USA).
Theophylline (Aldrich) and all the other com-

pounds (ACS-certified reagent grade) were used
without further purification. Aqueous solutions
were prepared with doubly distilled deionized
water.

Electrochemistry was performed on a Bioana-
lytical Systems (West Lafayette, IN, USA) BAS-
50W electrochemical analyzer. A BAS VC-2

Table 1
Determination of theophylline in tea beverages* and pharmaceutical formulation* with the CME

Spike (mM) Recovery (%)Original value (mM) Detected value after spike (mM)

Ampoulea 102.2592.4440.4890.23 20 60.9390.43
94.6091.1840 78.3390.41
93.9090.89115.6090.6780

38.7390.39 40Tableta 79.2390.54 101.2591.68
99.9091.4598.6690.7860

80 118.0390.91 99.1091.24

9.2090.15 40Black teab 48.6790.68 98.6891.75
60 67.4290.89 97.0091.50
80 89.6591.15 100.6091.45

7.3290.15Green teab 40 45.4590.79 95.3292.00
98.1091.6066.1790.9560

86.1691.2180 98.6091.50

a Dilution factor: 6/1000.
b Dilution factor: 1/20.
* Number of samples assayed, 3.
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electrochemical cell was employed in these ex-
periments. The three-electrode system consisted
of either a glassy carbon electrode (GCE) or a
Nafion®/lead–ruthenium oxide pyrochlore CME
working electrode, an Ag–AgCl reference elec-
trode (Model RE-5, BAS), and a platinum wire
auxiliary electrode. Since dissolved oxygen did
not interfere with the anodic voltammetry, no
deaeration was performed.

The Nafion®/lead–ruthenium oxide pyrochlore
CME was prepared as follows. In brief, the
GCE was first polished with the BAS polishing
kit and rinsed with deionized water, then further
cleaned ultrasonically in 1:1 nitric acid and
deionized water successively. Nafion®, polymer
was spin-coated onto a cleanly polished GCE.
Lead-ruthenium oxide pyrochlore particles were
then synthesized in the Nafion® matrix by treat-
ment of Ru3+, Pb2+-exchanged polymer in al-
kaline aqueous solution with purging of O2.
Electrode were prepared with the optimum coat-
ing solution of 1.25 wt% Nafion® at a 3000 rpm
spin-coating rate. The CME was equilibrated in
the test solution containing theophylline before
measurement. Square-wave (SW) voltam-
mograms were obtained by scanning the poten-
tial from +0.6 to +1.4 V (vs. Ag–AgCl) at a
SW frequency of 45 Hz and SW amplitude of
30 mV. At a step height of 4 mV, the effective
scan rate is 180 mV s−1. The theophylline
quantitation was achieved by measuring the oxi-
dation peak current after background subtrac-
tion.

A stock solution was prepared by dissolving
180.17 mg of theophylline in 100 ml of water.
An aliquot was diluted to the appropriate con-
centrations with 0.1 M, pH 3.0 phosphate solu-
tion before actual analysis. Pharmaceutical
samples were prepared by dissolving 2.0 ml am-
poule or 1.0 g tablet in 100 ml water. They
were then diluted by a factor of 6/1000 (v/v) for
detection. Tea was prepared by infusion, using a
tea-bag (2.0 g) immersed in 100 ml of boiling
water for 3 min. It was then diluted by a factor
of 1/20 (v/v). The standard addition method was
used to evaluate the content of theophylline in
real samples.

3. Results and discussion

3.1. Voltammetric beha6ior

Fig. 1 demonstrates the catalytic function of the
CME in the determination of theophylline by SW
voltammetry. On scanning from +0.4 V toward a
positive potential at a bare GCE, only a much
smaller anodic peak at +1.26 V was observed for
20 mM theophylline (curve a). A slightly increase
in anodic peak at +1.24 V was observed when a
Nafion®-coated GCE was used (curve b).
Whereas, a large increase in the peak current at
+1.17 V was observed when the CME was used
(curve c). The enhancement in current response
and the shift in oxidation potential are clear evi-
dences of the catalytic effect of the CME toward
theophylline oxidation. Further investigation was
made to the transport characteristics of
theophylline in the CME. The linear scan voltam-
metry current response obtained at the CME was
found linearly proportional to the scan rate,
which illustrated that the process was adsorptive-
controlled. More evidences for the adsorption be-
havior of theophylline was demonstrated by the
following experiment. When the CME was
switched to a medium containing only supporting
electrolyte after being used in measuring a
theophylline solution, the same voltammetric sig-
nal was observed.

3.2. Analytical characterization

Both the electrode and the detection aspects
should be considered to arrive at the optimum
conditions for theophylline determination. As to
the electrode aspect, the optimum conditions gen-
erally follow those used in previous studies [13–
18]. The effect of pH on the voltammetric
response of the CME was studied first and the
results for 20 mM theophylline is shown in Fig. 2.
As can be seen, the CME shows an optimum
performance around pH 3. A 0.1 M, pH 3 phos-
phate solution is therefore used in subsequent
studies. The effects of pre-concentration potential
and the pre-concentration time on the SW re-
sponse for theophylline were studied next. The
results obtained are shown in Fig. 3(A) and Fig.
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3(B), respectively. As can be seen in Fig. 3(A), the
peak current increases as the potential of the
electrode becomes more negative in the experi-
mental range. This behavior is explained by the
fact that theophylline bears a positive charge in
pH 3 environment; as a result, the accumulation
of theophylline is favoured at more negative po-
tentials. However, the peak current drops rapidly
when the potential is less than −0.2 V. The
decrease in the current at potentials below −0.2
V is evidently caused by competition from adsorp-
tion of hydrogen. This is another evidence that
the analyte is pre-concentrated by adsorption. A
pre-concentration potential of 0 V was therefore
chosen in all the subsequent work. As to the effect
of the pre-concentration time, for 20 mM of
theophylline, the peak current increases as the
pre-concentration time increases and starts to
level off at around 15 s as shown in Fig. 3(B). It
takes longer time for the peak current to level off
for a lower concentration of theophylline. This
phenomenon is as expected and further confirms
the adsorption-controlled behavior of the CME.
Therefore, in order to increase the sensitivity of
detection, a longer time is needed for the lower
concentration of theophylline. A pre-concentra-
tion time of 15 s was used in most of the subse-
quent work.

The peak current obtained in SW voltammetry
depends on various instrumental parameters such
as SW amplitude, SW frequency, and step height.
These parameters are interrelated and effect the
response, but here only the general trends will be
examined. It was found that these parameters had
little effect on the peak potential. When the SW
amplitude was varied in the range of 10–50 mV,
the peak currents were increased with increasing
amplitude until 30 mV. However, when the ampli-
tude was greater than 30 mV the peak width
increase at the same time. Consequently, 30 mV
was chosen as the SW amplitude. The step height
together with the frequency defines the effective
scan rate. Hence, an increase with either the fre-
quency or the step height results in an increase in
the effective scan rate. The response for
theophylline increases with SW frequency; how-
ever, above 45 Hz the peak current was unstable
and obscured by a large residual current. By

maintaining the frequency as 45 Hz, the effect of
step height was studied. At a step height of 4 mV,
the response is more accurately recorded. Overall,
the optimized parameters can be summarized as
follows: SW frequency, 45 Hz; SW amplitude, 30
mV; step height 4 mV. The effective scan rate is
180 mV s−1.

Under optimal conditions, the SW voltammet-
ric current response is linearly dependent on the
concentration of theophylline between 0 and 100
mM in pH 3 phosphate solution with slope (mA/
mM), and correlation coefficient of 0.110 and
0.999, respectively. The detection limit (S/N=3)
is 0.1 mM. To characterize the reproducibility of
the CME, repetitive measurement-regeneration
cycles were carried out in 10 mM theophylline.
The electrode was removed from the test solution
after measurement, washed thoroughly and intro-
duced into buffer solution and potential sweep
were carried out in the same potential window
several times until the original background cur-
rent was regained. The results of 15 successive
measurements show a coefficient of variation of
1.34%. Thus, the electrode renewal gives a good
reproducibility surface.

3.3. Sample analysis

The CME was applied to the measurement of
theophylline in commercially available drug and
tea and typical results are shown in Fig. 4. The
accuracy of the method was determined by its
recovery during spiked experiments. A commer-
cial drug of theophylline was spiked with
theophylline standard solution at a concentration
of 20 mM/spike or 40 mM/spike. The recoveries of
theophylline from the drug matrices and tea ma-
trices were satisfactory with values ranging from
94 to 102% and 95 to 101%, respectively. Confir-
ming those quantitative and reproducible results
can be obtained with this method (Table 1).

This study has demonstrated that the CME can
be applied to the detection of theophylline in
pharmaceutical formulation and tea with excellent
sensitivity and selectivity by SWV. The CME can
be easily regenerated and the detection can be
achieved without deoxygenating. Significant ad-
vantages have been achieved by combining the
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electrocatalytic function of the catalyst with
charge exclusion and preconcentration features of
Nafion®. The reliability and stability of the CME
offers a good possibility for extending the tech-
nique in routine analysis of theophylline.
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Abstract

A sample of humic acid was divided by ultrafiltration into five fractions of different molecular size (F1; 300 000:
F2; 100 000–300 000: F3; 50 000–100 000: F4; 10 000–50 000: F5; 1000–10 000 daltons). Characterization by IR, and
CPMAS C-13 NMR spectroscopy indicated that the molecules of the fraction of ]100 000 daltons were primarily
aliphatic, while the smaller molecules of the ]10 000 dalton fraction were predominantly aromatic. Titration (pH)
data were consistent with an increase in the number of carboxylate groups per unit mass as molecular size became
smaller. A comparative study with unpurified and purified (by treatment with ion exchange elution, acid precipitation
and alkaline dissolution) humic acid samples showed chemical alteration with some loss of carboxyl groups in the
humic acid. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Humic acid; Aliphatic; Aromatic; Carboxyl groups

1. Introduction

Humic acids are heterogeneous mixtures of oxi-
dized organic material having various molecular
moieties and functional groups. The molecular
sizes of humic acids are reported to range from
several hundred to several hundred thousand dal-
tons, and the chemical structures show no repeti-
tive pattern [1,2]. Studies performed to
characterize and compare various properties of
the size-fractionated humic acids have found wide
variation in structural features, in acidities and in
binding properties for different metal ions [3–7].

It has been proposed that the aliphatic character
and the apparent surface potential [4,5] increase
as the molecular weight increases. The building of
metal ions with different molecular sized humic
acid has been investigated spectroscopically and
the binding constant was shown to increase with
the molecular size even though such fractions
have smaller carboxylate (meq g−1) capacity [8].
These results may reflect differences in the nature
of metal binding sites in different molecular size
fractions and effects of changes in the three di-
mensional structure of the humic acid [9]. Such
substantial differences among the humic acid frac-
tions of different molecular sizes indicate the
value of characterizing properly the size fractions
in order to better interpret the measurements of

* Corresponding author. Tel.: +1-850-6448277.
E-mail address: choppin@chem.fsu.edu (G.R. Choppin)
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metal ion binding and transport by natural humic
acids in different aqueous media.

In this work, a commercially available humic
acid was fractionated, without purification to re-
move metal ions, into different nominal molecular
size ranges using ultrafiltration. These size-frac-
tioned humic acids were characterized using both
chemical and spectroscopic methods. Emphasis
was given to the identification of differences in
chemical structures and functional groups in the
humic acids. We also compared the characteriza-
tion data (IR and NMR) of the unpurified humic
acid with that of a purified humic acid from the
same source. The purification of the humic acid
was achieved by acid–base precipitation proce-
dures. Comparison of the characterization data of
unpurified and purified HA provides insight into
chemical alteration effects of the humic acid
molecules by the purification process.

2. Experimental

A sample of humic acid (from Aldrich Chemical
Company) was fractionated into different molecu-
lar size groups by ultrafiltration [10,11] by a proce-
dure similar to that described previously [8]. Five
liters of the humic acid solution (200 mg l−1 in 0.1
M NaCIO4 pH :7) were filtered through mem-
branes (Diafla®, Amicon) using an Amicon Model,
(8050) ultrafiltration cell, beginning with the mem-
brane of largest pore size (nominal molecular
weight cut-off: 300 000 daltons). When the volume
of solution retained by the membrane was reduced
to about 20 ml, filtration was stopped. The solu-
tion, containing the HA fraction with molecular
weight nominally greater than 300 000 daltons was
removed from the cell and the filtrate returned to
the reservoir. The filtration was repeated with
membranes of successively reduced pore size
(molecular weight cut-offs of 100 000, 50 000,
10 000 and 1 000 daltons) to obtain humic acid
fractions with different nominal molecular size
which were classified as: F1, larger than 300 000;
F2, 100 000–300 000; F3, 50 000–100 000; F4,
10 000–50 000; F5, 1000–10 000 daltons. The sepa-
rated fractions of the humic acid were freeze-dried,
weighed and stored in a desiccator prior to use.

A second sample of the original unfractionated
humic acid was purified by contact with ion ex-
change resin and repetitive precipitation and dis-
solution [12]. Following the dissolution of the
original sample of unfractionated HA in 0.1 M
NaOH, the solution was shaken for 24 h in a
polyethylene bottle with Dowex 50W-X12 (40–
100 mesh), in Na+ form, to remove any bound
metal ions. The resin was filtered and washed with
distilled water to remove the soluble humic acid.
This supernatant humic acid was precipitated
slowly by acidification with a solution of HCIO4

and, after separation by centrifugation, the solid
humic acid was washed repeatedly with distilled
water to remove perchlorate ions. The purified
humic acid was freeze-dried, and stored in the
dark until it was fractioned and characterized by
the same procedures used for the unpurified HA.

The humic acid fractions were characterized by
solid-state C-13 NMR measurement using the
technique of cross-polarization with magic angle
spinning [13]. The spectrum was collected using
an IBM/Brucker WP 200SY spectrometer at a
magnetic field of 50.325 MHz with a 90° pulse
width of a 4.5 ms and a contact time of 1 ms. The
spin rate was 4.0 kHz and the delay between
pulses was 3 s. The chemical shift was measured
relative to an external standard of p-t-butyl ben-
zene with the shift of the methyl carbons (31 ppm
relative to tetramethyl silane) assigned as 0 ppm.
Infrared spectra of the humic acid fractions were
recorded using samples in KBr pellets (1 mg of
humic acid per 100 mg of KBr) with a Nicolet 520
FT-IR spectrometer. The KBr (FT-IR grade,
Aldrich Co.) was dried by heating and was kept
under vacuum in a desiccator prior to use.

All humic acid fractions were characterized by
potentiometric titration, in which the carboxylate
group equivalence of a sample was determined by
pH measurements. About 40–50 mg of each hu-
mic acid fraction was dissolved with a sufficient
amount of 0.1 M (carbonate free) NaOH in a
jacketed titration cell maintained at 25°C by cir-
culation of water from a constant-temperature
bath. Nitrogen gas was passed over the solution
to avoid absorption of atmospheric carbon diox-
ode during the titration of the HA sample from a
pH of about 11.5 to one of about 2.3 with 0.04 M
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HClO4 at total ionic strength of 0.1 M. The
titration was performed by an automatic titra-
tor, consisting of a model 950 Accumet Fisher
digital pH-meter, a model 665 Metrohm digital
autoburette and a glass electrode (Corning) filled
with saturated NaCl.

3. Results and discussion

Table 1 lists the percent by weight of the five
humic acid samples obtained from the fractiona-
tion process for both the unpurified HA and
purified HA. The yields of the fractions with
molecules of large size (more than 100 000 dal-
tons) was reduced in the purification process. In
an additional experiment, a sample of the F1
fraction of unpurified Ha was purified using the
acid–base precipitation procedure with ultrafil-
tration through a membrane of 300 kDa pore
size (mwco: 300 000 daltons). The result was
that :85% of this purified HA passed through
the filtering membrane. This suggests that some
of the molecules on the original fraction \300
kDa were degraded, possibly by rupture of hy-
drogen bonds, to the molecules of smaller size
during the purification procedure of acid–base
precipitation which is commonly used to isolate
and purify humic acid from soil and water [14].
The size– fractionation of humic acid samples
has been shown to be related to the ionic
medium [1]; accordingly, these data are related
to 0.10 M NaClO4 solutions.

Fig. 1 shows the IR spectra of the five humic
acid fractions of different nominal molecular size
and of unfractionated, unpurified humic acid. Ab-
sorption bands characteristic of humic acid [15] Fig. 1. Infrared spectra of unpurified humic acids of different

molecular size ranges. (a) Unfractioned, (b) F1 (\300 kDa),
(c) F2 (100–300 kDa), (d) F3 (50–100 kDa), (e) F4 (10 K5–50
kDa), (f) 1–10 kDa).Table 1

Size fraction (kDa) Unpurified HA Purified HA
(wt%)(wt%)

19.9 14.0F1 (\300 kDa)
10.014.1F2 (100–300 kDa)

F3 (50–50 kDa) 4.2 5.7
34.3 42.2F4 (10–50 kDa)
27.5F5(1–10 kDa) 28.3

are observed in the IR spectra in the regions of
3400 cm−1 (H-bonded OH stretching of carboxyl,
phenol and alcohol), 2900 cm−1 (aliphatic C–H
stretching), 1600–1650 cm−1 (C=O stretching of
COO−, ketonic C=O and aromatic C=C con-
jugated with COO−), 1400 cm−1 (aliphatic C–H
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bending and COO− asymmetric stretching). The
relative peak intensities, reflecting the relative
amount of each functional group differ for the
different samples. The spectra of the F1 and F2
fractions (Fig. 1b–c) showed that bands centered
around 1620 cm and 3400 cm−1 (carboxylate
groups and aromatic rings) are considerably lower
in relative intensity while the bands around 2910
cm−1 (aliphatic groups) is relatively stronger. In
contrast, the spectra of the F4 and F5 fractions of
smaller size (Fig. 1e–f) have relatively strong
bands around 1620 cm−1 and very weak bands at
2910 cm−1. These results are consistent with a
greater aliphatic nature for the humic acid frac-
tions of larger molecular size, whereas the content
of aromatic and carboxylate groups are relatively
higher in the smaller size fractions. A band cen-
tered around 1050–1150 cm−1 was observed in
all the spectra of the fractionated humic acids, but
was not in the spectrum (Fig. 1a) of the unfrac-
tionated humic acid. This band may reflect the
presence of Si–O bonds due to contamination
during the ultrafiltration procedures in which the

solutions of humic acid were in the fiberglass
reservoirs of the filtration unit for several days.

The IR spectra of unfractionated samples of
purified HA and unpurified HA are shown in Fig.
2 for comparison. The carboxylate band at 1610
cm−1 of unpurified HA is shifted in frequency to
1720 cm−1 indicating that the carboxylate groups
are protonated. The two bands from carbxyl
groups at 1720 and 3400 cm−1 in the spectrum of
purified HA are deceased in intensity, indicating
that the purified humic acid molecules contain a
lower relative concentration of carboxyl groups
than those of unpurified HA.

The solid-state C-13 NMR spectra of the five
humic acid fractions and of unfractionated, un-
purified HA are shown in Fig. 3. These spectra of
the humic acids contain strong peaks at 0–90
ppm (aliphatic carbons), broad peaks at 110–160
ppm (aromatic carbons) and 160–190 ppm (car-
boxyl carbons) [16,17]. This suggests that the bulk
properties of the carbon functionalities of each
humic acid fraction are similar to one another.
However, the relative intensities of the different
carbon shifts in the spectra differ significantly in
the humic fractions. The spectral data of the
humic acids were analyzed quantitatively, accord-
ing to the manner described in the literature [13],
which divides these spectra into three regions as in
Table 2. Such division of the spectra into three
regions is somewhat arbitrary, and the absence of
well defined line shapes in some cases results in
estimated uncertainties of ca 98% from three
replicate measurements. The averaged values are
presented in Table 2 as is the ratio of aromatic
versus aliphatic carbon. These values indicate that
the F1 and F2 fractions with molecules of large
size contain humic molecules which are predomi-
nantly aliphatic with small amounts of aromatic
and carboxyl carbons. By contrast, the F4 and F5
fractions with molecules of much smaller size
have much higher contents of aromatic and car-
boxyl carbons and lower levels of aliphatic car-
bons. These findings agree with the results
obtained from the IR spectra and the HA
fractions.

Fig. 4 shows the CPMAS C-13 NMR spectra of
the unfractionated humic acids of both unpurified
and purified HA. The results of quantitative anal-

Fig. 2. Infared spectra of the unfractioned humic acid: (a)
unpurified (same as Fig. 1a); (b) purified.
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Fig. 3. Solid state C-13 NMR spectra of unpurified humic
acids of different molecular size ranges. (a) unfractioned; (b)
F1 (\300 kDa), (c) F2 (100–300 kDa), (d) F3 (50–100 kDa),
(e) F4 (10K5–50 kDa), (f) K5 (1–10 kDa).

Fig. 4. Solid-state C-13 NMR spectra of unfractioned humic
acid: (a) unpurified (same as Fig. 1a); (b) purified HA.

carboxyl carbons of purified HA was considerably
reduced (13 vs. 9%). This could indicate that some
portion of the carboxyl carbons in unpurified HA
were dissociated and removed during the purifica-
tion procedure [3,18]. Such a loss of carboxyl
carbons during purification is also consistent

ysis of these spectra was listed in Table 2. Com-
pared with unpurified HA, the intensity of the

Table 2
The relative intensities of different type carbons in humic acids determined by solid state C-13 NMR spectroscopy

Humic acid Caliphatic (0–90 ppm)Size fraction (kDa) Caromatic (110–160 ppm) Ccarboxyl (160–190 ppm) Carom/Calip

5592 3192Unpurified HA 1491Unfractioned 0.56
0.084917928992F1 (\300 kDa)

9912092 0.287192F2 (100–300 kDa)
F3 (50–100 kDa) 6692 2392 1091 0.33
F4 (10–50 kDa) 4392 4192 1692 0.95

0.93179140924392F5 (1–10 kDa)
Unfractioned 0.609913492Purified HA 5792
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with the differences in the results in the IR
spectra.

From the first derivative plots of the pH titra-
tion curves, the carboxylate group equivalencies
and pKa values of the five fractions of purified
HA were determined. The pKa values were
found to be dependent on the degree of ioniza-
tion (a) of the carboxylic acid groups in the
humic acids. Table 3 lists the calculated equiva-
lencies of carboxylate groups and their pKa val-
ues at a=0.5 for the humic acids (the
uncertainties are estimated from the titration
curve analysis). As the molecular sizes of HA in
the fractions decrease, the carboxylate group
equivalencies are seen to increase while the aver-
age pKa values decrease. Thus, the humic acids
molecules of smaller size have a higher content
of carboxyl groups and are stronger acids. The
IR and C-13 NMR data and reports from other
studies [4,8] agree with these observations.

4. Conclusion

In this work, we have conducted chemical and
spectroscopic characterizations of a commercial
humic acid (Aldrich) fractionated into different
molecular size ranges by ultrafilration, and have
identified certain differences between the frac-
tions with molecules of larger size (\100 kDa)
and the fractions with molecules of smaller size
(B10 kDa). One such difference is that the
fractions are comprised of molecules of larger
size and more aliphatic in nature, while the frac-

tions with molecules of smaller size are more
aromatic and have a higher content of carboxyl
groups. Such differences in the structural char-
acteristics and functional group contents of the
humic acids affect their solubility and binding
ability for metal ions. We have also observed
that humic acid undergoes certain chemical
change during purification procedures using
acid–base precipitation. These results suggest
that a milder method is needed to isolate humic
materials from soil and water in order to purify
them with minimal or no alteration.
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Abstract

An inexpensive, multi-element, W-coil atomic absorption spectrometer has been developed. Atomization occurs on
W-coils extracted from commercially available slide projector bulbs. The system has minimal power requirements, 120
ACV and 15 A. A small, computer controlled CCD spectrometer is used as the detector. A multi-element Cu, Cd and
Pb hollow cathode lamp is used as the source. 20 ml volumes are deposited on the coil and atomized at 6.7 A or
approximately 2200°C. Cu, Cd and Pb were simultaneously determined in tap water, drinking water and a quality
control sample. The instrument detection limits are 0.8, 0.2 and 3.0 mg/l for Cu, Cd and Pb, respectively. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: W-Coil atomic absorption spectrometer; Multi-element Hollow Cathode Lamp; Drinking water

1. Introduction

1.1. Drinking water analysis

The Safe Drinking Water Act of 1974 was
established as a means to ensure the safety of the
public drinking water supply [1]. It was amended
in 1986, and it requires the EPA to establish
regulations for 83 drinking water contaminants
including Pb, Cu and Cd [2]. For each chemical,
the EPA develops a maximum contaminant level
goal (MCLG) based purely on the health effects
of the contaminant. An enforceable standard,

called the maximum contaminant level (MCL), is
established as close to the MCLG as possible. The
MCL takes into account other factors such as
economic impact and analytical capabilities [3].

The current MCL’s for Pb, Cu and Cd are
0.015, 1.3 and 0.005 mg/l, respectively. In the area
of atomic spectroscopic analysis, a variety of tech-
niques have been proposed that are capable of
determining the three elements at their respective
MCL’s. For instance, flame atomic absorption
spectrometry (FAAS) has been used in conjunc-
tion with preconcentration procedures that offer
detection limits in the sup-ppb range [4,5]. Addi-
tionally, FAAS without preconcentration has
been used with the result of slightly higher detec-
tion limits [6,7]. Inductively coupled plasma
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336-7583889.

E-mail address: jonesbt@wfu.edu (B.T. Jones)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (99 )00162 -9



A. Salido, B.T. Jones / Talanta 50 (1999) 649–659650

atomic emission spectrometry (ICP-AES) has also
been utilized, with detection limits similar to those
found with FAAS [6,8,9]. Inductively coupled
plasma mass spectrometry (ICP-MS) has proven
to be a powerful technique with detection limits of
approximately 10 ng/l [9,10]. Of these methods,
graphite furnace AAS (GFAAS) may be the most
ubiquitous when it comes to trace determinations
in a variety of samples. Detection limits for most
metals generally lie in the 0.1–15 pg [6,11] range
and with preconcentration, these detection limits
can be reduced substantially [12]. GFAAS systems
can often produce the same signal as ICP-MS for
a given solution using a much smaller sample
volume. The graphite furnace is capable of ana-
lyzing very small (10 ml) discrete sample volumes.
In most cases, the other techniques require vol-
umes on the order of ml.

However, there are several limitations to all
techniques mentioned in terms of system cost and
complexity. For example, a typical ICP-MS in-
strument can cost over $100 000. Graphite furnace
instruments are less expensive ($50 000) but still
may be prohibitively costly. Cost may be a con-
cern for small water supply companies wishing to
analyze their own water instead of hiring an out-
side source. An inexpensive instrument would be
well-suited for a small company wishing to per-
form in-house analyses. With respect to system
complexity, an instrument without elaborate sam-
ple treatment methods, especially those requiring
preconcentration columns, may keep system costs
down and reduce the number of variables to
address. More importantly, several of the men-
tioned techniques require a separate analysis for
each element. This can drastically increase analy-
sis time, which may be severe when each element
requires unique operating parameters. The devel-
opment of an inexpensive GFAAS system for the
simultaneous determination of Pb, Cu and Cd is
unlikely for three reasons. First of all, GFAAS
has long been considered a single-element tech-
nique. Currently available systems employ single-
element lamps and single photomultiplier tube
detectors. Secondly, the graphite furnace atomiza-
tion system is inherently expensive, requiring a
high current power supply. Finally, current
GFAAS systems are very complex, due to the

transient nature of the signal and the sophisti-
cated background correction techniques that must
be employed.

1.2. Multi-element AAS

Traditional AAS lamps are single-element light
sources. To perform the determination of more
than one element requires the positioning of dif-
ferent lamps into the optical train. To accommo-
date this necessity, some commercial instruments
have rotating carrousels that may hold as many as
16 different lamps. A different lamp can be posi-
tioned into the light path, and a new analytical
wavelength can be selected by the detector/
monochromator in as little as 3 s [13]. With a
flame atomizer, 16 elements can be determined in
less than 1 min. Unfortunately, such an approach
is not feasible when furnace atomization is re-
quired due to the transient nature of the furnace
atomizer signal.

During the past 20 years several research
groups have explored the possibility of using con-
tinuum sources, such as the xenon arc lamp, for
simultaneous multi-element GFAAS measure-
ments [14–16]. While this approach is feasible and
projected instrument costs are low, it has not
become commercially available. A relatively inex-
pensive high resolution echelle monochromator
can be used to fully resolve the atomic absorption
profile. Any light falling on the detector outside of
the absorption profile will behave as stray light
and will cause reduced sensitivity and deviation
from Beer’s law [17], but this effect can be cor-
rected. Light throughput using a continuum
source is equal to or better than that for a hollow
cathode lamp, and the continuum sources are
priced only about 2–3 times more than an HCL.
But the question is one of economics: most instru-
ment companies forecast that any new sales gener-
ated by multi-element continuum source AAS
systems would not cover their development costs.

In view of the multi-lamp and continuum
source limitations listed above, the ideal emission
source for simultaneous Pb, Cu and Cd determi-
nations by AAS might well be a multi-element
line source. In this case, a single source would
emit radiation at several different analytical wave-
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lengths. Also, since this source will produce nar-
row line spectra, rather than the broad band
emitted by continuum sources, a high resolution
monochromator will not be necessary.

Multi-element hollow cathode lamps have been
available commercially for some time [18]. These
sources are useful for certain combinations of
metals which can form an alloy. As many as six
elements may be present in a single lamp. For
lead, copper and cadmium, a multi-element lamp
consisting of Pb/Cu/Cd/Zn is available. There
are several disadvantages of multi-element lamps.
Some metal combinations are not available, in-
tensities are not uniform, and every multi-ele-
ment lamp (at a set current) will have a reduced
intensity due to the reduced mass of each metal
in the cathode. Increased intensities can be
achieved with greater lamp currents at a cost of
sensitivity (broadened emission lines) and re-
duced lamp life. These disadvantages are com-
pensated in the current system: (1) only a single
set of elements is required for the dedicated sys-
tem, and that set is available in a multi-element
HCL; (2) intensities are ‘equalized’ for each ele-
ment using a absorbing filter solution; and (3)
intensities are increased by using a high through-
put detection system in combination with normal
lamp currents.

The simultaneous determination of Pb, Cu and
Cd by atomic absorption spectrometry will re-
quire the use of a multi-channel detector. Several
types of multi-channel detectors have recently
been employed in atomic absorption spectrome-
try. They include multiple photomultiplier tube
(PMT) systems [14,15], the photodiode array
(PDA) detector [16], the charge injection device
(CID) detector [19], and the charge-coupled
device (CCD) detector [20]. Until the recent
availability of a CCD detector mounted on a PC
card, each of these detectors required a separate
power supply and controller that added expense
and complexity to the system. The proposed sys-
tem will be small and capable of performing
simultaneous determination of Pb, Cu and Cd by
using a multi-element hollow cathode lamp along
with the CCD detector mounted on a PC card.

1.3. W-Coil AAS

Conventional atomic absorption spectrometers
employ either the graphite furnace or an acetylene
flame as the sample atomizer. Neither furnace nor
flame AA is feasible in a compact instrument: the
furnace requires a large, expensive power supply,
and the flame requires large amounts of
flammable gases. The feasibility of an inexpensive,
small, portable instrument depends upon the
availability of a low cost, low power atomizer
with sensitivity approaching that of the graphite
furnace.

A low-cost W coil atomizer which uses the
filament originally produced with high precision
from the halogen bulbs of photo-projectors was
first demonstrated by Berndt and Schladach, and
has since been described in several articles [21–
26]. These filaments are produced in mass to very
strict optical specifications, and they require a
simple 150 W power supply. For example, at 15 V
and 10 A the filament reaches a temperature of
3000°C, well above the normal atomization tem-
peratures for Pb, Cu and Cd. The atomizer is
applicable to most elements that can be deter-
mined by the graphite furnace, but there are some
limitations. Most non-volatile elements (V, Ta,
Mo) are difficult to determine because of contam-
ination in the coil or because, at high tempera-
ture, they form amalgams with the coil. The coil
has also been highly subject to matrix interfer-
ences, and it has been most successful with rela-
tively pure solutions (like drinking water). In
addition, the analytical signals are often very
rapid (with a half-width less than 0.5 s) requiring
fast detector electronics. Nevertheless, for the
more volatile elements, such as Pb, sensitivities
better than those reported for GFAAS have been
observed [25,26]. One would therefore expect de-
tection limits for these metals to be on the order
of 0.2 mg/l, well below the MCL for Pb in water.
Sample volumes up to 50 ml can be atomized by
the filament. Using the W-coil atomizer, better
than 95% accuracy was found for the elements in
water, bovine liver, pig kidney, rice flour, and
blood [21,22,24,26]. With the proposed system,
W-coil atomization is adapted for simultaneous
Pb, Cu and Cd determinations in drinking water.
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Fig. 1. W-Coil atomic absorption spectrometer schematic (per-
sonal computer and PC-connections not shown).

focused through a 2.5 cm (5 cm focal length)
fused silica lens to a point 2 mm above the W-coil
which is housed in an ACE glass cell (Vineland,
NJ part c7488-383). After exiting the cell, light
is focused through another fused silica lens to a
10 mm entrance slit of an Ocean Optics S2000
Spectrometer. The spectrometer plugs into a PC
or notebook computer PCMCIA slot using a
DAQ-700 card. All the components pictured are
mounted on a 35 cm optical rail.

The multi-element lamp emission signal war-
ranted a modification before analyses could com-
mence. The Cu line emission intensity is ten times
or greater than the Pb and Cd lines. Thus, keep-
ing the Cu line on the spectrometer scale severely
reduces the Pb and Cd intensities. It is vital to
maximize the signal level since the signal to noise
(S/N) ratio increases with the square root of
source intensity in a shot noise limited system. It
is beneficial to equalize the peak intensities and
maximize their signals as much as possible. Thus,
a cuvette containing a filter solution (approxi-
mately 5×10−7 M 6-(dimethylamino)fulvene in
acetonitrile) was placed in the light path in front
of the detector. The filter solution absorbs UV
light strongly in the 324 nm Cu region and weakly

2. Experimental

2.1. Apparatus

The major components and electrical organiza-
tion of the W-coil atomic absorption spectrometer
are represented by Fig. 1. A multi-element Pb, Cu
and Cd hollow cathode lamp operated at 12 mA
serves as the light source. The HCL radiation is

Fig. 2. UV–Vis spectrograph of a filter solution containing approximately 5×10−7 M 6-(dimethylamino)fulvene in acetonitrile.
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Fig. 3. Top, HCL spectrum without the filter solution in front of the detector slit; bottom, HCL spectrum after insertion of the filter
solution.

in the Pb 283 and Cd 228 nm region. Fig. 2 shows
a transmission profile of a filter solution (Hewlett
Packard UV–Vis Diode Array Spectrophotome-
ter) comparable to that used in the AA experi-
ments. The lamp emission profile before and after
insertion of the cuvette is pictured in Fig. 3. The
plots show that the Pb, Cu and Cd signals have
been nearly equalized.

2.1.1. Atomization cell
The atomization cell schematic is pictured in

Fig. 4. The cell is sealed on both ends with quartz
windows contained in c25 sized nylon bushings

which screw into each end of the cell. The W-coils
are procured by breaking the glass exterior of a
common slide projector bulb, leaving the bulb
base intact. Typically, Osram BRJ or General
Electric EVB bulbs are used. The bulbs are rated
at 15 V and 150 W and are capable of a tempera-
ture of 3000°C at full power. The W-coil fits into
a ceramic bulb mount (diameter=19 mm, Gray
Supply Company, Chicago, IN part cORX6350)
which is epoxied into an Al cylinder (2.5×5 cm)
along with a 3 mm o.d. segment (45 cm) of
polyethylene (PE) tubing. A continuous 10%H2/
Ar purge (50 ml/min) is introduced through the
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PE tubing to prevent coil oxidation and to main-
tain a reducing environment during atomization.
The Al cylinder containing the coil mount and
purge tubing fit snugly into a c25 sized nylon
bushing that screws into the bottom of the cell
perpendicular to the light path. The glass atom-
ization cell also contains a 10/18 ground glass
joint 120° from the cell mount. This port enables
sample introduction and gas exhaust.

2.1.2. Power control
The W-coil power supply consists of a line filter

(Vicor, Andover, MA part c07818), harmonic
attenuator module (part VI-HAM, Vicor) and a
current source module (part BatMod, Vicor).
These three components are mounted in a sepa-
rate case (dimensions of 10×20.5×30 cm) which
weighs less than 1 kg. The case contains connec-
tions for computer control input, coil output and
120 ACV external power. The incoming 120 ACV
is passed through the line filter to the harmonic
attenuator module which converts the 120 AC line
voltage to 240 DCV. The voltage is reduced to 12
DCV using the current source module. Using a
Computer Boards 2 channel D/A converter, a
range of 0–5 DCV is sent from the computer to
the current source module which adjusts the out-
put current to the coil and subsequently adjusts
the temperature. A Qbasic program was written

to control the DAC outputs. An ammeter placed
between the current source module output and the
coil displays the coil current. The second channel
of the DAC sends out 5 V to trigger the spectrom-
eter data acquisition. A 250 DCV power supply
(Acopian, 8×9×13 cm, model cU420Y10)
powers the HCL. A rheostat (Ohmite, part
cPFE5K6R80) adjusts the HCL current. An am-
meter displays the HCL operating current which
is typically 12 mA.

An Ocean Optics S2000 CCD spectrometer is
the most compatible detector for the system since
it is small (12.5×15×2.5 cm) and inexpensive.
The CCD covers a spectral range of 200–350 nm.
It is configured with an 1800 lines/mm grating
which yields an optical resolution of about 0.6 nm
(FWHM) and a relative linear dispersion of 8.8
nm/mm. The detector requires 128 mA of current
at 5 DCV so it is conveniently powered by the
PC. The current system uses a 500 KHz DAQ-700
A/D card which plugs into a PCMCIA slot as
mentioned previously. The maximum possible de-
tector integration time, without saturation of the
detector at 4000 counts, is 30 ms (Fig. 3). To
improve S/N, three 30 ms spectra are averaged for
a final integration time of 90 ms. In this manner,
eleven data points are collected per s (Fig. 5).
Data was collected using the manufacturer’s
software.

Data files were stored and later opened using
an Excel macro written in Visual Basic. The
macro imports raw data and plots the absorption
profile of the Pb 283.3; Cu 324.7 and Cd 228.8 nm
lines, calculates the integrated absorbance (Ai)
and copies the Ai value of all samples to a sepa-
rate sheet.

2.2. GFAAS Comparison

A GBC 902 D2-corrected graphite furnace spec-
trophotometer was used to monitor W-Coil AAS
performance. Pyrolitically coated tubes and plat-
forms were used for Pb and Cd determinations.
For Cu, better results were obtained without plat-
forms. Background correction was used with all
samples (20 ml volume).Fig. 4. Atomization cell schematic.
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Fig. 5. Pb absorption of a 40 mg/l spiked tap-water sample at the 283.3 nm analytical line and two non-absorbing Pb lines (280 and
287 nm).

2.3. Sample preparation

Spex Plasma standard solutions were diluted
with distilled de-ionized (DDI) water to prepare
calibration standards. Spiked tap-water was ob-
tained from a normal tap dispenser. The tap
water was collected in the morning after sitting
in the pipes overnight. The tap was opened at
full flow and was emptied into an acid-washed
Nalgene 1 l flask. Tap water was spiked with
diluted Spex standard solution for final concen-
trations of 40 (Pb), 15 (Cu) and 5 (Cd) mg/l.
This collection–spike process was repeated a
total of three times. ‘Primary drinking water
metals’ sample for Cd and Pb (High Purity
Standards, Charleston SC, Cat. cDWPS) and
‘secondary drinking water metals’ for Cu (High
Purity Standards, Charleston, SC, Cat.
cDWSS) were mixed 1:1 and diluted with
DDI water to concentrations appropriate for
GFAAS and W-coil determination. This proce-
dure was repeated three times. Three ‘ULTRA-
check metals sample’ (QCI-701, ULTRA
Scientific, North Kingston, RI) were diluted ac-
cording to manufacturer’s directions and further
diluted to fit the instrument linear dynamic
range.

2.4. Heating programs

20 ml of each sample were deposited on the
W-coil or in the furnace and subjected to the
programs listed in Table 1. The W-coil programs
were longer than GFAAS in order to prevent
sample sputtering during the dry step. Typically,
the samples were dried at 2.2 A for 3 min. At
higher currents, the temperature was approxi-
mated by [27]:

T=309 (I)+325

where the temperature (T) in Kelvin is related to
the applied coil current (I) displayed by the am-
meter. It should be noted that this relationship is
valid for currents between 4.5 and 8 A. During
the drying step, while liquid is on the coil, the
temperature–coil relationship does not hold, and
it is estimated that the sample temperature is near
the boiling point of water. Prior to atomization,
the coil current was reduced to 0.0 A for 10 s, and
then the current was stepped immediately to 6.7
A. Sharper peaks were observed when this step
was employed. During sample atomization, a
higher temperature is optimum for Cu whereas a
lower temperature suits Cd atomization, so a
compromise at 6.7 A was used corresponding to a
temperature slightly greater than 2200°C. Tung-
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Table 1
Graphite furnace and W-coil heating programs

GFAAS

Pb Cu (no platform)Cd

Read T Ramp Hold Ar Read T Ramp Hold Ar ReadT Ramp Hold Ar

(s)(°C) (s)(s) (l/min) (°C) (s) (s) (l/min)(s) (l/min) (°C)

20 50 2.6 100 20 50200 2.62002.67520
1 20 1 2 0 20 1 2 02 020

1 2 0 On 2300 1.1 2 02000 On1 2 0 On 1800
0.1 2 2.6 2500 0.1 22300 2.62300 2.620.1

W-Coil AAS
T (°C) Hold (s) Ar/H2 (l/min) ReadCurrent (A)

100* 190 502.2
20 10 500.0

2200 5 50 On6.7

* Approximate temperature only.
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sten coil heating rates have been reported in the
range 2–4 K/ms [26], but no attempt was made to
measure the rate for the current instrument. The
combination of heating rate, and relatively low
atomization temperature resulted in atomization
profiles having half-widths of about 0.5 s (Fig. 5).
Thus, each profile was sampled approximately ten
times at 11 spectra per s. Higher sampling rates
resulted in lower S/N, and lower rates would
result in under-sampling the profile.

2.5. Background correction

Background correction is commonly used in
most metal determinations. In the case of
GFAAS, two major modes of background correc-
tion are involved: D2 correction and Zeeman
background correction. In order to have a small,
bench-top, possibly portable drinking-water Pb,
Cu and Cd analyzer, background correction is
unwanted unless near-line correction is used [21].
With the proposed system, background correction
was unnecessary, due to the relatively clean nature
of the samples. For example, Fig. 5 shows Pb
absorbance profiles for a 40 mg/l spiked tap water
sample at the Pb 283, 280 and 287 nm lines.
Absorption occurs only at the Pb 283.3 nm ana-
lytical line.

3. Results

3.1. Analytical figures of merit

Fig. 6 shows the calibration curves for Cu, Cd
and Pb acquired with W-coil AAS. In each case,
the absorption profiles were integrated for 1 s
under the peak. It should be noted that values for
all three elements were obtained simultaneously.
Table 2 lists the figures of merit for the W-coil
system. The results approach those acquired with
GFAAS in the single element mode. Tungsten coil
detection limits (3s, based on peak area measure-
ments) of 3, 0.8 and 0.2 mg/l were determined for
Pb, Cu and Cd, respectively. The blank noise in
absorbance-seconds was 0.02 (Pb); 0.005 (Cu);
and 0.01 (Cd). W-coil detection limits obtained
with this system fall below the EPA’s MCL for
each element.

3.2. Sample results

Table 3 lists results determined by GFAAS and
W-coil AAS for spiked tap water, ‘primary drink-
ing water metals’, ‘secondary drinking water
metals’ and ‘ULTRAcheck metals sample’. The
spiked tap-water results reflect the recovered value
minus blank tap water values for each element.

Fig. 6. Cd, Pb and Cu calibration curves.
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Table 2
Analytical figures of merit

W-coilGFAAS

Cu Cd PbPb Cu Cd

Detection limit 3s (pg, mg/l) 4, 0.2 6, 0.3 0.8, 0.04 60, 3 16, 0.8 4, 0.2
2.1 0.03 1.6Characteristic mass (pg) 0.341.0 0.03
1.7 2.1 2.52.4 2.7Linear dynamic range (orders of magnitude) 2.9

The % recovery for all samples analyzed with the
W-coil range from 94 to 105. The average %RSD
of all samples is 2.7. Background correction was
not used with W-coil AAS.

4. Conclusion

This work shows the feasibility of an inexpen-
sive, bench-top, multi-element, W-coil AAS spec-
trometer for simultaneous Pb, Cu and Cd
determinations in drinking water. The system is
small, light-weight and has minimal power re-
quirements. The system figures of merit are com-
parable to GFAAS figures of merit but without
the larger, costlier equipment required to operate
a GFAAS instrument. Additionally, multi-ele-

ment determinations save extra time necessary for
sequential measurements. The W-coil instrument
meets the demands established by the EPA in
regard to metal MCL’s. Background correction is
unnecessary.
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Abstract

A potentiometric flow injection (FI) system was developed for the acetylsalicylic acid (ASA) determination in drugs,
without previous treatment. The tubular potentiometric electrode for salicylate (SA) was based on tricaprylyl-
trimethyl-ammonium-salicylate (aliquat-salicylate) as the ion-exchanger, supported on poly(ethylene-co-vinyl-acetate)
(EVA) matrix and applied directly onto a conducting support. The standards and samples were freshly prepared in
ethanol solution (0.10 mol l−1 Tris–SO4 buffer, pH 8.0, containing 0.25 mol l−1 Na2SO4 and 8.0% v/v ethanol) to
facilitate the dissolution of ASA and were injected directly into the system. The SA formed due to the on-line alkaline
hydrolysis of alcoholic ASA solution, with 0.50 mol l−1 NaOH (coil, 50 cm length), was monitored by the tubular
electrode after neutralization with 0.25 mol l−1 H2SO4. A solution of 0.10 mol l−1 Tris–SO4 buffer (pH 8.0),
containing 0.25 mol l−1 Na2SO4 was employed as carrier. In optimized conditions (flow rate of 2.1 ml min−1 and
volume of injection of 150 ml), the tubular electrode showed a linear response to ASA in the concentration range
between 4.0×10−3 and 4.0×10−2 mol l−1. A conversion factor of ASA to SA of 85% occurs in these conditions
with an increase of about 130% in the signal to the system with on-line hydrolysis (three-channel) in comparison to
the system without (one-channel). The response time of the electrode was about 5 s with an analytical frequency of
28 samples per h and a relative standard deviation (R.S.D.) of 2.1% for 30 successive injections. Determinations of
ASA in tablet samples by the proposed method exhibited relative differences of 1.0–3.5%, compared to the official
method of the British Pharmacopoeia. The useful lifetime of the sensor was greater than 1 month, in continuous use.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Acetylsalicylic acid determination; Salicylate tubular electrode; On-line alkaline hydrolysis

1. Introduction

Acetylsalicylic acid is widely employed in phar-
maceutical formulations for the relief of
headaches, fever, muscular pains and inflamma-
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tion due to arthritis or injury. The high consump-
tion of this substance in the world [1–3] shows the
importance of the development of new analytical
methodologies for its determination. The main
metabolite resulting from ASA hydrolysis is sali-
cylate (SA) and in general this is used to monitor
indirectly the ASA through of acid–base titration
[4] or spectrophotometric method [5]. Few appli-
cations in pharmaceutical analysis have been re-
ported utilizing FIA combined with
electrochemical methods, the majority of these
procedures being associated with amperometric
detection [6–8]. Other methods for ASA and SA
determination have been made by column-switch-
ing liquid chromatography (HPLC) using on-line
solid-phase extraction and on-line post-column
photochemical derivatization [9,10]; however,
these methods require sophisticated and expensive
equipment. A recent paper reported the applica-
tion of an FIA spectrophotometric method for
ASA determination using microwave-assisted hy-
drolysis, but the system was very complex [11].
The official method [4] for ASA quantification is
simple, but requires sample heating over reflux
before sample analysis and takes time.

Some papers describe the construction of tubu-
lar electrodes [12–14] for several ions based on
ion exchangers or ionophores using poly(vinyl-
chloride) (PVC) [15,16]. In a previous paper [12],
the use of a tubular electrode with an aliquat-sali-
cylate anion exchanger occluded in EVA poly-
meric membrane was described. The principal
advantage of the electrode used in this system was
the preparation of the sensing membrane without
plasticizing solvent, because the EVA polymer
presents lower glass transition temperature than
PVC. The sensor presented high stability and
lifetime, however the hydrolysis of the ASA was
realized in a batch system, before injecting the
sample in a FIA system, increasing the total anal-
ysis time.

The aim of this paper is develop a potentiomet-
ric FI-system for direct ASA monitoring in phar-
maceutical samples using on-line alkaline
hydrolysis in order to minimize the time of analy-
sis, without loss of precision and accuracy in the
analysis. For this purpose, the potentiometric
method was chosen using a tubular salicylate

ion-selective electrode due to low cost of the
equipment, simple preparation and good selectiv-
ity of the sensing membrane. The most important
analytical parameters that affect the on-line ASA
hydrolysis were studied in the FIA system, such as
coil-length of reaction and alkali concentration.

2. Experimental

2.1. Reagents and materials

The ASA tablets were obtained in a local drug-
store. Sodium sulfate, sodium salicylate, sulfuric
acid and ethanol were purchased from Merck.
Tris buffer, EVA-40% polymer and anion-ex-
changer (aliquat-chloride) were acquired from
Aldrich. All other reagents were of analytical
grade.

The ASA standard solutions were prepared in
the concentration range of 2.0×10−3 to 4.0×
10−2 mol l−1. These solutions were diluted with
0.10 mol l−1 Tris–SO4, pH 8.0, containing 0.25
mol l−1 Na2SO4 to adjust the ionic strength and
8.0% (v/v) ethanol to aid ASA dissolution. The
ASA tablet samples were prepared in a similar
manner. The tablets were pulverized and dissolved
in the same buffer solution. All solutions of ASA
were prepared freshly before analysis. For the
alkaline hydrolysis, 0.50 mol l−1 sodium hydrox-
ide solution was used as well as a 0.25 mol l−1

sulfuric acid solution to neutralize the base excess
after hydrolysis.

2.2. Apparatus and FIA manifold

The EVA membrane and tubular electrodes
based on graphite/epoxy were fabricated accord-
ing to the studies described elsewhere [12,13,17].
The membrane composition was 40.0 wt.% ali-
quat-salicylate, 59.5 wt.% EVA and 0.5 wt.%
potassium tetrakis(4-chloro-phenyl) borate. Be-
fore use, the electrodes were conditioned in 0.1
mol l−1 sodium salicylate aqueous solution for 1
day.

The measurements of potential difference were
performed with an OP-271 pH/ion analyser (P).
As reference electrode (RE), a double junction
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OP-0820P electrode of Ag/AgCl with 1.0 mol l−1

LiNO3 filling solution was used and for pH mea-
surements, an OP-808P glass electrode. All these
appliances were manufactured by Radelkis (Hun-
gary). The employed FIA system (Fig. 1) used
0.10 mol l−1 Tris–SO4 buffer, pH 8.0, as carrier
solution, conducted by a peristaltic pump (PP)
(Ismatec model IPC-8 from Switzerland), through
the tubular electrode (ISE). A manual injector
(IV) was used to insert ASA solutions into the
carrier solution. An XY recorder ECB, model
RB-101 (Brazil) (R) was employed to register the
potentiometric signals. The Tygon™ and
polyethylene tubes for the connections were of
0.80 mm i.d. The pump uses two more channels
through which sodium hydroxide (NaOH) and
sulfuric acid (H2SO4) solutions were injected into
the FIA system.

The parameters chosen for the flow system were
a flow-rate of 2.1 ml min−1, injection volume of
150 ml and a coil length of 50 cm (B). The
response time to the system was considered as the
time since the injection until the signal return to
baseline, while to the electrode this time was
determined from start on peak up to the maximal
signal. The standard method of the British Phar-
macopoeia [4] for ASA determination in pharma-
ceutical samples was utilized to compare the
results obtained with the system. This method
consists of a back acid–base titration, where an
excess of 0.1 mol l−1 NaOH solution is added to
the ASA sample and heated over reflux for 15
min. Then, the NaOH that did not react with the
ASA is titrated with 0.1 mol l−1 HCl solution.
The NaOH solution was standardized against
potassium hydrogen phthalate using phenolph-

thalein as indicator and HCl solution with sodium
carbonate using bromocresol green as indicator.

3. Results and discussion

In general, ASA analysis is not realized directly,
and a previous hydrolysis is necessary, converting
ASA to salicylate for its determination [4,12,13].
This hydrolysis is carried out by sodium hydrox-
ide solution [4], but no on-line alkaline hydrolysis
with potentiometric detection is described in the
literature to our knowledge. One procedure for
on-line hydrolysis using microwave digestion has
been described [11], where salicylate is spec-
trophotometrically monitored after complex for-
mation with Fe(III). This procedure heats the
sample and the solution needs cooling before
analysis generating bubbles in the FIA system;
moreover colored samples can give interference
with this method.

Thus, a methodology with potentiometric de-
tection may be an alternative for colored samples;
however, the potentiometric sensor cannot sup-
port a heated solution. A good alternative for this
problem is the alkaline hydrolysis and subsequent
neutralization for salicylate detection with an ion
selective electrode coupled to the flow system.
However, the ASA stability in solution is poor,
being slowly converted to SA and acetic acid [18].
Thus, the use of a microwave-oven is not neces-
sary to aid in the procedure of sample digestion.
On the other hand, ASA solubility in water is not
very high, it being necessary to add alcohol, in
general methanol or ethanol, to facilitate its disso-
lution [18,19]. Thus, 8% (v/v) of ethanol was used
to prepare the standards and sample solutions.

Based on this, a tubular electrode selective for
SA was employed to monitor this anion formed
during the hydrolysis of ASA. Initially, the FIA
system was optimized using one-channel with
Tris–SO4 as the carrier and SA standard solution
at a concentration of 5×10−3 mol l−1. In this
case, it was observed that the injection volume
significantly affected the response of the system.
An injection volume of 150 ml was chosen because
under these conditions, the FIA system exhibited
a greater height to width ratio of the signal (Fig.

Fig. 1. Schematic diagram of the FI-system used for ASA
potentiometric determination.
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Fig. 2. Graphic showing the ratio between the signal produced
and the washing time obtained as a function of the injected
volume. [SA]=5×10−3 mol l−1; flow rate=2.1 ml min−1.

Fig. 3. Graphic of the interaction between results for signal
(mV) and number of injections per hour relative to the FI-po-
tentiometric system for ASA determination. Under the x-axis
are the parameters studied in the system: NaOH concentra-
tions, 0.50 and 0.25 mol l−1; coil lengths of reactor, 100 and
50 cm; injected volume, 150 ml; [ASA]=2×10−2 mol l−1.
Grey blocks, potentiometric signal; striped blocks, analytical
frequency. Average values for three sequential injections. All
solutions were freshly prepared.

2). The flow-rate also affects the signal, increasing
up to 3 ml min−1, but this effect is not significant
for the system, being almost constant. Therefore,
2.1 ml min−1 was chosen as the flow rate consid-
ering the compromise between the analytical fre-
quency and the reagents being consumed. These
conditions were used in the three-channel system.

The two most important factors that affect the
FIA three-channel system are the coil length and
base concentration, because these are directly re-
sponsible for the degree of hydrolysis of ASA.
The block diagram clearly shows the effect of the
coil length and the base concentration on the
response signal and analytical frequency (Fig. 3).
The signal decreases with lowering of the base
concentration and the coil length, while the ana-
lytical frequency is the inverse. Considering the
sensitivity and speed of the system for drug analy-
ses, the concentration of sodium hydroxide was
fixed at 0.50 mol l−1 and the coil length at 50 cm.

An FIA manifold using one channel was used
to determine the hydrolysis degree of an ASA
solution at 4×10−2 mol l−1, injected into the
line-carrier containing 0.1 mol l−1 Tris–SO4

buffer. In comparison with the injection of SA
solution at the same concentration, only 27% of
ASA was converted to SA in this system, which is
not enough to give the sensitivity to detect salicy-
late in the concentration range of interest. Using

the three-channel FIA system, the hydrolysis de-
gree was greater than 83% (Fig. 4). It is important
to mention that though the dispersion is major

Fig. 4. Graphic showing the signals for SA and ASA with and
without on-line hydrolysis employing FI potentiometric sys-
tem: with Tris–SO4 carrier solution (one-channel) and with
NaOH carrier solution to promote the ASA hydrolysis in the
system (three-channel). Injected volume, 150 ml; flow rate, 2.1
ml min−1; [ASA]=4×10−2 mol l−1. Average values for
three sequential injections. All solutions were freshly prepared.
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Table 1
Evaluation of tubular electrode lifetime for FI-potentiometric
ASA determinationa

Slope (VTime (days) Correlation coeffi-
cient (r)decade−1)b

0.03490.0010 0.9993
0.03490.0017 0.9994

0.99980.03590.00114
21 0.03590.002 0.9971

0.99880.03390.00128
0.993835 0.03290.002

a All solutions were freshly prepared.
b Relative slopes for the ASA calibration curves in the range

between 2.0 and 40.0 mmol l−1 obtained for the evaluated
period.

equation:

DE= (0.08590.004)+ (0.03590.002) log [ASA]

where DE (V) is the potentiometric signal.
The interfering anions for the salicylate elec-

trode based on aliquat exchanger were described
previously and are iodide\bicarbonate\ni-
trate\ascorbate [12]. Iodide and nitrate are not
significant interfering anions because these ions
are not present in the drug formulation of ASA.
Therefore, bicarbonate and ascorbate are the

Fig. 5. (A) Potentiometric calibration curve of the ISE for
ASA solutions. (B) Transient potentiometric signals obtained
for ASA standards and sample solutions of tablets. From left
to right: triplicate signals for seven reference solutions (2.0–
40.0 mmol l−1) followed by three consecutive signals for two
commercial samples. Injected volume, 150 ml; coil length, 50
cm; NaOH concentration, 0.50 mol l−1; flow rate, 2.1 ml
min−1. All solutions were freshly prepared.

(diminution in the signal to salicylate) in the
three-channel system, the on-line hydrolysis com-
pensates this deficiency in the three-channel sys-
tem, where the signal to ASA solution increases
by about 130%.

The linear range of the electrode response for
alcoholic solution of ASA was similar to that
observed for SA aqueous solution, between 4.0×
10−3 and 4.0×10−2 mol l−1. On the other hand,
the sensitivity of the sensor for ASA alcoholic
solution decreased to about 40% of the initial
value in SA aqueous solution (0.058 V decade−1),
giving a slope of 0.035 V decade−1. This behavior
was assigned to the necessity of using ethanol for
ASA dissolution, changing the dielectric constant
of the medium and affecting the sensitivity of the
membrane. Moreover, the alcohol probably at-
tacks the EVA membrane causing leaching out of
the aliquat-salicylate to the solution from the
electrode surface. However, the stability of the
sensor in the experimental condition was not crit-
ical, giving the same performance during 35 days
of continuous use (Table 1). Although the sensor
may be used for a longer time, indicating that
leaching out is not significant, its great advantage
is the facility and rapidity for sensing membrane
preparation [12], where the active material, ali-
quat-salicylate is stable after preparation when
kept under refrigeration.

A typical calibration curve obtained for ASA
(Fig. 5) with the tubular electrode showed good
correlation (r=0.9971) for n=5, fit by the



L.T. Kubota et al. / Talanta 50 (1999) 661–667666

Table 2
Results obtained by the proposed (FIA-potentiometric) and official method (British Pharmacopoeia) for the assay of ASA in some
drug tabletsa

Acetylsalicylic acid (values in mg per tablet)Sample Label

FIA-potentiometric British Pharmacopoeia

With on-line hydrolysis Without on-line hydrolysis

8691bc1 7993b85 8391b

c2 500 51891 49592 51392

a All solutions were freshly prepared.
b Average for three sequential injections with respective standard deviation estimate.

most important interfering anions as they are
ingredients in some pharmaceutical formulations,
but these anions are unstable in acid and alkaline
media, respectively and could be attenuated by
adjustment of the acid and base line carriers.

The experiments carried out to verify the reli-
ability of the system in real samples showed good
accuracy and precision in the ASA determination
in drug samples (Table 2), with a repeatability for
30 successive injections of 2.1% (R.S.D.) to 2.0×
10−2 mol l−1. The results obtained by the FIA-
potentiometric system with and without on-line
hydrolysis were similar to those using the official
method of the British Pharmacopoeia. The rela-
tive difference for sample analysis between the
average value obtained by the official and the
proposed method, with on-line hydrolysis, varied
between 1.0% (sample c2) and 3.5% (sample
c1). The main difference between the method-
ologies was the analytical frequency, which in the
optimized conditions for the FIA systems was 28
and 100 samples per h, with and without on-line
hydrolysis, respectively. However, the better ana-
lytical frequency obtained in the system without
on-line hydrolysis does not take into consider-
ation the time required for the preparation of
samples, in general of 15 or 20 min due to the
necessity for the samples to hydrolyze out of the
system. Considering this time, the official method
of the British Pharmacopoeia and the FIA system
without on-line hydrolysis presented an analytical
frequency of three or four samples per hour.
Then, the FIA system with on-line hydrolysis has

the advantage of lower total analysis time.
An important aspect that should be mentioned

here is the necessity to prepare the standards and
samples of ASA freshly and during analysis to
avoid differences in the possible decomposition of
ASA to SA in the solution. Finally, is interesting
to point out that the Trinder method (red com-
plex between SA and Fe3+) is not a convenient
methodology to determine ASA in sample c1,
because this sample has a red dye in its formula-
tion. All these facts show the advantages of pro-
posed FIA-potentiometric system with on-line
hydrolysis.

In conclusion, the ASA determination using a
salicylate-sensitive tubular ion-selective electrode
is useful in analysis of real samples, particularly
considering the linear range and selectivity. The
association of the electrode in an FIA system with
on-line hydrolysis enhances the use of this sensor,
when repeated analyses are required allowing a
rapid, sensitive and accurate method for routine
procedures.
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Determination of tungsten in niobium–tantalum, vanadium
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Abstract

Two different procedures, one using derivative spectrophotometry and another using inductively coupled plasma
atomic emission spectrometry (ICP-AES) have been developed for the determination of tungsten in niobate–tanta-
lates, tin slag samples, ores, concentrates and vanadium and molybdenum bearing geological materials. In the first
method involving derivative spectrophotometry, 0.05–0.5 g of the sample is fused with sodium hydroxide, the
tungsten is extracted by leaching the melt with distilled water and estimated as thiocyanate using a second derivative
spectrophotometric method in the presence of interferents, i.e. Nb, Mo and V, without separating them. Mixtures of
tungsten with V, Nb and Mo are used for standardizing the various parameters like zero-crossing wavelength,
wavelength range, etc. Tolerance limits for V, Nb and Mo have also been evaluated. In the second method involving
ICP-AES, 0.05–0.5 g of sample is fused with KHSO4 to a clear melt and dissolved in ammonium oxalate solution.
Ammonium hydroxide precipitation is then carried out to separate Nb and Ta as hydroxides and the filtrate is boiled
with nitric acid to destroy the oxalates before aspiration into the plasma for measurement of tungsten values by
ICP-AES using the 207.911 nm emission line. Both methods have been applied to niobate–tantalate and tin slag
samples and the results obtained are reported in this paper. The values obtained by both methods are in good
agreement with each other. The proposed methods have also been applied to the determination of tungsten in two
Canadian Certified Reference Standards (CT-1 and MP-2) and the values obtained are in good agreement with the
certified values and the R.S.D.% in case of the ICP-AES method varied from 1–2% at \1000 mg g−1 level to 9.4%
at the 20 mg g−1 level whereas the R.S.D.% in case of the derivative method varied from 1 to 7.8%. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Tungsten; Niobate–tantalates; Geological materials; Derivative spectrophotometry; Inductively coupled plasma atomic
emission spectrometry
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1. Introduction

Accurate and rapid analysis of tungsten in vari-
ous types of geological samples like minerals,
ores, concentrates and beneficiation products has
become necessary in order to render support to
the exploration and evaluation programmes which
have been initiated to meet the increasing demand
for tungsten from the defence, space and indus-
trial sectors. Various instrumental methods are
now available for the determination of tungsten
including: spectrophotometry [1–8], flame atomic
absorption spectrometry (FAAS) [9,10], induc-
tively coupled plasma atomic emission spectrome-
try (ICP-AES) [11–13], inductively coupled
plasma mass spectrometry (ICP-MS) [14], X-ray
flourescence (XRF) [15], and neutron activation
analysis (NAA) [16]. The sensitivity for tungsten
by FAAS is poor even when a nitrous oxide–
acetylene flame is used. ICP-AES offers good
sensitivity and better detection limits for tungsten.
Methods for estimating tungsten in a variety of
matrices, i.e. water samples (after a preconcentra-
tion step) [17,18], alloys, steels, ores and concen-
trates, have been reported using ICP-AES. A
method for direct determination of tungsten in
geological samples by ICP-AES has been reported
from this laboratory [19].The method has now
been applied to niobium–tantalum bearing sam-
ples and the results obtained are reported in this

paper. Interference encountered due to tantalum
in niobate–tantalate and tin slag samples with a
high tantalum to tungsten ratio has been elimi-
nated by precipitating out the interferent using
ammonium oxalate and ammonium hydroxide.

Spectrophotometric methods offer the best al-
ternative for routine analysis of tungsten in the
absence of ICP-AES. Various chromogenic agents
like thiocyanate and dithiol are available.
Amongst them, the thiocyanate method is the
most preferred method for routine analysis of
geological samples owing to its rapidity and mod-
erate sensitivity. However, vanadium, molybde-
num and niobium interfere. In order to eliminate
this interference, various methods based on the
separation of tungsten from the interferents using
different techniques have been reported in the
literature [5–8]. In this context, second derivative
spectrophotometry has been utilized by us to im-
prove the tolerance limits of the interferents,
vanadium, niobium and molybdenum, in order to
enable the estimation of tungsten in their presence
without having to separate them. The results ob-
tained on the application of this method to nio-
bium–tantalum bearing samples are also reported
in this paper.

2. Experimental

2.1. Instrumentation

An ICP-AES model Plasmascan 8410 (LAB-
TAM, now GBC, Australia) with a computer
controlled rapid scanning monochromator and a
Shimadzu model UV-2100 UV–visible spec-
trophotomer were used for the measurements.
The operating conditions and instrumental
parameters for the ICP-AES are given in Table 1.
For the proposed derivative spectrophotometric
method, a second derivative zero-crossing method
was used [20] owing to its better signal to noise
values. The absorbance spectra were recorded at a
scan rate of 700 nm min −1 at 0.5 nm wavelength
intervals versus a reagent blank. The second
derivative spectra were obtained by digital differ-
entiation using the Golay–Savitzsky convolution
method.

Table 1
ICP-AES operating conditions and instrumental parameters

27.12 MHz, crystal controlledR.F. generator fre-
quency
Forward power 1200 W

B5 WReflected power
Observation height 14 mm above load coil

1000 VPMT voltage
3 s (n=3)Integration time
20 mm and 3 mm height (fixed)Entrance slit

Exit slit 40 mm (adjustable)
10 sSample flush time

Argon gas flow rates (l min−1)
Coolant 14
Auxiliary 1.0

0.8Sample
3.0 ml min−1Solution uptake rate
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2.2. Reagents and standards

All reagents and standards were prepared from
analytical grade chemicals. Standard stock solu-
tion of tungsten (1 mg ml−1) was prepared by
dissolving sodium tungstate (0.4485 g) in distilled
water, diluting to 250 ml and the lower standards
were prepared by successive dilutions. For the
interference studies, niobium standard stock solu-
tion (1 mg ml−1) was prepared by fusing niobium
oxide with KHSO4 and dissolving the melt in 3%
citric acid. Ammonium vanadate and ammonium
molybdate were used to prepare vanadium and
molybdenum standards, respectively. Matrix
matching was done with respect to KHSO4 for the
ICP-AES method and with respect to NaOH for
the derivative method.

2.3. Procedure

2.3.1. Determination of tungsten by deri6ati6e
spectrophotometry

For spectrophotometric measurements, 0.05–
0.5 g of the sample (−200 mesh) was weighed
(depending on the anticipated tungsten content)
into a nickel crucible containing 2 g solid NaOH,
fused to a red-hot melt, leached with distilled
water, filtered and made up to 100 ml volume in a
plastic volumetric flask (Tarson’s make). From
this solution 5 ml was taken in a 25 ml flask, 10
ml of hot 10% (w/v) SnCl2 solution in concen-
trated HCl was added (acidity maintained at 7.5
M of HCl), boiled in a hot water bath and cooled.
Then 1 ml of freshly prepared 20% (w/v) KSCN
solution was added, diluted to the mark with
distilled water and the absorbance measured after
30 min.

2.3.2. Determination of tungsten by ICP-AES
For measurements by ICP-AES, 0.05–0.5 g of

sample (−200 mesh) was weighed (depending on
the anticipated tungsten content) in a silica
crucible, fused with 4–8 g of KHSO4 to a clear
melt, dissolved in citric acid and made up to the
mark in a 100 ml flask (3% w/v citric acid). This
solution was directly aspirated into the plasma. In
the case of silica containing samples, the sample
was weighed into a platinum crucible and hy-

drofluoric acid along with a few drops of sul-
phuric acid was added and the silica fumed off.
The residue was then fused with KHSO4 and the
cooled melt was dissolved in 3% (w/v) citric acid
as above.

For separation of tungsten from niobium–tan-
talum the samples, after fusion with KHSO4, were
dissolved in 3% (w/v) ammonium oxalate fol-
lowed by precipitation with NH4OH, digested on
a hot water bath for about 15 min and filtered.
The precipitate was washed twice with dilute 2%
(v/v) NH4OH solution. The filtrate was diluted to
100 ml volume for aspiration into the plasma
after removing the oxalate from it by boiling with
nitric acid (final concentration of 10% v/v HNO3).

3. Results and discussion

3.1. Determination of tungsten as thiocyanate by
deri6ati6e spectrophotometry

The method of fusing the samples with NaOH,
followed by extraction of the melt with distilled
water as described earlier was applied to various
types of geological samples for the determination
of tungsten and good results have been obtained
[21–23]. However, during NaOH fusion and the
subsequent water leaching and filtration of the
samples, tungsten gets separated from most ele-
ments like calcium, magnesium, iron, titanium
and manganese and most of the niobium as well
but molybdenum, vanadium and significant
amounts of niobium accompany tungsten into the
solution, thereby causing interference in conven-
tional thiocyanate spectrophotometry. In this con-
text, the scope for application of a derivative
method to minimise the interference due to nio-
bium, molybdenum and vanadium was investi-
gated by the authors and a second derivative
zero-crossing method was opted for. Standard
solutions of tungsten, vanadium, niobium and
molybdenum in the range of a few mg ml−1 to 100
mg ml−1 as well as mixtures of tungsten with the
interferents vanadium, molybdenum and niobium
in ratios ranging from 1:1 to 1:50 were taken and
the various parameters, i.e. wavelength scan
range, scan speed, differentiation step, etc., were
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Fig. 1. Second derivative curves for thiocyanates of tungsten,
niobium, molybdenum and vanadium

sten in presence of vanadium, niobium and
molybdenum. Linearity was obtained up to 13 mg
ml−1 of tungsten. The proposed derivative
method was found to have tolerance ratios of
1:5,1:10 and 1:20 for molybdenum, vanadium and
niobium in the final solution. The zero point
wavelength was confirmed using mixtures of tung-
sten with niobium, molybdenum and vanadium
by the point of intersection method and there was
no decrease in the derivative amplitude of tung-
sten at the zero point wave length within the
tolerance limits given earlier. This method was
applied to two standard reference materials
(SRM’s) issued by CANMET: CT-1 and MP-2
(CT-1 is a scheelite ore whereas MP-2 is a tung-
sten–molybdenum ore and their compositions are
given in Table 2). The results obtained are given
in Table 2. It can be seen from the table that the
values obtained in presence of the interferents
based on the normal absorbance values at 400 nm
show considerable error whereas the values ob-
tained using the derivative method and also the
values obtained by ICP-AES, both direct as well
as after separation, are in good agreement with
the certified values. The results obtained on the
application of this method to niobate–tantalate
samples are given in Table 3 along with those
obtained by ICP-AES. Even when the ratio of
tungsten to niobium is higher than the tolerance
limit in some of the samples given in Table 5, the
ratio in the final solution comes within the fa-
vourable tolerance ratio of the derivative method

optimised to attain a maximum second derivative
value with minimum noise and stability of zero
crossing wavelengths. Fig. 1. shows the second
derivative curves for the tungsten thiocyanate
complex along with those of vanadium, niobium
and molybdenum. It can be seen that the second
derivative curve of vanadium complex shows a
zero-crossing at 401 nm at which the second
derivative of tungsten shows a maximum value.
The second derivative values of niobium and
molybdenum complexes are negligible at 401 nm
up to 1250 mg niobium in presence of 60 mg
tungsten and up to 250 mg for molybdenum in
presence of 50 mg tungsten. Hence, 401 nm was
selected as the wavelength for determining tung-

Table 3
Tungsten values in niobium–tantalum bearing samples

Ca (%)Sample No. Ba (%)Aa (%)

WO3
b R.S.D. WO3

b R.S.D.R.S.D. WO3
b

3.31.20CHEM-1 0.98 3.70.984.6
2.7 1.62 4.9 1.60 3.7CHEM-2 1.87
5.0 0.34 4.0 0.32 4.3CHEM-3 0.41

5.41.761.01.71CHEM-4 3.81.99
2.3CHEM-5 1.201.51 1.0 1.23 3.9

0.67CHEM-6 6.6 2.80.744.10.78

a A, normal spectrophotometric method; B, proposed derivative method; C, direct determination by ICP-AES using the
tungsten(II) 207.911 emission line.

b Mean of five replicate measurements.
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Table 2
Tungsten values in Certified Reference Standards by derivative spectrophotometry/ICP-AES

Cb (%)Interferent Db (%) WO3 certified value [23] (%)Amount addeda Ab (%) Bb (%)Sample

R.S.D. WO3
c R.S.D. WO3

c R.S.D.WO3
c R.S.D. WO3

c

4.4 1.30 2.1 1.36 2.61.1 1.31CT-1d 1.291.33––
Nb2O5 1.27 2.3 1.28 1.0 1.26 3.7 1.31325 1.66CT-1d 3.4

6.1 1.29 1.4 1.29 2.8CT-1d 1.31MoO3 325 1.93 3.6 1.36
4.3 1.29 1.0 1.28 1.81.36 1.31CT-1d 2.92.38325V2O5

2.6 0.80 1.8 0.79 3.4MP-2e 0.82– – 0.89 8.7 0.81
7.8 0.82 1.0 0.77 4.30.78 0.82MP-2e 2.11.01200Nb2O5

5.5 0.86 7.5 0.82 1.3 0.78 2.0 0.82200MP-2e 1.23MoO3

6.9 0.83 1.0 0.79 4.10.86 0.82V2O5 4.61.48200MP-2e

a Amount in mg added to a 5 ml aliquot from solutions of CT-1 and MP-2 (0.1 g/100 ml), maintaining WO3: interferent ratio=1:5.
b A, by normal spectrophotometry; B, by proposed derivative method; C, direct determination by ICP-AES (at W(II) 207.911 nm emission line); and D, Proposed

determination by ICP-AES, after ammonium oxalate/ammonium hydroxide separation.
c Mean of five replicate measurements.
d CT-1 is a scheelite ore containing (in percent): 1.0490.017 W, 17.5 Fe, 17.2 Si, 12.2 Cu, 8.2 S, 2.9 Al, 2.0 Mg, 1.7 C, 0.7 Mn, 0.7 K, 0.2 Na, 0.2 Ti, and 0.03

Mo (40% pyroxene, 18% quartz, 12% pyrrhotite, 10% amphibole, 80% calcite, 5% mica and 2% each of feldspar and dolomite).
e MP-2 is a tungsten–molybdenum ore containing (in percent): 0.6590.02 W, 0.28190.01 Mo, 0.24590.007 Bi, 0.04390.002 Sn, 4.990.3 mg g−1 Ag, 76.1 SiO2,

5.4 Al, 4.1 F, 3.7 Fe, 2.7 Ca, 0.9 Cu, 0.7 S, 0.4 Zn, 0.2 As, 0.043 Sn, 0.04 Mg, 0.04Pb, 0.02C, and B0.1 H2O (105°C)
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Table 4
Tungsten values in tantalum-rich samples By ICP-AES using the tungsten(II) 207.911 nm emission line

Aa (%)Sample No. Ba (%) Ca (%) Da (%)

R.S.D. WO3
b R.S.D. WO3

b R.S.D. WO3
b R.S.D.WO3

b

5.7 0.12 6.2CHEM-7 0.200.13 7.4 0.13 3.4
3.1 0.11 6.1CHEM-8 0.400.22 1.4 0.10 7.4
– B0.05 – 0.24B0.02 6.1CHEM-9 0.008 5.7
5.0 B0.05 – 0.38 3.3 0.002 9.4CHEM-10 0.03

a A, normal spectrophotometric method(W-SCN); B, proposed derivative method; C, direct determination by ICP-AES; and D,
proposed determination by ICP-AES after ammonium oxalate/ammonium hydroxide separation.

b Mean of five replicate measurements.

as tungsten gets separated from the major amount
of niobium as stated earlier. Tungsten values ob-
tained using the derivative method are in good
agreement with those obtained using the ICP-
AES, whereas the values obtained by normal
spectrophotometry are much higher due to inter-
ference from niobium.

3.2. Determination of tungsten by ICP-AES

For determination of tungsten in niobium–tan-
talum samples as stated earlier [19], the most
sensitive 207.911 nm line was chosen as only zinc
has been found to interfere causing a direct over-
lap with an interference coefficient of 1.752 mg
ml−1 tungsten for 100 mg ml−1 zinc. The results
obtained in niobium–tantalum containing geolog-
ical samples are given in Table 3 along with those
obtained by the derivative method and there is
good agreement between the values obtained by
both methods as stated earlier. However, it was
observed that the tantalum 207.930 nm line which
lies within 0.02 nm of the tungsten line causes
spectral interference of wing overlap type. This
leads to enhanced tungsten values especially for
low tungsten contents in high tantalum bearing
samples. In order to eliminate this interference, we
propose that the samples after fusion with
KHSO4, are dissolved in 3% ammoniacal oxalate
followed by precipitation with NH4OH and filtra-
tion. The filtrate was diluted to 100 ml volume for
aspiration into the plasma after removing the
oxalate by boiling it with nitric acid. By this
method tungsten is separated from niobium and

tantalum making the line interference free. Values
obtained with and without the separation of tan-
talum from tungsten in some high tantalum and
low tungsten bearing samples are given in Table 4.
It can be seen from this Table that ammonium
oxalate separation is efficient for the separation of
tantalum from tungsten, thereby giving values
which are in good agreement with those values
obtained by the derivative method. The major
matrix elemental compositions of the niobate–
tantalate samples studied are given in Table 5.
Three synthetic niobate–tantalate samples, pre-
pared by doping known amounts of tungsten
(1000 mg), were also studied using the proposed
ammonium oxalate and ammonium hydroxide
separation method and the results obtained are
presented in Table 6. Almost quantitative recover-
ies (94–95%) were observed in all the synthetic
cases thus establishing no hold up of tungsten
values in the precipitate.

4. Conclusion

The normal thiocyanate spectrophotometric
method used for determination of tungsten in
minor and major amounts can tolerate only low
amounts of vanadium and molybdenum. Hence it
becomes essential to separate the interferents from
tungsten. The proposed second derivative method
for estimation of tungsten as thiocyanate im-
proves the tolerance limits of interferents vana-
dium, molybdenum and niobium thus enabling
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Table 5
Major matrix composition of niobate-tantalate samples

Matrix composition (%)Sample No

Ta2O5 TiO2 FeO Fe2O3Nb2O5 MnO SnO2

8.8 1.8 12.9CHEM-1 0.666.4 6.7 B0.1
CHEM-2 58.9 13.6 3.8 11.3 1.6 5.3 0.3

31.4 1.8CHEM-3 6.829.8 1.7 7.1 10.4
37.2 1.2 11.833.8 B0.1CHEM-4 5.3 0.1

20.2CHEM-5 46.1 4.4 6.6 2.4 6.3 5.8
62.3 1.5 2.0CHEM-6 0.83.3 9.2 9.1
14.3 1.3 10.04.6 B0.1CHEM-7 1.3 15.1

6.9CHEM-8 21.4 1.3 B0.1 14.6 3.3 18.4
42.9 1.6 B0.1 1.3 B0.1 15.4CHEM-9 20.5
35.2 4.0 10.4 1.533.4 7.0CHEM-10 0.3

Table 6
Tungsten values in synthetic niobate–tantalate samples by ICP-AES using the tungsten(II) 207.911 nm emission line

Sample Tungsten (mg)aAmount added (mg) Recovery (%)

Ta2O5
b TiO2 Fe MnNb2O5

b Added Foundc

SYN-1 350 50 25 25 25 1000 954 95.4
350 25 25 25 1000 938 93.8SYN-2 50
200 25 25 25 1000 945200 94.5SYN-3

a Proposed determination by ICP-AES after ammonium oxalate/ammonium hydroxide separation.
b Standard Nb2O5/Ta2O5 stock solutions are prepared by fusing with KHSO4 and dissolution in ammonium oxalate.
c Mean of five replicate measurements.

determination of tungsten in molybdenum, vana-
dium and niobium bearing samples without hav-
ing to separate them. The method has been
applied to niobium rich samples and has been
found to give good results. Determination of
tungsten in minor, major as well as trace levels in
niobate–tantalate samples by ICP-AES is feasible
using the proposed separation method at all levels
of niobium and tantalum contents. Thus the pro-
posed method offers good recoveries for tungsten
values from niobium and tantalum in different
types of niobate–tantalate samples using ICP-
AES.
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Abstract

A flow-injection analysis (FIA) for the determination of dopamine has been developed. The method is based on the
inhibition effect of dopamine on the iron(II)-induced chemiluminescence (CL) of 10,10%-dimethyl-9,9%-biacridinium
dinitrate (lucigenin). The presence of a non-ionic surfactant, polyoxyethylene (23) lauryl ether (Brij 35), caused an
increase in the inhibition effect. The present method allows the determination of dopamine over the range
1×10−8–2×10−7 mol dm−3. The relative standard deviation was 0.7% for eight determinations of 6×10−8 mol
dm−3 dopamine. The detection limit (S/N=3) was 2×10−9 mol dm−3 with the sampling rate of 40 samples h−1.
The effect of other catecholamines and compounds of similar structure on the lucigenin CL reaction was studied:
quinone, hydroquinone, norepinephrine, pyrocatechol and L-dopa suppressed the CL intensity. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Chemiluminescence; Dopamine; Flow-Injection; Lucigenin

1. Introduction

Catecholamines, of which dopamine is a typical
compound, are the sympathetic neurotransmitter.
In addition, catecholamines play an important
role in the metabolism of sugar, lipid and so on.
Dopamine, in particular, has relation to the ex-

trapyramidal functions. Recently, dopamine has
become of interest in the relation to Parkinson’s
syndrome [1]. Hence the determination of cate-
cholamines is extremely important in the elucida-
tion of nervous function, the diagnosis of diseases
and the development of pharmaceuticals [2]. The
concentration of these compounds in biological
matrices is rather low and they are metabolized
quickly in certain cases. The methods of determi-
nation for these compounds should be of high
sensitivity and of rapid measurement.

For the determination of catecholamines in bio-
logical matrices, HPLC/fluorometry [2–6] and
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298-53-6503.

E-mail address: kawasima@staff.chem.tsukuba.ac.jp (T.
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HPLC/electrochemical analysis [7,8] are fre-
quently used. With HPLC/fluorometry, a picomo-
lar level of dopamine in rat plasma was
determined [3]. Electrochemical methods using
modified electrodes are also used, in particular for
in vivo measurement [9–11]. Although these
methods are highly sensitive, they need laborious

Fig. 2. Effect of lucigenin concentration on the CL intensity
for 1×10−7 mol dm−3 of dopamine solution injected. R1,
1.0×10−5 mol dm−3 iron(II); flow rate, 1.6 ml min−1. Other
conditions as in Fig. 1.

Fig. 1. Flow diagram for the CL determination of dopamine.
C, water; R1, 1.2×10−5 mol dm−3 iron(II); R2, mixture of
1.0×10−5 mol dm−3 lucigenin and 0.1 wt% Brij 35; R3, 0.5
mol dm−3 NaOH; P, micro pump (1.3 ml min−1); V, injec-
tion valve (sample volume 355 ml); MC, mixing coil; T, ther-
mostated bath (30°C); D, CL detector; Rec, recorder; W,
waste.

Fig. 3. Effect of iron(II) concentration on the CL intensity for
1×10−7 mol dm−3 of dopamine solution injected. Flow rate,
1.6 ml min−1. Other conditions as in Fig. 1.

Table 1
Effect of surfactants on the CL intensity for 1×10−6 mol
dm−3 of dopamine solution injecteda

Surfactantb Relative CL intensity (%)

−100None

Anionic:
SDS −13.3

Nonionic:
Brij 35 −187
Tween-20 −95
Tween-80 −106

−184Triron X-100

Cationic:
−9.5CPC

DTAC −347
−184CTAC

a R1, 1.0×10−5 mol dm−3 iron(II); R3, 0.75 mol dm−3

NaOH; T, room temperature; flow rate, 2.0 ml min−1. Other
conditions as in Fig. 1.

b The concentrations of all surfactants used were ten times
the critical micellar concentration.

sequence of treatments such as extraction, column
separation, on-column fluorogenic derivatization,
post-column chemiluminescent reaction and
detection.
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Fig. 4. Typical flow pattern and calibration curve for dopamine. Conditions as in Fig. 1.

On the other hand, flow injection analysis
(FIA) method enables us rapid analysis. The de-
termination of dopamine using the FIA method
has been reported [12–14], in which the output
signal of a biosensor system [12], the absorption
of UV light [13] and the amperometric response of
a wall jet cell [14] are used for detection. Espe-
cially, the FIA method consisting of an immobi-
lized tyrosinase bioreactor and an oxygen
electrode detector with L-ascorbic acid as a reduc-

ing agent is highly sensitive, and the detection
limit of dopamine is 2×10−9 mol dm−3 [12].

The chemiluminescence (CL) method is also of
high sensitivity and is easily combined with the
FIA to provide a rapid and sensitive method of
determination. However, the use of the FIA/CL
method for the determination of catecholamines is
rather rare [15,16]. Deftereos et al. utilized chemi-
luminogenic oxidation of catecholamines with
potassium permanganate in acidic medium, and

Table 2
Effect of coexisting foreign ions and compounds on the determination of 1×10−7 mol dm−3 dopaminea

Foreign ions and compoundsRerative CL intensity (%)Foreign ions and compounds Rerative CL intensity (%)

Ascorbic acid−100 −93None
Fructose−94 −96Sorbitol

−100ValineGlucose −98
Leucine−98 −98Lysine

−97Histidine Tryptophan −99
−100L-GlutamineSerine −99

−105Glutamic acid L-Cystine −106
L-Aspartic acid −123−104 Galactose

−113L-Alanine Sodium urate −51
Cl− −95 SO3

2− −88
−102PO4

3−

−104K+−95Na+

−104Mg2+ Ca2+ −109
−485Cu2+

a These foreign ions and compounds (1×10−6 mol dm−3) were mixed in the solution of dopamine. Conditions as in Fig. 1.
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Fig. 5. Effect of coexisting organic compounds with similar structure to dopamine on the determination of 1×10−7 mol dm−3

dopamine. These compounds were mixed in the solution of dopamine with the concentration of 1×10−6 mol dm−3. Conditions
as in Fig. 1.

the method can determine 0.05–1.0 mg cm−3 of
epinephrine and L-dopa and 0.1–1.0 mg cm−3 of
norepinephrine and dopamine with a sampling
rate of 80 samples h−1 [15]. Lucigenin chemilu-
minescence was used by Al-Warthan et al. for the
FIA determination of isoprenaline, and the loga-
rithmic calibration curve was linear over the range
10−7–10−4 mol dm−3 [16].

We have developed FIA methods for the deter-
mination of ascorbic acid by iron(III)-catalyzed
lucigenin CL in a micellar system [17]. We found
that dopamine strongly interferes with the CL
reaction of the iron(II)–lucigenin system in basic
solution. The degree of this interfering effect de-
pends on the concentration of dopamine and can
be used to determine dopamine. In this paper, we
describe a new FIA method utilizing lucigenin CL
for the determination of dopamine. Using the
present method, determination of 1×10−8–2×
10−7 mol dm−3 dopamine with a relative stan-
dard deviation of 0.7% is possible. The detection
limit (S/N=3) is 2×10−9 mol dm−3, and the
sampling rate is 40 samples h−1. The proposed
method was successfully applied to the determina-
tion of dopamine in pharmaceuticals.

2. Experimental

2.1. Reagents

All of the reagents were of analytical grade and
were used without further purification. The water
used to prepare the solutions was purified with a
Milli-Q PLUS water system (Millipore).

A stock solution of lucigenin (1.0×10−3 mol
dm−3) was prepared by dissolving 0.102 g of
10,10%-dimethyl-9,9%-biacridinium dinitrate (Tokyo
Kasei) in 200 ml of water. A stock solution of
dopamine (1.0×10−2 mol dm−3) was prepared
by dissolving 0.190 g of 3,4-dihydroxyphenethy-
lamine hydrochloride (Wako Pure Chemical) in
water and diluting to 100 ml. A stock solution of
NaOH (1.0 mol dm−3) was prepared by dissolv-
ing 40.0 g of sodium hydroxide (Wako) in 1000
ml of water. A stock solution of iron(II) (1.0×
10−2 mol dm−3) was prepared by dissolving
1.961 g of ammonium iron(II) sulfate hexahydrate
in 1×10−2 mol dm−3 hydrochloric acid and
diluting to 500 ml with the same acid. The dis-
solved oxygen in the stock solution of iron(II) was
removed by bubbling nitrogen gas. Working solu-
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tions were prepared by appropriate dilution of the
stock solutions. A solution of Brij 35 (0.1 wt%)
was prepared by dissolving 0.20 g of poly-
oxyethylene(23) lauryl ether (Wako) in 200 ml of
a lucigenin solution (1.0×10−5 mol dm−3).

2.2. Apparatus

A schematic diagram of the flow system for the
determination of dopamine is shown in Fig. 1.
Two double-plunger micro-pumps (Sanuki Ko-
gyo, DMX-2000) and a six-way injection valve
(Sanuki Kogyo, SVM-6M2) were used to assem-
ble the system. The flow lines were made from
Teflon tubing (0.5 mm i.d.). A CL detector
equipped with a spiral flow-cell (100 ml) (Soma
Optics, S-3400) was used for the measurement of
CL intensities. The output of the detector was
recorded on a recorder (Chino, EB 22005). The
reaction temperature was maintained at 30°C by
circulating water from a constant temperature
bath (TAITEC, DX-100).

2.3. Procedure

In the flow system (Fig. 1), water as a carrier
solution (C), a 1.2×10−5 mol dm−3 iron(II)
solution (R1), a mixed solution of 1.0×10−5 mol
dm−3 lucigenin and 0.1% (w/v) Brij 35 (R2) and a
0.5 mol dm−3 NaOH (R3) were pumped at a flow
rate of 1.3 ml min−1. A 355-ml sample solution
was injected into the carrier stream. The CL
reaction of lucigenin with iron(II) suppressed in
the spiral flow-cell, and the intensities decreased
with an increase in the concentration of do-
pamine. Thus a negative peak, whose height cor-
responds to the concentration of dopamine, was
monitored and recorded.

3. Results and discussion

3.1. Inhibition effect of dopamine on the
iron(II)-catalyzed lucigenin CL reaction

In a basic solution, lucigenin is reduced by
iron(II) to excited N-methylacridon, which then
emits fluorescence [18,19]. It was found that the
presence of dopamine causes an inhibition of this
CL reaction. Since the degree of inhibition de-
pends on the concentration of dopamine present
in sample solution, it is possible to determine the
concentration of dopamine from the decrease in
the CL intensity.

Dopamine has two absorption maxima at 280
and 340 nm. However, an absorption maximum
of 340 nm disappeared by adding iron(II). This
suggests that there exists some interaction be-
tween them. This interaction would hamper
iron(II) from reducing lucigenin, and the CL reac-
tion of the lucigenin–iron(II) system would be
inhibited [20,21].

3.2. Optimization of the flow system

3.2.1. Effects of surfactants
For the application of the CL reaction of luci-

genin to the FIA system, there is one major
problem concerning the solubility of reaction
products: N-methylacridon produced precipitates
in the flow system, and this affects the reproduci-
bility of the measurement. In order to solve this
problem, and also to improve the sensitivity, we
have examined the effects of some surfactants on
the performance of the system. The surfactants
examined were as follows: an anionic surfactant,
sodium dodecylsulfate (SDS); nonionic surfac-
tants, Brij 35, Tween 20, Tween 80 and Triton
X-100; cationic surfactants, cetylpyridinium chlo-
ride (CPC), n-dodecyltrimethylammonium chlo-
ride (DTAC) and cetyltrimethylammonium
chloride (CTAC). Each surfactant was dissolved
in the lucigenin solution at the concentration of
ten times the critical micellar concentration
(CMC), and the solution was pumped from reser-
voir R2 (Fig. 1). The relative CL intensities ob-
tained from these surfactants are shown in Table
1. The negative peak height for dopamine remark-

Table 3
Determination of dopamine in pharmaceutical preparationa

Calibration methodb 19.690.7 mg ml−1

Standard addition methodb 19.490.9 mg ml−1

20 mg ml−1Reference value

a The sample was diluted two million times with water.
b Average of three determinations.
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ably increased in the presence of Brij 35, Triton
X-100, DTAC and CTAC. However, the baseline
intensity in the absence of dopamine also in-
creased in the presence of these surfactants except
Brij 35, and it led to an unstable baseline. As the
baseline was relatively stable in the case of Brij 35,
it was used for the procedure. The effect of the
Brij 35 concentration over the range 0.01–1.0%
(w/v) was thus examined. The negative peak
height increased with increasing the concentration
of Brij 35 up to 1.0% (w/v). However, at concen-
trations higher than 0.1 wt%, a stable baseline
was not obtained and the reproducibility of the
peaks became poorer. Thus a 0.1% (w/v) Brij 35
concentration was selected for the procedure.

3.2.2. Effect of lucigenin
When lucigenin concentrations higher than

1.6×10−5 mol dm−3 were pumped, the baseline
heavily fluctuated, and reproducible measurement
was impossible. The effect of the lucigenin con-
centration was examined over the range 6.0×
10−6–1.4×10−5 mol dm−3. The results are
shown in Fig. 2. In this concentration range, the
negative peak height increased with increasing
concentration of lucigenin. A 1.0×10−5 mol
dm−3 lucigenin concentration was selected taking
into account the stability of baseline and the
reproducibility of the peak height.

3.2.3. Effect of iron(II)
The effect of iron(II) concentration was exam-

ined over the range 6.0×10−6–1.4×10−5 mol
dm−3. The results are shown in Fig. 3. The higher
the iron(II) concentration, the more negative in-
tense peak was obtained. By considering the sta-
bility of baseline and the reproducibility of the
peak height, a 1.2×10−5 mol dm−3 iron(II) con-
centration was chosen for the procedure.

3.2.4. Effect of sodium hydroxide
The effect of the sodium hydroxide concentra-

tion was examined over the range 0.1–1.0 mol
dm−3. The negative peak height increased with
increasing sodium hydroxide concentration up to
0.5 mol dm−3, and a maximum and constant
peak height was obtained at concentrations higher
than 0.5 mol dm−3. Thus, a 0.5-mol dm−3

sodium hydroxide concentration was chosen.

3.2.5. Effect of temperature
The effect of reaction temperature was exam-

ined over the range 25–40°C. The negative CL
intensities became larger as the temperature in-
creased up to 40°C. However, the stability of the
baseline became poorer at higher temperatures.
Thus, a temperature of 30°C was selected for the
procedure.

3.2.6. Effect of flow rate
The negative CL intensities became larger with

increasing the flow rate up to 1.6 ml min−1.
Beyond 1.3 ml min−1, however, the baseline be-
came unstable, so that the flow rate of each
stream was set at 1.3 ml min−1.

3.2.7. Effect of injection 6olume
The effect of the injection volume of dopamine

was examined over the range 130–590 ml. The
sensitivity of dopamine was maximum and almost
constant beyond 355 ml. Thus, a 355-ml of do-
pamine solution was used for the procedure.

3.3. Calibration graph

A calibration curve for 10−8 mol dm−3 levels
of dopamine was obtained by using the optimized
flow system mentioned above. A typical flow pat-
tern and a calibration graph are shown in Fig. 4.
The calibration graph is linear over the range
1×10−8–2×10−7 mol dm−3 dopamine concen-
tration. The relative standard deviation was 0.7%
for eight determinations of 6×10−8 mol dm−3

dopamine. The detection limit (S/N=3) was 2×
10−9 mol dm−3 with the sampling rate of 40
samples h−1.

3.4. Interferences

The interference effects of coexistence of sub-
stances which are expected to present in the bio-
logical matrices or the pharmaceutical
preparation were examined. The concentration of
the coexisting substance was ten times that of
dopamine. The results are summarized in Table 2.
Ascorbic acid, sorbitol and iron(III) did not show
interference effect. Galactose, L-alanine and
sodium sulfite gave a little interference. Cop-
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per(II) and sodium urate markedly interfered with
the determination of dopamine. Hence these inter-
ference effects should be considered when a real
sample is analyzed.

Effects of coexisting organic compounds with
similar structure of dopamine, such as
epinephrine, quinone, etc., on the determination
of 1×10−7 mol dm−3 dopamine were also exam-
ined. The results are shown in Fig. 5, where the
peak height for 1×10−7 mol dm−3 dopamine
(without coexistent organic compounds) is set to
−100. Each organic compound (1×10−6 mol
dm−3) shown in Fig. 5 was mixed in the solution
of dopamine. It is shown that the coexistence of
quinone, hydroquinone, norepinephrine and cate-
chol markedly interferes with the determination of
dopamine. Hence, a separation process by using
an ion-exchange column would be recommended
before determination [22]. On the contrary, these
compounds may be determined in a similar man-
ner as dopamine.

As shown in Fig. 5, regardless of similar struc-
tures between epinephrine and norepinephrine,
epinephrine gives a positive signal and nore-
pinephrine shows the negative. As described in
Section 3.1, inhibition effect of dopamine on the
CL reaction is attributable to the interaction be-
tween dopamine and iron(II). Similar interaction
was also observed for norepinephrine, but not
epinephrine. Thus, the interaction of these com-
pounds except epinephrine with iron(II) caused
negative interference on the CL reaction, while
epinephrine with no interaction gave a positive
signal.

3.5. Determination of dopamine in a
pharmaceutical preparation

The concentration of dopamine in an injection
as a pharmaceutical preparation was determined
by the present method. A sample was diluted two
million times with water before measurement. The

results are shown in Table 3. The values obtained
by the calibration method, as well as the standard
addition method are in excellent agreement with
the reference value.
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Book Review

Modern Deri7atization Methods for Separation
Sciences by Toshimasa Toyo’oka (editor), Wiley,
Chichester, 1999, xiv+298 pp. ISBN 0-471-98364-
0; £80.00

This book is written by sixteen Japanese
chemists from mainly analytical and pharmaceuti-
cal backgrounds. In 298 pages the multi-author
team describes the choice, the handling and some
applications of many important derivatization re-
actions in analytical chemistry with the emphasis
on the detection of organic compounds using high
performance liquid chromatography (HPLC) and
capillary electrophoresis (CE).

Six chapters guide the reader from pretreatment
of real samples to more detailed descriptions of
the most important derivatization methods. Ap-
plications in the first chapter are subdivided into
three different areas: pharmaceutical, agrochemi-
cal and environmental. This chapter, which con-
tains information about more problem-oriented
subjects such as air sampling, is very useful for
teaching. It offers a good survey of the different
kinds of derivatization reagents have been used
for particular classes of compounds. The follow-
ing chapters are more purpose oriented: deriva-
tization methods for UV-detection, fluorescence
and chemiluminescence detection, as well as elec-
trochemical detection for HPLC and CE. The
description of the most popular procedures for
separation and mainly detection of listed classes
of compounds includes useful data about perfor-
mance of the method such as detection limits
along with the operational parameters. Further-
more, molecular structures of the derivatizing

reagents and chromatograms are given. However,
it can be quite time consuming to compare the
different methods for one particular analytical
problem.

The last chapter is devoted to the separation of
chiral compounds. It is the most comprehensive
essay in this book and contains detailed descrip-
tions of useful derivatization reactions for all
aspects of separation which includes gas chro-
matography as well as HPLC and CE.

In general the title of the book ‘…methods for
separation sciences’ is a bit misleading; more than
three quarters of the described methods are for
HPLC and CE detection. Very little information
is available about applications for gas chromatog-
raphy, i.e. reaction for the formation of volatile
compounds, e.g. by using silylation for carbohy-
drates or hydride generation and ethylation for
organometallic compounds such as TBT. The
book is also lacking information on derivatization
reactions used for liquid–liquid separation,
volatilization, or condensation reactions. In fact
the chapter of derivatization methods used for
environmental samples is disappointing. It is short
and does not contain any detailed information
about the methods themselves.

I would recommend this book to everyone who
would like to use it for teaching purposes. For
research it is useful as a guide for derivatization
methods used to enhance the detectability of or-
ganic compounds after liquid chromatography or
capillary electrophoresis.

J. Feldmann
.

0039-9140/99/$ - see front matter © 1999 Published by Elsevier Science B.V. All rights reserved.
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Book Review

Analytical Chemistry by Open Learning—Mass
Spectrometry. 2nd Edition. By D. J. Ando (editor),
Wiley, Chichester, 1999, 509 pp. ISBN 0-471-
96762-9; £37.50.

This ACOL volume on mass spectrometry is an
extensively updated version of the previous edition
written by Reginald Davis and Martin Frearson in
1987. I had studied the first edition in my under-
graduate years and later returned to it to brush-up
on mass spectroscopy as my PhD viva approached.
Unfortunately, I found that many advances had
been made and my old volume had become out-
dated. When this book arrived on my desk to
review I was delighted to find it had been reor-
ganised and extensively up-dated with new devel-
opments in mass spectroscopy.

The basic theory of ion formation and be-
haviour, instrumentation and interpretation of
spectra are well presented and the reader’s partic-
ipation in the learning process is constantly chal-
lenged by self-assessment questions. The answers
to which, at the back of the text, are well explained
and easily understood. Recent developments in
sample ionisation such as laser desorption and
matrix-assisted laser desorption ionisation tech-
niques have been introduced.

The chapter on typical fragmentation patterns of
common functional groups has been expanded to
include the analysis of biomolecules—in particular
that of proteins. The inclusion of this small but
relevant section allows the student to appreciate, to
some extent, the analytical power of mass spec-
troscopy in protein sequencing.

I was very impressed with the chapter on hy-
phenated mass spectral techniques which is cur-
rently a very dynamic area of interest with respect

to separation analysis. The section on LC/MS has
been completely updated and gives a very compre-
hensive overview of the various interfaces that are
available such as electrospray, ionspray, particle-
beam and atmospheric-pressure chemical ionisa-
tion. Although tandem MS/MS was included, it
perhaps warranted more than the three pages that
were allocated to it. Examples of published reports
utilising MS/MS would have more fully shown the
potential of this technique.

The use of computers in structure elucidation
and data acquisition and processing is also in-
cluded and reflects their integral part in modern
mass spectroscopy. This updated edition also con-
tains a small appendix which includes isotopes in
ascending mass order and isotopic abundances for
compositions of C, H, O and N for the student to
appreciate a ‘hands on’ interpretation of spectra.

The final chapter in this book describes the
principles of operation of some common methods
in inorganic mass spectroscopy and applies this to
the analysis of surfaces, bulk solids and solutions.
The student is not only tutored in their advantages
but also in their limitations.

The addition of an index will be welcomed by all
who study using ACOL. Even more so by those
returning for a quick reference. In comparison to
the first edition, there is greater breakdown of the
chapters into smaller, more specific, sections. These
are listed in the contents which is of benefit to the
more casual reader.

To conclude this book is a much awaited revi-
sion and expansion of the previous edition of 1987.
It will be of great use to students and provides a
working knowledge of mass spectroscopy.

A.S. Low
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Book Review

Stereoselecti7ity in Synthesis by Tse-Lok Ho, Wi-
ley, Chichester. 1999, xv+333 pp. ISBN 0-471-
32922-3; £61.50.

The title of the book, ‘Stereoselecti6ity in Syn-
thesis ’, encompasses such a wealth of organic
chemistry that it is difficult to envisage how the
subject may be explained in a logical context. In
this respect, Professor Tse-Lok Ho has done re-
markably well by subdividing the material into
nine chapters. Each of which has an informative
title, several subheadings, numerous clear dia-
grams, a good reference section and has been
appropriately indexed.

I enjoyed reading the opening chapter, where
the basis of stereochemical induction and nomen-
clature are succinctly, yet immaculately, de-
scribed. The brief explanations at the beginning of
the various topics throughout the book were also
a delight to read, but the predominance of target-

orientated examples that followed them made me
wonder if the phrase ‘natural products’ should
have appeared in the title. Although this volume
provides an edifying review of the asymmetric
synthesis of natural products, it focused slightly
too much on exemplifying, rather than explaining,
techniques for obtaining stereocontrol in the syn-
thesis of organic compounds. By doing so, the
author has limited the appeal of the book to the
more advanced reader. In addition, parts of the
text would benefit from some editorial attention
and occasionally the rationale behind the stereose-
lectivity was not to my liking. Nonetheless, the
abundance of chemistry contained within Ho’s
latest contribution has been presented in an edu-
cational and engaging manner, which should ap-
peal to many in the chemical community.

M.F. Ward

.
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Book Review

Electroanalysis by C.M.A. Brett and A.M.O.
Brett, OUP, Oxford, 1998, 88 pp. ISBN 0-19-
854816-8; £5.99

Older readers may remember the very useful
series of OUP paperbacks that came out in the
1970s. I must admit I found them particularly
useful as a supplement to the main recommended
textbooks in the three branches of chemistry, in
particular for the more specialist courses one finds
in the final year of British undergraduate chem-
istry courses. Now we have a new series with the
same philosophy, and with a very reasonable
cover price, thanks to a subsidy from Zeneca. It is
a delight to see the series blossoming into so many
titles; it is a wonderful showcase for chemistry
topics from the (mostly) British undergraduate
perspective. Having said that, the authors of the
book in question teach at Coimbra University,
Portugal. Hard-pressed students might consider
buying these books if their main text-book is not
very helpful. This particular title is a case in point,
covering electroanalytical methods which you
would not find in a physical chemistry text book
such as Atkins, but analytical chemistry majors
might find this material in their analytical chem-
istry book (e.g. Skoog and West). The book be-
gins with a rather rapid discussion of
electrochemical principles, topics which inciden-
tally are covered in two other books in the series.
(I would also strongly recommend Derek Pletch-
er’s book on electrode processes and Bryn Hib-

bert’s book on electrochemistry.) Inevitably, given
the space constraints—less than 90 pages—many
techniques in the following chapters are described
without much explanation of the key equations
associated with each technique. However, the dia-
grams are very good and the text is very clearly
written and accurate. In my own experience, I
have found that lecturing a list of techniques to
students can be unrewarding unless accompanied
by computer simulation of the techniques and a
short laboratory course. Modern instruments are
perfectly capable of carrying out a repertoire of
the techniques mentioned in this book. There is
not much in the book on biosensors, which is
rather a pity as this is a topic that students find
very interesting, and there are no problems. The
last chapter is the most disappointing, since it is
on applications, but the opportunity has been
missed to enthuse students with research case
studies with a few interesting diagrams and key
references. However, overall, I would recommend
this inexpensive book to accompany (or even to
help write!) a short course, on electroanalytical
techniques, but students should be referred to
other books for detailed understanding and for
derivations. Incidentally, a mechanical problem
with the old books was that their pages easily fell
out: there should be no such problems with this
new series.

J. Crayston

.
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Preface

Special Issue Methodologies for wastewater quality
monitoring

www.elsevier.com/locate/talanta

The European Community has decided in 1991
to oblige all the Member States to be equipped
with wastewater treatment plants for all the cities
whose wastewater organic loads is greater than
15 000 equivalent-inhabitants (before 31 Decem-
ber 2000) and 2000 equivalent-inhabitants (before
31 December 2005). The quality of the treated
wastewater must be better than reference values
for some parameters such as BOD (biological
oxygen demand), COD (chemical oxygen de-
mand), TSS (total suspended solids), global nitro-
gen and total phosphorus. Unfortunately, the
usual monitoring procedure is not very satisfying
because the chosen parameters are not easy to
measure without sampling, storage and laboratory
analysis.

The only way to reach the Community levels
fixed in 1991 for the wastewater treatment is to
ensure that the plants are able to work with a
great reliability, which implies that monitoring
should be performed for the characterisation of
raw and treated wastewaters and for the control
of the plant itself. In this perspective, on-line
measurement is more relevant than sampling and
laboratory analysis.

A better management of wastewater treatment
and monitoring implies a close collaboration
among industrialists, municipalities, legislators
and research organisations. To respond to the
need of strengthening links between various or-
ganisations, the Standards, Measurements and

Testing Programme of the European Commission
decided to launch a workshop on ‘Methodologies
for Wastewater Quality Monitoring’ which was
organised by the Ecole des Mines (Alès, France)
and was held in Nı̂mes (France) on 29–30 Octo-
ber 1998. The scientific committee of the work-
shop was chaired by Professor O. Thomas (Ecole
des Mines d’Alès, France) and composed by Pro-
fessor Victor Cerda (University of Balearic Is-
lands, Spain), Dr Ph. Quevauviller (European
Commission, Belgium) and Dr A. Lynggard-
Jensen (VKI, Denmark); the local organising
committee was coordinated by Dr M.-F. Pouet
and Dr E. Touraud (Ecole des Mines d’Alès,
France). The workshop aimed to stimulate part-
nership between industry, research organisations,
universities, environmental control laboratories,
SMEs, regulatory bodies and wastewater treat-
ment plants for the identification of possible ac-
tions to be undertaken in the sector of wastewater
monitoring. Several topics were debated in round-
table during the workshop attended by 25 experts
from 12 European countries, namely: (1) applica-
tions; (2) trends in methodologies; and (3) techni-
cal solutions and validation; the background of
the discussions focused on the research and end
user’s needs, the advantages and drawbacks of
existing methodologies and the validation of
methods for different applications (e.g. sewer
measurement, wastewater treatment plant control,
treated wastewater survey, etc.).
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This special issue of Talanta contains selected
(peer reviewed) papers covering the expertise of
the group of participants. Highlights of the issue
are reviews on flow techniques in water analysis
and trends in wastewater monitoring, discussion
papers describing the regulatory background
(EC Directive on wastewater) and costs related
to on-line instrumentation, and original papers
describing methodologies for wastewater charac-
terisation (e.g. of heterogeneous fractions, min-
eral sulphide, TOC and nitrogen and
phosphorus). The issue also contains a summary
paper giving the conclusions of the round-table
discussions.

The editors gratefully acknowledge all the par-
ticipants for the fruitful discussions which guar-
anteed the success of the workshop. A special
thanks goes to the chair persons and rapporteurs
of the round-tables, and to the local organisers
for their efficient work and dedication.

O. Thomas
Ecole des Mines, d’Alès, France

M.-F. Pouet
Ecole des Mines, d’Alès, France

Ph. Quevauviller
European Commission, Brussels, Belgium

.
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Flow techniques in water analysis

V. Cerdà a,*, J.M. Estela a, R. Forteza a, A. Cladera a, E. Becerra b,
P. Altimira c, P. Sitjar c

a Department of Chemistry, Uni6ersity Illes Balears, E-07071, Palma de Mallorca, Spain
b IMRE, Uni6ersidad de la Habana, Habana, Cuba

c Crison Instruments, S.A., Alella, Spain

Abstract

In the present work the main flow techniques for the analysis and monitoring of several parameters of interest in
the quality control of different types of waters are reviewed. Firstly, a review involving the advantages and
disadvantages of flow techniques, from those currently out-dated, such as segmented flow analysis (SFA), to the most
modern techniques, such as flow injection analysis (FIA), sequential injection analysis (SIA) and multi-commutation
techniques (MCFA), is carried out. On the other hand, a new technique, the multi-syringe flow analysis (MSFA) is
hereby described for the first time as both a fast and robust alternative. Its possibilities, limitations and potential
advantages when using this technique either on its own or coupled to SIA, which carries out a previous sample
handling, are outlined. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Quality control; Waters; Syringe

www.elsevier.com/locate/talanta

1. Introduction

The acceptance of the existence of a correlation
between environmental preservation and standard
of living has led to the need of a vigilance and
continuos control of a large number of environ-
mental parameters. In this way new analytical
methods — fast, robust and whenever possible
multiparametric — capable of undergoing analy-
sis of a large number of samples within a short
period of time have been set up.

One of the current trends in the analysis of
environmental parameters involves avoiding sam-

pling in which all the samples are required to be
carried to the laboratory. Thus, the use of screen-
ing methods, which may not be very selective,
allow, however, the detection of alarm situations
and, therefore, the most complete analyses are
only carried out in those samples where eventually
analysis is required.

Having to dispose of methods applicable to
measurements in the open country, implies a
change of the analyst’s mentality, excessively used
to very sophisticated and expensive techniques,
their use being difficult to adapt outside the labo-
ratory. On the other hand, this problem requires
the use of robust techniques without demanding
the continuos presence of the analyst, especially if
they are applied to a continuos monitoring and/or

* Corresponding author. Tel.: +34-971-173426.
E-mail address: vcerda@p01.uib.es (V. Cerdà)
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Fig. 1. Segmented flow system.

with very frequent measurements, in which,
besides, reagent consumption for the perfor-
mance of the analytical essays is not required or
minimized. In order to be consistent with the
aim of an environment quality improvement
these reagents should be also environment-
friendly.

Although for the analysis of certain environ-
mental samples all the above-mentioned objec-
tives are difficult to be achieved in a completely
automatic way, aqueous samples are especially
well adapted to be analysed by flow techniques.
The advantages and disadvantages of each of
the former techniques are reviewed below.

The importance and interest of these flow
techniques regarding the study of water quality
is reflected by numerous reviews which have
been carried out within this field [1–18] either
with a general approach, or in the case of their
application to the determination of certain
parameters. A vast majority of these works are
referred to the application of flow injection
analysis (FIA), which has been -by large- im-
posed during the last decades over the remain-
ing techniques. There are hardly any
bibliographical reviews worth to be mentioned
regarding the other techniques, because of the
fact that either they are no longer in use (SFA)
or they have not been sufficiently developed yet
(MCFA and MSFA). The only bibliographical
review on SIA which we are aware of has been
very recently published [19].

2. Techniques

2.1. Segmented flow analysis (SFA)

Segmented flow analysis was one of the first
techniques widely imposed in the laboratories re-
quiring a large volume of analysis, such as hospi-
tals and oceanographic laboratories. The
continuous segmented flow analysis methods
(SFA), commercialized by the trade Technicon by
the name Autoanalysers, are the classic methods
described by Skeggs in 1957 [20] (Fig. 1).

Samples are sequentially aspirated and between
them air bubbles are located which separate (seg-
mentate) the flow established, including a washing
cycle. Usually, the air bubbles are eliminated be-
fore reaching the detector flow cell. They fre-
quently consist in multichannel techniques, in
which there is an individual detector for each

Fig. 2. Flow injection system.
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Fig. 3. Sequential injection system.

Fig. 4. Flow diagram of a multicommutation system for automatic single stage dilutions.

parameter to be determined, and therefore are
usually expensive, although they offer good possi-
bilities of working capacity. They have been de-
signed to simultaneously determine even more
than 20 parameters. These systems were gradually
phased out by discontinuous automatic systems,
until flow injection analysis (FIA) was introduced
(Fig. 2).

Among the technical characteristics of SFA are
the following: aspirated sample volumes 0.2–2 ml;
response time 2–30 min; tube diameters 2 mm;
detection in homogeneous equilibrium state; sam-
pling frequency of up to 80 samples h−1, preci-
sion of 1–2%, high reagent consumption and Fig. 5. Multisyringe flow system.
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Fig. 6. Improved multisyringe flow system with sampling set
up.

essential washing cycle.More recently, microseg-
mented techniques for water analysis have been
proposed [21–23].

2.2. Flow injection analysis (FIA)

The designation of flow injection analysis (FIA)
[24,25] was proposed in 1975 by J. Ruzicka and E.
Hansen. The inclusion of the term ‘injection’ in
the name of this technique is due to more a
historical aspect rather than the present situation.
In the beginning of the former technique a syringe
was used to inject a sample through a septum into
a reagent flow. Nowadays, rotation valves which
insert the sample into a flow of reagents, rather
than injecting the sample, are used.

Although schematically and conceptually FIA
and SFA may appear to be very similar, however,
the differences in practice are remarkable. In the
first place, in FIA, samples are not segmented by
air bubbles and tubes are considerably narrower
(of the order of 0.5–0.7 mm of i.d.), through
which the flow pattern is of the laminar type. The
injected sample volume in SFA is considerably
larger than that of FIA, in which only volumes of
the order of 10–100 ml are used. The response
time is of 3–60 s, the frequency may well be of
120 samples h−1, a similar precision to that of
SFA (1–2%) is achieved, reagent consumptionFig. 7. Multisyringe flow system with additional burette.

Fig. 8. Connection control panel for the AUTOANALYSIS program.
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Table 1
Devices which can be controled with the AUTOANALYSIS program

Device Function Model Firm

Super ADDA16 channelsA/D 14 bits Decision
14

4 channels SilMon ScopeA/D 8 bits Card with automatic gain Silmon
adjustement

DASH8A/D 12 bits Keithley8 channels
A/D 12 bits 8 channels, progr. Gain DAS 801/CE Keithley
I/O digital Card Decision48 lines 3 counters 16 bits 8255–8253

FlytecI/O digital Card
16 Photo 16 reles Industrial Smat-I/O Card Decision

Lab
Reglo-DigitalDirect and reverse control, 4 channels IsmatecPeristaltic pump

2 burettes, 2 analogic inputs, 1 selection valve+SIA system Compact Titra- Crison
autosampler tor

Automatic burette 5000 steps Microbur 2031 Crison
Modelo 7381000 steps CrisonAutomatic burette

CrisonAutomatic burette 4 syringes+2 commutation valves
Pump 20602 selection valves, 8 channels each CrisonValves module

1 selection valve 8 channels, 1 injection valve 6Valves module Pump 2060 Crison
canales
1 selection valve 6 channels, 1 injection valve 6Valves module Sciware
canales

Microsampler40 samplesAutosampler Crison
2040

Autosampler 15 samples Crison
MaxidigestNeeds DASH8 or DAS801 card ProlaboMicrowaves oven

Conductimeter Digilab 517 Crison
Modelo 525Conductimeter Crison
GLP 32 CrisonConductimeter

Only pHpH meter 517 Crison
pH and temperaturepH meter MicropH 2002 Crison

GLP22pH and temperature CrisonpH meter
190–800 nmDiode array spectrophotometer HP8452A Hewlett-Packard
190–1100 nmDiode array spectrophotometer HP8453 Hewlett-Packard
Master PC1000 Ocean OpticsCCD array fiber optic spectrophoto-

meter
CCD array fiber optic spectrophoto- Master PC2000 Ocean Optics

meter
SlaveCCD array fiber optic spectrophoto- PC2000 Ocean Optics

meter
Flurimetry for single point, synchronous, vari-Fluorimeter LS50 Perkin Elmer
able angle spectra
Flurimetry for single point, synchronous, vari-Fluorimeter LS5 Perkin Elmer
able angle spectra

Excalibur PSA AnalyticalAtomic fluorescence Hydrides generator
Compact Titra-2 burettes, 1 slection valve, 2 A/D inputs CrisonSIA system
tor

drastically decreases, the washing cycle is not
required and the application of kinetic methods is
feasible, with or without stopped-flow. The nu-
merous advantages of FIA justified the fact that

at that moment the continuous flow analysis
methods were revitalized. However, undoubtedly,
perhaps the major advantage is the great repro-
ducibility in the results obtained by one
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technique which can be set up without excessive
difficulties and at very low cost of investment and
maintenance. These advantages have led to an
extraordinary development of FIA, not compara-
ble to that of any other technique.

Nevertheless, to the former advantages a series
of disadvantages are opposed, which are espe-
cially evident when used in the monitoring of
environmental parameters. Undoubtedly, the
Achilles’ heel of this technique is the use of peri-
staltic pumps. The flexible tubing which these
pumps require imply a change in both the sample
and reagent flows in the short or long term due to
tube squashing, which in turn implies a recalibra-
tion of the system. These tubes become especially
vulnerable when management of relatively aggres-
sive reagents is required, such as moderately con-
centrated acids or bases, or — especially — when
handling organic solvents to improve solubiliza-
tion of compounds or carrying out extraction
processes. On the other hand, although several
methods which allow the simultaneous determina-
tion of different parameters have been developed,
the FIA technique is basically monoparametric,
being also relatively limited when carrying out

sample pre-treatments. In any case, FIA is one of
the most preferred techniques in the determina-
tion of a parameter in a set of a large number of
samples.

2.3. Sequential injection analysis (SIA)

Sequential injection analysis has been also pro-
posed by J. Ruzicka et al. in 1990 [26] (Fig. 3). It
consists in a conceptually simple technique and
was initially proposed as a possible alternative to
FIA. In practice, it has been proved that it offers
very different possibilities, with a series of advan-
tages and disadvantages in relation to the former.
Initially, the use of sinusoidal propelling pumps
difficult to program was proposed, however, sub-
sequently, other alternatives have been introduced
such as the same peristaltic pumps used in FIA
[27], or the burettes used in automatic tritations
[28]. The latter were initially limited by the still
high rates at which they performed even at their
lowest range rates (values \2 ml min−1). Subse-
quent modifications in the firmware introduced by
the manufacturer have allowed to solve the prob-
lem. Automatic burettes as an advantage elimi-

Fig. 9. Editor of the analytical methods of the AUTOANALYSIS program.
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nate the use of the flexible tubing in peristaltic
pumps, thus making the use of aggressive solvents
or reagents more feasible.

Among the advantages of SIA in the first place
it should be mentioned the fact that the manifold
is more simple and universal than that of FIA.
Thus, although in the latter technique the resi-
dence time in the reactors is fixed according to the
tubing length, in SIA the manifold can remain
fixed and control of the reaction times can be
carried out by means of a computer internal
timer. This device fixes the circulation of the
liquids in the different directions, being able to
stop the flows whatever time required. In SIA the
use of peristaltic pumps can be completely elimi-
nated, being replaced by glass syringes to which
usually neither the samples nor the different
reagents reach. In this way, SIA becomes a very
robust technique from the point of view of the
setting-up of monitoring systems of environmen-
tal parameters, since these systems do not tend to
present a faulty calibration, they can easily man-
age aggressive reagents and/or solvents, which are
at all times only in contact with glass or PTFE
tubes. On the other hand, in FIA the peristaltic
pump is usually permanently in movement, the
analytical measurements -being or not carried out,
giving rise to an inadequate reagent consumption,
whereas in SIA the system only performs when
measurements are required, thus, the reduction in
consumption of both samples and reagents is
drastic in relation to FIA. Thus, e.g. for a week in
monitoring processes a consumption of :10 l of
reagent per channel is required in FIA, whereas
the former consumption is being reduced to 1.5 l
in SIA. However, in spite of these advantages,
SIA presents a series of disadvantages against
FIA, the analysis frequency being the most impor-
tant. FIA can be considered a technique in paral-
lel, in which both the sample and the different
reagents are simultaneously propelled by the peri-
staltic pump. However, SIA on its own account
(and as stated by its name) operates by aspirating
sample and reagents one after the other, which
introduces two major critical aspects: a consider-
ably decrease in the sampling rate (it is easily
reduced to half as much in relation to FIA) and

major difficulties in the mixture of sample and
reagents.

Other of the inconvenients of SIA is the almost
compulsory control of the whole system by incor-
porating a computer which imposes the perfor-
mance of the instruction sequence in well defined
periods of time in order to achieve a reproducible
process. On the other hand, it is responsible for
data acquisition and treatment (in FIA potentio-
metric recorders are more widely used, which
allow the use of manual systems, although incon-
venients in data treatment and storage are intro-
duced). The hardly any presence up to present in
the market of commercialized software of a gen-
eral approach for SIA explains the fact that the
development of the former technique has been
considerable slower than that of FIA. Although
being a major disadvantage, since setting-up of an
automated SIA on one’s own involves evident
difficulties (there is no point in using manual
SIA), however, it constitutes one of the advan-
tages of SIA against FIA, especially when apply-
ing stop-flow techniques.

In spite of the above-mentioned disadvantages
against FIA, SIA has finally presented a series of
additional advantages initially not taken into ac-
count. Firstly, SIA has proved to possess an
exceptional capacity in relation to previous sam-
ple handling, allowing to circulate the sample and
reagents through several channels, to reverse
flows, to handle aliquots, etc. On the other hand,
SIA has proved to be a technique which can be
designed to operate in a multiparametric way,
which is of special interest when considering the
design of environmental monitors. Usually, these
monitors do not require a considerable sample
frequency; at times carrying out measurements
every 15 min or even at less frequencies is suffi-
cient. Since the sample and the different reagents
can be placed around the selection valve, the
programming of the computer work for the deter-
mination of successive parameters which will
characterise the sample quality becomes immedi-
ate. Thus, a monitor of waste water has been
proposed with which the DQO, DBO, ammo-
nium, nitrate, nitrite, total nitrogen, orthophos-
phate, total phosphorus, detergents, etc. can be
sequentially determined every 15 min [29].
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2.4. Multicommutation flow analysis (MCFA)

Multicommutation is a novel approach in flow
analysis which can be implemented by using dis-
crete commutation devices, such as three way
solenoid valve. The approach has been used to
perform binary sampling [30], making feasible the
reduction of reagent consumption, sequential de-
terminations [31,32] and sequential management
of incompatible reagents in single line manifolds
[32]. This technique has been proposed to signifi-
cantly widen the determination ranges [33,34]
(Fig. 4).

2.5. Multisyringe flow analysis (MSFA)

It is in fact a technique which is hereby de-
scribed for the first time [35]. It has arisen with
the aim to transfer the robustness of the SIA
methods based on the use of syringes, to the FIA
technique and, thus, solve the problem of using
peristaltic pumps together with the inconvenien-
cies related to flexible tubing which their use is
based on. As shown in Fig. 5, in both MSFA and
SIA, liquids are only in contact with the glass or
PTFE tubing, which makes the use of aggressive
reagents and solvents feasible. In order to make
this technique competitive from an economic
point of view against the remaining techniques,
the first prototypes have been assembled adapting
a typical burette of automatic tritations (like those
used in SIA) to simultaneously enable the move-
ment of four syringes, which can be of different
capacity, allowing the different channels to per-
form at a different flow. In this technique the use
of solenoid valves employed in the multicommu-
tation techniques has been also incorporated to
eliminate the critical aspects of the use of rotary
motors. Thus, the problem of the detection of
positions is solved and, besides, the rate in the
selection of channels is increased.

The first prototype was constructed by incorpo-
rating only four syringes with their corresponding
solenoid valves. In order to apply the system, this
module should be used together with an injection
valve. In the filling position of the burettes the
injection valve is placed in the loading position
and the samples aspirated by one of the syringes

(W), whereas the remaining syringes aspirate the
reagents which will be required in the analytical
method. By commuting the valve in the injection
position and using one of the syringes of the
system to propel the sample (C) and using the
remaining two to propel the reagents (R1 and
R2), the device operates the same as FIA. How-
ever, the difference lies in the fact that reagent
consumption is carried out only when a measure-
ment is required, being independent from time
and, therefore, being only dependent on the sam-
pling frequency.

The incorporation of two additional commuta-
tion valves in the subsequent prototypes has in-
creased the possibilities within the system,
allowing to use the same module for the develop-
ment of the multicommutation techniques. How-
ever, in this case flows are originated by liquid
propelling and not by aspiration, thus reducing
the risk from formation of undesirable bubbles.

On the other hand, the use of the two addi-
tional valves which operate replacing the injection
valve is feasible (Fig. 6), thus, simplifying and
decreasing the cost of the system even more.

2.6. Hyphenated techniques

The combination of the different flow tech-
niques above mentioned is of great interest.

Thus, the advantages offered by the SIA tech-
nique can be of great use in relation to the
previous sample handling, and subsequently, once
the samples happen to be under appropriate con-
ditions they can be injected following the criterion
of other techniques. The determination of iron in
water by carrying out its pre-concentration by
SIA on a Chelex 100 column has been described
[36]. The pre-concentrated iron is eluted with ni-
tric acid, converging the eluate with another thio-
cianate flow according to the traditional FIA
approach, to determine the red complex formed
by spectrophotometric detection.

A simple combination which has led to excel-
lent results is that of coupling the multisyringe
technique to another normal burette (Fig. 7). The
process is initiated by loading the sample as de-
scribed in the corresponding MSFA section. Sub-
sequently, the sample is injected and mixed with
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other reagents, also as previously described. The
additional syringe is used to end the passing of
the remainder liquid through the detector,
whereas, simultaneously the multisyringe starts a
new cycle of reagent filling and sample loading,
the analytical process being subsequently re-
peated. The extra syringe is filled with carrier
when the multisyringe is performing the injection
process. Thus, an alternative balance multisy-
ringe-additional syringe takes place, which allows
to achieve frequencies of up to 180 injections h−1,
with the robustness of MSFA, since no flexible
tubes are used at any moment and the liquids are
only in contact with glass or teflon.

Good results are also achieved by the coupling
of SIA to MSFA, which has been applied to the
determination of acidity in the lixiviates in the
treatment of minerals [37].

Although this combination could be considered
as a coupled technique, this terminology is ap-
plied when the flow technique is coupled to an-
other different technique, such as gas
chromatography, capillary electrophoresis [38] or
mass spectrometry [39]. On same occasions the
use of this terminology has been exaggerated,
being extended to the cases in which the very
expensive or sophisticated detectors have been
used such as ICP. If the former inclusion was
accepted almost all the proposed flow methods
should be included within this group, since the
connection the former flow system with one detec-
tion method or another takes place.

3. Software

One of the major difficulties which has retarded
the development of the most modern flow tech-
niques has been the availability of the programs
which manage the system. As mentioned before
one of the major advantages of FIA which has
allowed an explosive development of publications
is its feasibility in being assembled in the labora-
tory without requiring the use of a computer to
control the system.

On the other hand, it is hardly unthinkable the
application of the SIA, MCA and MSFA tech-
niques together with their combined use without

involving a computer, since residence times and
other characteristics of the systems are directly
controlled by computer. Until a few years ago
software had to be developed by the users them-
selves, which explains the fact that the develop-
ment of SIA, in spite of its advantages, has not
been as spectacular as that of FIA. Likewise we
believe that the generalization of MCA and
MSFA techniques will be also delayed.

At present there are several commercialized
programs or programs available for the SIA users,
some of which have been already mentioned, cited
by J.F. van Standen in a recent SIA review pub-
lished in LRA [40], FlowTEK [41], DARRAY
[42] and FIALab [43].

Frequently, one of the major limitations of
these programs is the fact that they have been
designed for excessively specific purposes and
should be modified when requiring either the de-
velopment of other applications or the change of
the types of detectors. In order to avoid the
former critical aspects, the program AUTO-
ANALYSIS has been recently developed [44] to
work under Windows of 32 bits. The design has
been carry out to operate in four different layers,
with their corresponding DLLs, being the first
and fourth interconnected with the intermediate
ones, however, at the same time the former layers
remain isolated between them. This allows the
developed analytical methods to be independent
from the instrumentation used, being the incorpo-
ration of new instrumental modules feasible with
only the development of the corresponding DLLs
which will allow them to be controlled from the
main module.

In Fig. 8 the menu of the AUTOANALYSIS
program is shown. In the left window it can be
noticed the communication channels opened for
the connection of the different elements. In those
to the right it can be observed how the HP-IB
communication channel is selected (top window),
to which a diode spectrophotometer is hung (bot-
tom window).

Working at 32 bits implies a multiarea program
making simultaneously feasible the application of
developed flow methods, data treatment with the
same program, document edition with other com-
mercial programs, etc. The program has been
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thought to work under the conception of labo-
ratory unitary operations, with which the imple-
mentation of individual flow (FIA, SIA, MCA,
MSFA) or coupled techniques (SIA-FIA, SIA-
MSFA, etc.) is feasible. In Table 1 the different
types of instruments and apparatus which can
be controlled by the AUTOANALYSIS pro-
gram and may be used for the configuration of
automatic systems are specified.

In Fig. 9 the edition of an analysis method by
the AUTOANALYSIS program is depicted.

4. Applications

Flow techniques have been widely used in the
analysis of environmental parameters, and, espe-
cially, in water analysis, to which they are par-
ticularly adapted. In the E.Hansen [45] database,
which may be accessed to by internet, more
than 750 citations related to water analysis are
found, most of which are based on the use of
FIA. In the review of the former applications
several types of waters, such as natural, residual,
drinking, marine, estuary, salty, superficial, un-
derground, refrigeration, energy co-generation
waters, etc. are found.

4.1. Monitoring

Although many techniques have been devel-
oped to be used in the laboratory, being water a
fluid easy to handle, one of the major possibili-
ties of flow techniques is that of their applica-
tion in the monitoring of parameters of interest,
especially in on-line mode, which has given rise
to several reviews [46–57] and even EPA regula-
tions have been established [58,59].
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Abstract

A review of the trends in monitoring of waste water systems is given — with the focus on the use of sensors for
on-line real-time monitoring and control. The paper formed a basis for discussion at the workshop on Methodologies
for Wastewater Quality Monitoring, Nı̂mes, 29–30 October 1998, organised by the European Commission and Ecoles
des Mines d’Alès. The basic structure of the typical organisation of monitoring and control based on sensors and the
handling of the sensor data are discussed and the different types of sensors are classified according to the method used
for their introduction into the structure. Existing and new sensor technologies are briefly described, and the
possibilities of how standardisation of on-line in-situ sensors can encourage further developments and use of sensors
are presented. © 1999 Elsevier Science B.V. All rights reserved.
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1. Structure of monitoring and control

The automation of waste water systems (sewer
systems and waste water treatment plants — mu-
nicipal as well as industrial) is not as developed as
other process industries mostly due to the very
hostile environment where sensors have to be
located. There has simply been a lack of proper
sensors, which can be used for on-line real-time
monitoring/control.

However, recent years have shown use of classi-
cal sensors as pH, dissolved oxygen, redox, turbid-
ity, etc, and also the development and use of
analyser systems for nutrients and organic matter
have reached a level of practical use. Furthermore,
new technologies are introduced, most of these

using the real time calculation capabilities of mi-
croprocesser systems located directly in the sensors.

The typical structure used for introduction of
these sensors into waste water systems for monitor-
ing or even control is shown in Fig. 1.

At the lowest level sensor data are collected in
data loggers or PLCs and transmitted to a SCADA
system main station. If the sensor data only are
used for simple monitoring the timeseries may be
displayed to the operators at this level, but if the
sensor data are used for decision support or real
time control, it is now more common to transmit
these further on to a superior system, which is using
the SCADA system as a front end as described by
Lynggaard-Jensen in Ref. [1].

These superior systems are also more and more
frequently connected to each other, if the moni-
tored/controlled areas are connected in the real
world (e.g. sewer system and treatment plants in* Fax: +45-861-975511.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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the same catchment area) giving the possibilities
of exchanging data and information of preferred
set points.

Furthermore, these superior systems can be
connected as information providers to the admin-
istrative level, giving condensed information to
create an overview of the operative levels.

The data handling in the superior systems is
typically organised as shown in Fig. 2. An ex-
tremely important feature of these systems (which
in time might be added to the SCADA system
functionalities) is the sensor data validation. Even
with more and more reliable sensors the sensor
data should before direct use for other than mon-
itoring be validated.

The figure also indicates a new paradox: ‘the
more sensors available, the more timeseries to be
followed in real time — which is impossible for
the operators, who then will want less time-
series’.

The paradox demands that software on the
superior systems is capable of turning a huge
amount of sensor data into reliable information,
which can either be over looked by operators or
used directly for closed loop real-time control.
This type of software is now know as data fusion
software. An example of an implemented system
based on classical sensors and analysers and the
system structure described is given by Lynggaard-
Jensen et al. in Ref. [2].

Fig. 1. Typical information flow in a waste water system.
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Fig. 2. The data fusion hierachy.

installation of these. First of all the placement of
the sensor is important, e.g. in which environment
shall the sensor operate and shall data be avail-
able in real time.

Equally important are sampling and filtration
of the sample. Are these procedures acceptable for
the measurement in question, and if so, is it
acceptable to do this batchwise? The principle of
the measurement itself is important in order to
take known interfering substances into account,
and of course it is important if one sensor can
give information of more than one measurerand.

The need for supplies is of course a cost
parameter and also influence the service intervals,
which also include cleaning, calibration, etc. Table
2 shows a sensor classification, which suggests
that sampling, filtration and the number of mea-
surands are the most important properties to take
into account when looking at existing and known
to-come/sensors analysers for waste water
systems.

Table 1
Sensor proporties

ExampleProperty

Placement of In-situ, at-line, in-line; on-line, off-1
sensor line
Principle of External sampling, no external sam-2

plingsampling
3 Filtration, no filtrationPrinciple of

filtration
Continuous, batchPrinciple of4

sample treat-
ment
Principle of5 Photometric, colorimetric, enymatic,
measurement titrimetric
No. measurands Single parameter, multi parameter6
Need for sup-7 Consumeables, no consumeables
plies

8 Long intervals, medium intervals,Service intervals
short intervals

Table 2
Sensor classes

Single parame- Multi parameter
ter

External sampling Class 2Class 1
Class 4Class 3External sampling

and filtration
No external sampling Class 5 Class 6

Fig. 3. Use of simple classical sensors for process control.

2. Sensor classification

Existing sensors and analysers can be divided
into classes after their respective properties. Table
1 shows eight different sensor/analyser properties,
which all should be taken into account before
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3. Existing and new sensor technologies

The classical sensor type — ‘a small probe
measuring directly in the water and giving a con-
tinuous signal’ — is in fact according to the
above classification, a class 5 sensor and therefore
by the definition an attractive technology. Well
known classical sensors are temperature, pH, con-
ductivity, oxidation reduction potential (ORP or
redox potential) and (to a lees degree) dissolved
oxygen. Apart from the DO these sensors are
physical–chemical sensors, and in that sense not
giving specific information of a certain substance.
However, with the correct maintenance and a
little bit of real time computing these sensors can
be used for rather complex process control, as
already documented by Wouters-Wasiak [3] in
1994 and shown in Fig. 3. The figure shows the
measurements of ORP and the DO concentration
together with the operation of the blower in an
intermittent aerated waste water treatment plant
with nitrogen removal.

The nitrate breakpoint measured by ORP indi-
cates the end of the denitrification period (anoxic
to anaerobic conditions), whereas the DO break-
point indicates the end of the nitrification period.
The rapid increase in the DO shows the smaller
oxygen consumption due to the fact that all am-
monium has been oxidised.

Measuring nutrients (ammonium, nitrate and
phosphate) are very important in waste water
systems, and a lot of effort have been used in
order to develop sensors/analysers for this. Table
3 shows the most common commercial available
systems — most of these based on well-known
colorimetric reactions automated in analysers.

Fig. 4. Sampling and filtration system for nutrient analysers.

However, these analysers require external sam-
pling and most of these also filtration (class 1 and
3). Fig. 4 shows the set-up with these analysers.

The filtration of the sample is often done using
cross flow filtration. The typical system is using a
main stream provided by a submersible pump
mounted with a cutter system and giving 10 m3

h−1 to the cross flow filtration unit based on

Fig. 5. Micro continuous flow analysis.

Table 3
Nutrient analysers — the chemical method and the alternative(s)

Chemical methodMeasurand Alternative

Indophenol BlueAmmonium Increase pH and measure NH3 with a gas sensi-
tive electrode
Absorbance at 205 nm or ion-selective electrodeNitrate Reduction to nitrite followed be formation of a purple Di-

Azo complex
Molybdenum blue NonePhosphate
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Fig. 6. Absorbance spectra-waste water (activated sludge).

ceramic tubes with a pore size of 20 mm. The unit
is typically providing a filtrate of 10 l h−1 down
to 2 l h−1 before cleaning. The operating time
between cleanings is 2–3 weeks. A solution of
NaOCl is typically used for cleaning.

Although the described analyser systems are
used during normal operations as standard equip-
ment, they require a good deal of maintenance in
order to be reliable — a fact described by many
experienced users (Londong and Wachtl [4],
Schlegel and Baumann [5], Thomsen and Kisbye
[6], Nyberg et al. [7]). Furthermore, the installa-
tion costs can be considerable, and the long re-
sponse times (10–25 min) cause difficulties in
incorporating them in standard feed-back process
control loops.

Thus, the need for new principles for sensors
for real-time on-line process control seems obvi-
ous, and some of the major demands to the
development work have been and are to design
sensors, which can be placed directly in the waste
water systems (no sampling and filtration) and
measure the right measurands within appropriate
ranges with a fast response time (less than 5 min)
and continue to do that with maintenance only
once a month.

Several well known measuring principles can be
used to comply with these demands if the princi-
ples are used together with technology now avail-
able (possibilities for fast and big computations,
optical standard components, membrane technol-
ogy and micro-mechanic designs). Some of these
principles include:
� Colorimetry combined with semi-micro me-

chanics and membrane technology.
� Absorbance using photodiode-arrays for spec-

tral information
� Fluorescence with multi excitation and scan-

ning for emissions
� Bio-sensors based on immobilised bacteria

Colorimetry combined with semi-micro me-
chanics and membrane technology have been as-
sembled in a concept called micro continuous flow
analysis (mCFA), which is described by Lyng-
gaard-Jensen et al. in Ref. [8], and briefly shown
in Fig. 5. The figure shows the functions and how
these have been built into the sensor. Reagents
and clean water are stored in bags (1) and trans-
ported around the sensor with pumps mounted on
a transportation manifold (2). A carrier (clean
water) is pumped to the membrane device (3) and
flows in a track on one side of the membrane. The
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Fig. 7. Example of micro-scale spectrophotometer (Zeiss).

Fig. 9. Bio-sensor based on immobilised bacteria.

other side of the membrane is exposed to the
activated sludge/wastewater, and the carrier is
enriched with ions passing through the mem-
brane. The enriched carrier is mixed with reagents
and pumped to the reaction area (4) and further
on to the photometer for detection (5) — both of
these are heated to a constant temperature. From
the photometer all liquid is pumped to the waste
bag (6). All functions are supervised and con-
trolled by a microcomputer (7).

The sensor design, which can be used for vir-
tually any ion with a known and stable colori-

metric reaction, demonstrates that it is possible to
design and construct real-time on-line in-situ
closed loop sensors (without the need for a
preceding cross flow filtration and without spill of
chemicals) with response times less than 5 min,

Fig. 8. Single channel fluorimeter for the measurement of NADH in activated sludge.
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a maintenance period of 1 month is possible due
to a very low consumption of chemicals (less than
3 l month−1), an effective auto-calibration system
and no fouling of the membranes used. The prin-
ciple has been applied to sensors for ammonium,
nitrate and phosphate respectively. These three
sensors have been tested for wastewater treatment
plant applications and are commercially available
on the market.

Absorbance using photodiode-arrays for spec-
tral information gives the possibility to construct
low cost multiparameter sensors. Whereas the
sensors presented in the previous section measures
absorbance at a specific wavelength determined by
the developed colour, it is also possible to mea-
sure the absorbance spectrum — with or without
adding chemicals. The spectral information repre-
sents a composite and complex picture of infor-
mation of the absorbance of all substances which
have molecular energy levels which are able to
absorb the light used.

Absorbance measurements are usually used in
the ultraviolet and visible light (UV-VIS) region.
The region has a lower limit due to the strong
absorbance of water itself below 200 nm. Nitrate
is a good example of a strong specific absorbance
(205 nm), but unfortunately this is in waste water
often hidden in the strong absorbances from or-
ganic substances. However, nitrate analysers
based on absorbance at 205 nm are available on
the market — all of these trying to compensate
for the organic substances by calculations using
absorbances from other wavelengths in the
spectrum.

Fig. 6 shows an example of 50 absorbance
spectra of samples of activated sludge at different
times during the cycle of a bio-denitro waste
water treatment plant. The absorbance spectra are
recorded in the laboratory with an HP8453 UV-
VIS spectrophotometer. If the same samples are
analysed for different substances, it is possible to
carry out a multivariate calibration of the spectra
to the analysed values. This calibration can then
be used with spectra recorded at a later time
giving the concentrations of the substances with-
out any need for analyses.

The principle is clearly demonstrated for nitrate
by Karlsson [9], who also is able to measure

Table 4
Performance characteristics of on-line in-situ sensors/
analysersa

Laboratory testPerformance characteris- Field test
tics

Linearity (range) ã
Lowest detectable change ã

ãSelectivity
ãLimit of detection
ãLimit of quantification

ãResponse times ã
ãDead (lag) time
ãRise and fall times
ãRuggedness

Trueness/bias ã ã
Repeatability ã

ãReproduceability
Up time ã

ãDrift
ãMemory effects

a Accuracy: trueness/bias (systematic error) and precision
(random error). Precision: repeatability and reproduceability

total-P, total-N, ammonium and iron simulta-
neously with the nitrate. The methodology used is
also known as chemometrics, and together with
the development of stable micro-scale spectropho-
tometers (diodearrays) — as the one shown in
Fig. 7 — it will be possible to develop small
integrated multiparameter absorbance sensors.

The application of UV-spectrophotometry for
industrial waste waters has been exploited by
Thomas [10], who uses the combination of spec-
tral measurements and multivariate calibration
for rapid determination/estimation of nitrate,
TOC, COD and anionic surfactants. The results
are generated by an on-line real time analyser and
used for incident detection/diagnosis, process con-
trol and waste water characterisation. The analy-
ser is now commercially available.

Fluorescence with multi excitation and scan-
ning for emissions produces a 3-dimensional spec-
trum — each excitation wavelength might give a
fluorescence which is a function of the emission
wavelength. A prerequisite for the generation of
fluorescence is of course that the substance can
absorb the light at the excitation wavelength and
that the energy is released again through emission
of light. This light is the fluorescence and it has a
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specific wavelength for a given substance. The
fluorescence will always have a longer wavelength
than the light absorbed, because some of the
energy release always will happen through vibra-
tion and rotation in the molecules.

The oldest and best known sensors based on
fluorescence are fluorimeters for chlorophyll and
oil, respectively. Most of these are single channel
fluorimeters, meaning that a specific wavelength
of light is used for excitation of the molecules and
the resulting fluorescence is measured at one spe-
cific and somewhat longer wavelength. The ad-
vantages of fluorescence to absorbance are the
more specific measurement and lower detection
limits.

A typical design of a single channel fluorimeter
is described in Nørgaard [11] and shown in Fig. 8.
This fluorimeter measures NADH, which is an
important proton transporter for the processes
inside the bacteria. NADH fluorescence is mea-
sured at 460 nm (excitation at 340 nm). Because
the corresponding oxidised state, NAD+ , is non-
fluorescent at 460 (does not absorp at 340), it is
possible to measure biological activity expressed
by the concentration of NADH, a fact that has
been well known within fermentation industry for
several years.

Isaacs [12] shows that the NADH fluorescence
can be used to detect the end of the denitrification
in an alternating activated sludge plant and also
reports some correlation between fluorimeter out-
put and the peak oxygen uptake rate. These re-
sults are confirmed by Nørgaard [11], who also
describes a theory for the fluorimeter output and
how this can be used for a process control strat-
egy for nitrogen removal.

As mentioned fluorescence can also be mea-
sured as a 3-dimensional spectrum. Multichannel
fluorimeters for detection of different PAHs have
been developed — most of these with one excita-
tion wavelength only and therefore producing a
2-dimensional spectrum, but very little has been
done on waste water treatment plants on mea-
surement of real spectras combined with chemo-
metrics. After faster electronic chips have become
available work has also been done to make the
fluorescence measurements even more selective by
incorporating the time response for the fluores-

cence (typically in the order of 5–100 ns depend-
ing on the substance). This also produces a
3-dimensional spectrum with the fluorescence as a
function of emission wavelength and time, as
reported by Eisum [13].

Bio-sensors based on immobilised bacteria are
now starting to be commercially available for
operational use. Larsen [14] reports the results
obtained with a micro-scale nitrate sensor used in
sediments, which was able to work for 2–4 days.
This sensor has now been improved to work in
activated sludge by the attachment of an ion
permeable membrane to the tip of the sensor (Fig.
9), and has been tested to work without calibra-
tion for at least 1 month (personal communica-
tion, paper in preparation).

The distance from the tip to the traditional
N2O microelectrode (Revsbech [15]) constitutes
the reaction chamber containing a strain of deni-
trifying bacteria lacking the enzyme N2O reduc-
tase. The bacteria are then only able to reduce the
NO3

− coming through the membrane to N2O,
which in turn is measured electrochemically by
the N2O microelectrode.

The electron donors and other nutrients are
supplied via diffusion from the media chamber,
which is so big compared to the bacterial con-
sumption rate making the reservoir virtually inex-
haustible. The bacteria oxidise organic matter
from the media chamber using oxygen and nitrate
as electron acceptors. The bacteria closest to the
membrane reduce all incoming oxygen, which
leaves most of the immobilised bacteria in an
anoxic environment making denitrification the
only possible metabolism.

4. Standardisation

As described above sensor development can be
seen to exploit very different technologies and
routes towards the target: reliable continuous
measurements without too much maintenance and
at an affordable price. However, this somewhat
soft formulation is not good enough when sensors
are going to be used in real life for process
control, compliance control, etc. In this case the
performance characteristics of the actual sensor
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must be known. Therefore, clear definitions of
performance characteristics and how to test/mea-
sure these become very important and call for a
common guideline, a guideline which should not
limit but rather encourage further developments
and use of sensors. Jacobsen [16] describes work
along these lines, a work which now has led to
the formation of a working group under ISO
called TC147 WG2, on-line in-situ sensors/analy-
sers. The driving forces for the working group
are:
� Users want clear and documented

specifications
� Producers want clear and documentable

specifications
� Authorities want documented performance
and the target is to produce a horizontal stan-
dard/guideline which is non-specific for any in-
struments, does not favour a certain technology,
support new developments and can document
performance in the laboratory and in the field.
The scope of the work is to:
� standardise the description of technical specifi-

cations of on-line in-situ sensors/analysers.
� standardise the performance test giving actual

values to the technical specifications of online
in-situ sensors/analysers.

� standardise the operational procedures and
checks that will secure reliable results of online
in-situ sensors/analysers when operated in real
applications.
Jacobsen [16] describes how it is possible to

establish a validation procedure in the form of a
standardised performance test which can be used
in two situations: in the laboratory for documen-
tation of the instrumentation according to the
performance claimed by the producers and in-situ
during operation for documentation of the reli-
ability of results obtained by the user. Table 4
lists the defined performance characteristics and
in which case they are tested.

5. Conclusions

In general, the sensors are the weakest part of
the chain in real time monitoring and control of
sewer systems and waste water treatment plants.

Compared to computer technology — hardware
and software products — the sensor technology
is far behind, but the effort put into sensor devel-
opment during the recent years has demonstrated
that it is possible to develop and market sensors
which can produce reliable continuous measure-
ments without to much maintenance and at an
affordable price. However, the sensors now avail-
able are only capable of measuring a very limited
number of the determinants that should be mea-
sured in real time, which means that sampling
and subsequent laboratory analyses still in the
foreseeable future will be the most common
source of data — with its well known limitations
— for monitoring and control of waste water
systems.
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1. Introduction

Why monitor wastewater quality? There are
three main reasons:
� compliance assessment;
� wastewater treatment plant design and

operation;
� research and development;

Compliance assessment is important for both
plant operators and the environmental authorities
as this provides the judgement for success or
failure in relation to the legal requirements. Mon-
itoring influent wastewater quality and quantity is
essential for treatment plant design and monitor-
ing for process control needed for the operation.
The ability to monitor certain parameters for
improving process understanding, and for experi-
mental work is essential in research and develop-
ment (R&D).

Traditionally, a situation of non-compliance
will lead to a demand for new or improved,
wastewater treatment plant (WWTP) design and
operation, and observed problems during opera-
tion will lead to a priority for development of
improved process lay-outs, instrumentation, and
control routines, etc. In modern management,
however, the influence should just as well go the
other way. New R&D findings should give inspi-
ration for novel plant design and operation, in-
cluding automated on-line monitoring, and
process control. Such new features will soften the
meaning of plant capacity since this will not only
depend on tank volumes and power of machinery
but just as much of process efficiency. Further-
more, new opportunities for on-line monitoring of
environmentally relevant parameters should give
influence to the way compliance criteria are for-
mulated and interpreted. These traditional and

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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potential routes in decision making are illustrated
in Table 1.

The EU directive on urban wastewater treat-
ment (91/271/EEC) [1] puts all three reasons into
perspective; the implementation of this directive
will require substantial actions by the EU member
states involving a wide range of stakeholders —
the plant owners, the environmental authorities,
as well as designing engineers, contractors and
instrument suppliers. In particular for tertiary
treatment plants, there is a high potential for
advanced process monitoring and control. A sche-
matic diagram for the various conditions and time
deadlines included in the directive is shown in Fig.
1. It should be noted for inspiration to legislators
that such diagrams are very illustrative.

It also apparent from Fig. 1 that WWTPs\
10 000 PE with discharges to sensitive areas shall
meet effluent standards corresponding tertiary
treatment before year 1999 — this is now!

2. Compliance assessment

Wastewater quality monitoring for compliance
assessment includes three main elements:
� sampling;
� analysis;
� assessment method;

An overview of the methods typically used in
the 15 EU Member States and five other european
countries has been prepared by European Water

Pollution Control Association (EWPCA) [3]. For
larger WWTPs, flow proportional 24 h composite
samples are typically used, however, the grab
sampling method is used in Germany and the
UK. For analysis all countries use nationally or
internationally recognised standard methods.
There is a trend in the direction of accepting
quick test methods; but at present, online instru-
mentation is not used for compliance assessment.

An often overlooked aspect is the assessment
method. The methods typically used in the 15 EU
member states range from the very strict interpre-
tation, that all results from all samples shall meet
the standard value, to the less stringent interpreta-
tions where the arithmetic average for the sample
population shall meet the standard, EWPCA [3,4].
The effluent standards in the directive are shown
in Table 2. For the chemical oxygen demand
(COD), biochemical oxygen demand (BOD) and
suspended solids parameters, two assessment
methods are included, namely the so-called look-
up table (III), for how many samples are allowed
to fail as well as a multiply of the standard, +100
and +150%, respectively, should not be exceeded
by any sample (I). It is evident that a direct
comparison of a certain criterion, e.g. 25 mg BOD
l−1 which either relates to a maximum never to be
exceeded, to an annual average or something in
between — is meaningless. The numerical effluent
standard value, the sampling method, analytical
method, and assessment method should be re-
garded as integrated elements — not to be re-
garded separately.

On-line instrumentation, providing continuous
data rather than discrete daily composite samples,
and may eliminate the errors of sampling and
minimise uncertainty of the assessment method-
provided that the analysis is reliable!

3. Problems and challenges

Today, neither the EU directive nor the na-
tional standards in European countries regard
on-line measurements as valid for compliance as-
sessment. This may result in a limited user inter-
est, purchase, and installation of on-line
instruments in WWTP for effluent analysis, unless

Table 1
Traditional and potential routes in decision making

Potential routeTraditional route

Compliance as-
sessment

  Integrated approachStandard design
¡ and environmentally

sound management
WWTP design
and operation

Plant specific optimi- Trouble shooting
¡ R&D prior- sation
ity

Research and
Development
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Table 2
Overview of compliance criteria, EU Directive (91/271/EEC)a

Parameter Assessment methodbWWTP size Normal conditions Sensitive areas

1000 PE mg l−1 % reduction mg l−1 % reduction

COD \2 125 IIIe, I(+100%)c75 125 75
BOD \2 25 70–90 IIIe, I(+100%)c25 70–90
SS \2 35 90 35 90 IIIe, I(+150%)d

Total (N) 10–100 IVf15 70–80
\100 10 IVf70–80

Total (P) 10–100 IVf2 80
IVf\100 1 80

a Sampling is based on 24 h composites, Unusual situations, such as heavy rain, are excluded.
b Codes for assessment methods.
c I(+100%) Each sample shall meet 2.0 K.
d I(+150%) Each sample shall meet 2.5 K.
e III A variable number of the samples shall meet K (Annex I, Table 3).
f IV The arithmetic average of the sample values shall meet K.

this is justified for process control alone. The
acceptance by the environmental authorities for
compliance assessment may be regarded as a bot-
tleneck for future applications in WWTP effluent
analysis.

This situation has actually been foreseen in the
EU directive, so no change in this legal document
is needed. The Annex I, D on reference methods
for monitoring and evaluation of results include
the paragraph ‘‘Alternative methods … may be
used provided that it can be demonstrated that
equivalent results are obtained.’’ This may, ac-
cording to Article 15.5 be formulated by the
so-called ‘Article 18 Committee’ which assists the
EC in implementing the directive. Therefore, con-
vincing documentation should be provided that
on-line instruments — meeting certain standards
for precision and repeatability — may be ac-
cepted for monitoring of compliance assessment.

One problem is that such standard test proce-
dures do not exist today. It is therefore crucial
that initiatives for development and maintenance
of such procedures be supported. Currently, the
ISO/TC147/WG2 ‘On-line in-situ sensors/analy-
sers for water — specifications, performance tests
and possible accreditation procedures’ is highly
relevant in overcoming the above bottleneck.

The assessment method should be included
when proposing on-line measurements as an op-

tion for compliance assessment. Strictly speaking,
for the type I1 method of assessment (Table 2) the
presence of continuous data series rather than,
e.g. 12–24 daily composite samples per year will
increase the probability that a certain concentra-
tion be exceeded; this would result in an apparent
non-compliance. Such stringent evaluation of
maximum concentrations of a given effluent
should be prevented. This problem could be over-

Table 3
Current on-line instrumentation at WWTPs

Traditional

– Liquid level
Dissolved oxygen (DO)–
Suspended solids (MLSS, effluent SS)–
Substrate (TOC)–
pH, redox potential (ORP), tempera-–
ture,..

Novel
– Nutrients (NO3�N, NH4�N, PO4�P, total

P)
– Sludge blanket level and profile, sludge

rheology
Total oil content–

Forth coming
– Specific biosensors

1 Each sample shall meet the standard value, K.
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come, e.g. by using 50% percentile value of on-
line data equivalent to the arithmetic average
(method IV2) and 95% percentile values for ex-
treme values (method I). By selecting proper per-
centile values, it should be possible to obtain an
interpretation of on-line data for effluent concen-
tration which would be neutral with respect to the
EU directive. The challenge will be to have this
accepted by the ‘Article 18 Committee’.

4. Operator’s (or customer’s) view on on-line
instruments

First of all, an on-line instrument must be able
to provide data for a relevant parameter; whether
this parameter is measured directly in the same
way as a corresponding standard analytical
method, or via an indirect measure, is not a key
issue for the operator. The instrument should
meet certain requirements for precision, stability,
and dynamics depending on the specific use.

For process control, the operator would often
have high requirements on stability, and dynam-
ics, probably compromising on the precision of
the instrument to achieve this. On the other hand
for compliance assessment, the requirements will
typically be higher on precision and stability
rather than on dynamics, furthermore, the envi-
ronmental authorities may here prefer measure-
ments based on the same analytical method as the
effluent standard rather than measurements based
on indirect measures (surrogate parameters).

As for all other equipment in a WWTP, the
operator will give priority to instruments which
are easy and not too time-consuming to maintain
— and the price for capital costs, operation, and
maintenance should be affordable.

The situations where on-line instruments will be
cost-effective are, if extra capacity for the treat-
ment may be facilitated as a result of better
process understanding and control, or if savings
in power consumption and/or chemicals will be
the achieved.

5. Current on-line instrumentation at WWTPs

Table 3 gives a brief overview of current on-line
instrumentation at WWTPs. More comprehensive
state-of-the-art overview is available, e.g. from the
IAWQ Specialist Group on this topic [5].

Today, several modern WWTPs have been au-
tomated to a degree where they can be operated
without attendance, .e.g. during the weekend.
This is due to the rapid development in relatively
cheap and reliable sensors and controllers for
industrial applications. Automatic control based
on measurements of liquid levels, dissolved oxy-
gen (DO), suspended solids (MLSS), pH, redox
potential (ORP), etc. is considered to be standard.

Novel sensors, e.g. for control of biological
nutrient removal have been available for about 10
years, with the latest developments, it is now
possible to have sensor installation directly in the
aeration tanks which has improved sensor dynam-
ics significantly.

A new promising area is the application of
specific biosensors, e.g. for specific organic com-
pounds or heavy metals. Subscription to the
Newsletter service from the ongoing concerted
action BIOSET [6] can be recommended to scien-
tists and companies working in this area.

6. Potentials for further developments

Although significant progress has been made
within the last two decades for automation of
WWTPs there is still a high potential for further
developments and improvements. Table 4 high-
lights some topics; a review by Olsson and Newell
[7] gives some general reflections, too.

The performance and economy of existing in-
struments may be further improved. Product de-
velopment on the basis of life cycle analysis may
lead to increased lifetime of instruments, better
use of resources, and handling of waste, including
return systems for chemicals. Proven documenta-
tion of reliability may further expand the market
from large to medium-sized WWTPs; according
to EWPCA [3] (there are about 500 WWTP with
capacity\150 000 PE in the EU member States
and about 4000 in the range 15 000–150 000 PE).

2 The arithmetic average of the sample values shall meet
K.
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Table 4
Some potentials for further developments

Existing instruments

– Improved reliability, dynamics,
maintenance and price
Advanced interpretation of results–
(process rates)

New instruments
Substrate fractions–

– Viable biomass and specific fractions
– Activated sludge flocculation (sedi-

mentation and thickening)
– Dewatering properties
– Xenobiotic compounds

Inhibition/toxicity–
Hygienic parameters–

New concepts
– Automatic adjustment of setpoints

Grey-box modelling and forecasting–
– Total WWTP and catchment area

versus unit operations
– Man-machine interfaces

biological responses in terms of inhibition of
treatment processes, e.g. nitrification, and toxicity
to aquatic organisms in the receiving water; the
sensitivity of the methods here are considered a
major problem as concentration levels are often in
the mg l−1 range. The growing globalisation of the
tourist industry leads to a much faster and wide-
spread import of diseases from overseas destina-
tions, rapid methods for detection of other
pathogenic micro-organisms than the indicator
Escherichia coil are needed for increasing confi-
dence to the control of recreational waters.

New concepts are also under development for
the automated control of WWTP processes. The
existing closed control loops for unit process areas
are being linked to supervisory control with wider
frames for the optimisation; this includes more
holistic approaches where simplified (grey-box)
models are used in the on-line control of not only
the WWTP but also the catchment area sewerage
system with the objective of minimising overall
receiving water impacts.

Wastewater treatment plants should be re-
garded as complex production facilities aiming at
making clean water effluents and re-usable by-
products out of the ever-changing mixture called
wastewater, as the raw material. The organisa-
tions, production facilities, and methods will de-
velop as in any other industry in our modern
societies.

7. Summary

The situation may be summarised as follows:
� relevant instrumentation may save energy con-

sumption, improve process performance and
treatment capacity, and increase knowledge
and understanding;

� traditional and novel on-line instruments have
been on the market for several years and are
considered reliable for WWTP process control;

� there is a high potential for further develop-
ment and use of on-line measurements in
wastewater quality monitoring for both R&D,
process control and compliance assessment;

� actions should be taken to allow on-line mea-
surements as an option for compliance assess-

Also, a more advanced interpretation of results,
e.g. estimation of respiration in an aeration tank
on the basis of on-line DO data, may increase the
use of existing instruments.

The intense development of mathematical mod-
els for wastewater treatment processes has led to
an increased demand for rapid measurements or
estimations of various fractions of substrates (e.g.
COD fractions) in the wastewater and WWTP
reactors and similar fractionation’s of the biomass
(viability, specific activity and specific degraders).
Various methodologies have been developed for
research purposes but there is a potential for
simplifying some of these for practical field appli-
cations. Also the physical separation processes
need new instruments for optimisation of sec-
ondary clarifier performance as well as sludge
dewatering; this contributes towards R&D pur-
poses for improved understanding of flocculation
mechanisms as well as process control at the
plants. Increased public attention and priority to
xenobiotic compounds calls for new instruments
for field applications, not only for measuring con-
centrations of certain compounds but also the
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ment in national emission standards and the
91/271/EEC directive;

� new concepts and methods for signal process-
ing and interpretation should have a high pri-
ority for R&D and implementation.
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1. Introduction

It is a reasonable assumption that, over the
next few years, the regulators in Europe will
demand more and better information about the
activities of the Water and Waste Treatment
(W&WT) industry. This will put pressure on both
the quality and the costs of the data used to
generate the required information. Although there
has been some recent improvement, there is a
considerable lack of confidence in the data pro-
duced by on-line monitoring. This unhappy situa-
tion arises because the elements which make up
the life time cost, sometimes called cost of owner-
ship, are not usually an integral part of the pur-
chasing considerations. There are many anecdotal
stories to support this assertion.

Both users and suppliers have produced suffi-
cient evidence to show that operating costs
(OPEX) often exceed the cost of acquiring the
monitor (CAPEX) by an order of magnitude (×
10). The problem is that CAPEX is usually dealt
with by procedures and departments which are
not directly connected with the procedures and
departments responsible for setting OPEX bud-
gets and resources.

2. Cost of ownership

There are many components which add up to
the life time cost of ownership of on-line monitor-
ing and some of these are summarised in Table 1.

Each component may include several elements
such as manhours, travel, reagent consumption
etc. The costs of each of these components should
be estimated and the total used to generate a net
present value of owning and using the on-line
monitor. This cost should then be compared to
the estimated business benefits. The consequence
of not generating detailed costings is that appro-
priate budgets and responsibilities are not allo-
cated, with the inevitable detrimental affects on
monitor performance.

Table 1
Cost of ownership considerations

Design costs

Purchase price
Installation costs
Operation costs
Calibration costs
Reagents and other consumables
Spares cost and availability
Power requirement
Training costs
Depreciation and replacement costs* Tel./fax: +44-1223-870967.

E-mail address: michaeljscott@compuserve.com (M. Scott)
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Table 2
Yorkshire Water investment in on-line monitoring

Number of instrumentsParameter

1860Quality
2646Flow
2664Level
1599Other

Total 8769

3. CAPEX

Capital expenditure should include the total
cost of the components required to purchase and
install the instrument. CAPEX should also in-
clude the cost of designing the installation so that
the instrument ‘sees’ the process in a manner
which ensures that the data generated truly repre-
sents the process. However the purchase, whether
as part of a larger contract or for an extension, is
normally via a purchasing department which has
the responsibility of achieving least purchasing
price for the instrument. Only where an experi-
enced and knowledgeable ‘champion’ is available
for the whole design, purchase, commissioning
cycle will there be sufficient information available
to consider the cost of ownership issues.

The supplier has an interest in the difficulties in
helping to organise a full consideration of the
elements of life time cost since both margins and
reputation are threatened. Narrow margins
caused by cutting the price so as to gain the order
often leave nothing left to support the instrument
once it reaches the commissioning stage. If the
supplier does not support the instrument the re-
sulting poor data may harm the product image
and prejudice future orders.

4. OPEX

A full understanding of the operating costs of
an on-line instrument is vital to establishing confi-
dence in the data it generates. Without that un-
derstanding the appropriate budgets do not get
allocated and the appropriate responsibilities are
not assigned. This, of course, is not unique to
on-line monitoring and some water companies
have assigned every asset to an individual ‘asset
manager’. Unfortunately instrument assets are of
very low value compared to other process plant
assets and the notional financial gains from de-
tailed support seem small in the context of the
larger picture. The significant business benefits to
be gained by high quality data are rarely balanced
against the OPEX costs.

Several suppliers have recognised the logistical
problems that the water companies face in sup-

Instrumentation specialists in a number of UK
Water Companies are well aware of the impor-
tance of OPEX and have developed such mecha-
nisms as Framework agreements and compliant
supplier lists to steer purchasing to those instru-
ments which are likely to provide the least life
time cost for the largest business benefit. Estimat-
ing the actual costs of the elements which make
up OPEX is extremely difficult but North West
Water and, more recently Yorkshire Water, have
put estimates of cost of ownership of on-line
monitors into the public domain via SWIG
Workshops.

For example they have both estimated that an
on-line pH measurement costs around £1200 per
year to own. Such an instrument costs consider-
ably less than £1000 to purchase but for the
purposes of discussion let us assume that the
installed cost is £1200. The normal planned life of
an instrument in the W&WT industry is 10 years
so we have the position that OPEX is an order of
magnitude greater than CAPEX.

This has, of course, very important implications
for any industrial company and the scale of this is
shown by the following two charts derived from
information put into the public domain by York-
shire Water at the SWIG Conference in June ’98
(Table 2).

With nearly 9000 on-line instruments and, as
can be seen, OPEX costs exceeding amortised
CAPEX by a considerable margin there is a need
to understand and control the elements that con-
tribute to OPEX; especially as inadequate budgets
for elements such as reagents, consumables and
calibration will make the difference between use-
ful data and unreliable or no data.
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porting widely distributed, high technology, but
low value, assets and are offering to sell the
measurement to the user; taking care of every
thing else. One leading European supplier offers a
multi-parameter on-line measurement for around
£2250 per annum which looks an attractive
proposition when Table 3 is reviewed.

5. What is needed?

The user’s, regulators and suppliers all need to
have an increased confidence in the data gener-
ated. It is suggested that this might be achieved by
taking a different approach to meeting the needs.
The technology is usually the dominant topic
when on-line monitoring is being discussed and, it
is suggested, this can lead to the wrong conclu-
sions. Perhaps the business needs should be the
starting point:
� operating costs must be B£1000 per year. We

do not maintain our televisions or the sensors
on our cars; why do we need to give so much
attention to industrial sensors? The scale of
production is of course a factor but not the
complete answer to the differences in operating
costs.

� The capital cost must be B£2000 for all mea-
surands and the instrument must be a ‘thing’
which is inserted into the process via standard
valves or other readily available probe technol-
ogy; plug and play.

� Aggregate measurements into one insertion
into the process.

� Understand the calibration trail to the nearest
point of excellence. Do we really need high
accuracy?

� Forget the science-understand the need.
� Radio costs are dropping rapidly; telemeter

everything back to the supplier.

5.1. The supplier

The supplier has a problem in meeting the
needs of the W&WT industry because the market
is rather small and the purchasing widely spread.
It is interesting to note that the user often has as
much difficulty finding the supplier as the supplier
has in finding the user with a current need. This
of course imposes costs on both which, in the case
of the user, is almost certainly not budgeted.

An aspect of the cost of ownership for on-line
monitoring in the W&WT industry which is al-
most completely ignored by the users is the fact
that the CAPEX must include the cost of develop-
ing and marketing the instrument in the modest
sized. For example one leading supplier estimated
that it would cost £350 000 to take demonstrable
technology of an single measurand optical instru-
ment to the market. A selling price of £2000–3000
would be ambitious and the market need in Eu-
rope, because of the current activity to deal with
cryptosporidium, might be an ambitious 700–
1000 units annual sales; probably achievable over
3–4 years by a new product. After that there
might be sales of, say, 100 units per annum. It
does not need an business analyst to see that even
obtaining a positive cash flow from the project is
open to question.

If the W&WT industry is to obtain the high
quality on-line monitors it needs for its wide
range of measurands some mechanism must be
established so that the inventors, developers and
suppliers have a mutually supportive understand-
ing of the total market and each must obtain a
proper return on their investments.

6. Ownership of the monitoring

Confidence must be generated in the data pro-
vided by on-line monitors and one way to achieve

Table 3
Yorkshire Water, costs of ownership

Amortised Total £ paParameter Revenue pa
CAPEX pa

43331685Aluminium 6018
48551685Manganese 3170

1516Colour 2324 3850
1685Iron 4382 6067

248Temperature 17672
1782Phosphate 5139 6921

466432421422Nitrate
89Pressure 58 172
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this is to establish widespread ‘ownership’ of the
data. In some way or other there are often several
‘clients’ for each piece of data. The ‘clients’ may
range from the local operator through to an affect
on consolidated reports to the shareholders. For
example Thames Water have a major installation
programme of magnetic flowmeters underway in
London; aiming to provide more and better data
about the process with bi-directional data and
information transmission via a radio transmitter
which is built into a purpose designed roadside
bollard. The integration of the data is the key
issue and there are big advantages in communicat-
ing directly with an instrument. The fast response
of this particular system quickly uncovered new
features of activity in the distribution system. The
ability to look directly at each valve, on-line
flowmeter or monitor, allowed the organisation of
maintenance from anywhere to anywhere; which
was very valuable when there are so few experts
about. A wireless data network was used to avoid
the high cost incurred in laying telephone wires,
and to provide quick and easy installation. The
connection costs are relatively low, and surpris-
ingly, the ‘line rental’ and call charges are lower

than a normal telephone line. The bi-directional
information flow to these widely distributed assets
has significantly increased confidence. In this case
both CAPEX and OPEX are down but confidence
in the data is up and the effect on leakage is
already pleasing both the regulator and the
shareholders.

7. Summary

The problem is that the user is being presented
with ‘packets’ of high technology choices without
the structure, time or skills available to integrate
these packets of technology excellence. There
should be more emphasis on why measurements
are made and on the life time cost of making
those measurements. This may automatically lead
to an emphasis on generating confidence in the
data which is being used by an increasing range of
clients. The probability is that there will need to
be an emphasis on an integrated approach to the
development, purchase and use of on-line moni-
tors.

.



Talanta 50 (1999) 729–736

Methodology for the characterisation of heterogeneous
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Abstract

A better knowledge of colloidal and particulate matter of urban wastewater is necessary for the optimisation of the
wastewater treatment. This paper presents a methodology based on the study of each granular fraction (settleable,
supracolloidal, colloidal and soluble matter) separated by different techniques of liquid-solid separation and analysed
by non specific parameters (chemical oxygen demand, total suspended solids, UV spectra). The application of this
methodology to a storm event allows to explain the quality variation observed during this period. © 1999 Elsevier
Science B.V. All rights reserved.
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1. Introduction

The European Directive of 21st May 1991 sets
the criteria for an efficient drainage and sewer
treatment. It recommends in particular the imple-
mentation of a reliable self-monitoring for
wastewater quality survey, and for treatment con-
trol. Several technical solutions can be envisaged
but, unfortunately, there is a lack of relevant and
reliable methods for the characterisation of het-
erogeneous fractions such as suspended solids.
This reality is due, on one hand to the poor
knowledge of colloidal and particulate phases
generally considered as easily removable, and, on

the other hand, to the technical difficulty related
to their characterisation.

Most of the time, turbidity measurement is
proposed for on-line estimation of total sus-
pended solids (TSS), but this parameter is actually
very sensitive to the granular distribution and
thus to the colloidal fractions limiting its use to
constant quality of wastewater.

The knowledge of colloidal and particulate
phases of wastewater is very important in case of
urban storm runoffs because of the variability of
particle size influencing strongly the efficiency of
treatment processes [1].

In case of dry and wet weather effluents, the
main problem is the difficulty to classify clearly
two weather situations and to characterise accu-
rately each size fraction (settleable, colloidal and
soluble) enable to influence the treatment. Most
studies concerning urban wet weather discharges

* Corresponding author. Tel.: +33-4-66782728; fax: +33-
4-66782701.

E-mail address: mfpouet@ensema.fr (M.-F. Pouet)
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have focused on particulate and colloidal frac-
tions greater than 0.45 mm [2]. However, the
treatment which can be applied to these effluents
is strongly influenced by the size ranges of their
contaminants. Therefore, a more complete frac-
tionation (from settleable to soluble matter) has
been designed for a better knowledge of the
smallest fractions. This work presents the method-
ology used to characterise urban wastewater in
dry and wet weather conditions and the results
obtained on a storm event.

2. Methodology

2.1. General procedure

The methodology is presented on Fig. 1. It is
based on a liquid-solid separation by different
techniques such as settling, centrifugation and
filtrations.

2.2. Materials and methods

2.2.1. Analysis and spectrophotometric
measurement

Chemical oxygen demand (COD) was analysed
with HACH test tube method using a spectropho-
tometer DR/2000 (Hach).

TSS (total suspended solids) were measured
according to the European Standard CEN872
with glass fibre filters [3].

For UV spectra acquisition, the spectrophoto-
meter used was a S1000 (Secomam) of 2 nm
bandwidth, with a quartz cell of 10 mm path-
length. The selected scan speed (1800 nm min−1)
was chosen with respect to the presence of sus-
pended solids in samples. General work on spec-
tra was achieved with DATHELIE PC software
(Secomam).

The first method of exploitation of UV spectra
is a semi-quantitative one. It consists of calculat-
ing the areas defined by the sum of absorbance

Fig. 1. Methodology of characterisation of wastewater.
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values between 200 and 350 nm (measured every
1 nm). Contrary to the use of absorbance
values at a single wavelength, it takes into
account all the absorbing species and will be
compared to non specific parameter values
(COD).

The second method is the normalisation of UV
spectra. Generally, dilute spectra are flattened
with reduced shoulders and slopes. In order to
compare spectra shape in a pure qualitative way,
it is necessary to restrict dilution effects. Nor-
malised spectra have the same area, i.e. the total
sum of absorbance values between 200 and 350
nm.

2.2.2. Fractionation technique

� The settleable fraction was assessed by 2-h
settling in an Imhoff tank.

� Supracolloids were separated by filtering with
glass fibre filters (:1.2 mm).

� Colloids were fractionated up to the soluble
part by crossflow microfiltration (0.1 mm) fol-
lowed by various ultrafiltrations (100, 40, 10
kD).
To avoid membrane fouling and the corre-

sponding information loss, a pretreatment was
applied to the settled samples prior to microfiltra-
tion: centrifugation (80 ml, 15 min, 8000 rpm,
9600×g, GR4.11 JOUAN centrifuge) followed
by filtration with glass fibre filters.

Moreover, in order to restrict the material loss
resulting from adsorption on membranes, only
microfiltration (0.1 mm) was used before any
ultrafiltration.

Crossflow filtration was carried out with a flat
apparatus PLEIADE RAYFLOW×100 (Tech-
Sep) with two membranes of 100 cm2. It was
operated in a batch mode at 105 Pa transmem-
brane pressure. Continuous feed was provided
with a 2.5×10−5 m3 s−1 flow and retentate was
fully recycled. Four organic membranes were
used: 0.1 mm, 100, 40, 10 kD.

The ultrafiltration cut off points correspond
approximately to the following pore size diame-
ters: 0.01, 0.004 and 0.001 mm.

3. Application: study of wastewater quality
variation during a storm event

3.1. Experimental

The methodology has been tested on real
effluents. All samples were influents of the
wastewater treatment plant of Alès (France). The
sampler used was an ISCO 3710. The samples are
time or flow proportional.

Dry weather samples were taken after the grit
chamber (sample 1) and wet weather samples
collected at the overflow of the main sewer lead-
ing to the treatment plant. They are numbered
from the beginning of the rain (sample 2) to the
end (sample 6) with time. Studied events are
presented in Table 1.

3.2. Analytical results and interpretation

The first step of the procedure is based on a
direct comparison between evolution of UV spec-
tra and non specific parameter values.

Graph from Fig. 2a shows the evolution of non
specific parameter values (COD and TSS) during
the storm event, compared to the ones of dry
weather sewage (sample 1). The results obtained
with UV spectrophotometry is given in Fig. 2 (b).

The analysis of the five wet weather samples
shows that the first sample (sample 2) is heavily

Table 1
Sample characteristics and sampling methods

Storm event and sam-Sample number Sample nature
pling method

24-h proportional time1 Dry weather
composite: one sample
every 15 min

2 Wet weather first 1270 m3: one
sample every 16 m3

3 5340 m3 covered: oneWet weather
sample every 100 m3

Wet weather 2740 m3 covereD: 14
sample every 50 m3

7800 m3 covered: one5 Wet weather
sample every 50 m3

920 m3 covered: oneWet weather6
sample every 50 m3
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Fig. 2. (a) and (b): Study of a storm event: evolution of non specific parameters and UV spectra (dilution 1
2).

loaded in terms of COD. The following is diluted
(sample 3). It has a lower COD than dry weather
sample (sample 1), but still has a higher TSS
concentration. After the heaviest part of the storm
event (samples 4–6), COD and TSS values be-
come closer to the ones corresponding to dry
weather conditions.

All these characteristics change progressively
during the storm event to correspond to the ones
of dry weather sample (sample 1) at the end of the
rain (sample 6). The set of spectra allows to
visualise the storm event effect:
� the set of spectra presents the same evolution,

representative of the phenomenon,
� quantitatively, UV spectrophotometric results

thus follow the same trend as COD and TSS
values: at the beginning of the rain (sample 2),

the load of absorbing contaminants is almost
twice as high as the one of dry weather flow.
Immediately after this first step, the effluent is
diluted. At the end of the storm event (sample
6), absorbance values are slightly higher than
the ones of dry weather sewage (sample 1).
Qualitative information can also be deduced

from spectra shape. A scale effect between the
more and less concentrate (usually flattened) sam-
ples would lead to flawed conclusions for a quali-
tative comparison of spectra shape. Therefore, the
spectra must be normalised.

3.3. Exploitation of UV spectra by normalisation
procedure

As specified in Section 2.2, the normalisation
procedure of UV spectra consists of giving the
same area to each spectrum. The set of spectra
presented on Fig. 3 has been normalised in order
to obtain a relative area of 100 au nm−1.

Several remarks can be made:
� as a whole, wet weather discharges have more

monotonous spectra than dry weather sample
(sample 1). At the beginning of the rain (sam-
ple 2) the shape is diffuse: the slope varies
gently from 200 to 350 nm without any sharp
change, whereas a more structured shape is
shown for dry weather sewage (sample 1). Pro-
gressively, the slope between 200 and 240 nm
becomes steeper while the absorbance above
250 nm decreases. Finally, the two mixture
proportions vary according to weather condi-

Fig. 3. Study of the evolution of a storm event with nor-
malised UV spectra.
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Fig. 4. Size distributions of organic pollution (% absorbance) of samples 1, 2, and 3.

tions: suspended solids predominate at the be-
ginning of the rain, whereas dissolved matter is
preponderant in dry weather flows. One can
also notice that as characteristics get closer to
the ones of dry weather flows, the two shoul-
ders (around 223 and 270 nm) corresponding
to anionic surfactants [4] and benzoic cycles [5]
appear gradually with time, leading to a more
structured spectrum shape.

� These two phenomena take place around one
isosbestic point (:234 nm) where the whole
set of spectra shows a same intersection point.
The presence of such an isosbestic point is very
important to note: indeed, it means that two
mixtures in the effluent have a fixed relation-
ship between their concentration [6].
When an isosbestic point is visible without nor-

malisation, it is possible to establish a mass bal-
ance. In this case, the isosbestic point revealed
after normalisation does not prove a mass balance
but the water quality conservation, which is an
important point in terms of treatment.

3.4. Fractionation study

Urban wastewater is a mixture of organic and
mineral pollutants whose size distribution is very
wide. Two reasons explain the necessity to estab-
lish and to identify the organic pollution size
distribution:

� The implement of a monitoring tool based on
UV spectrophotometry for wastewater treat-
ment plant management asks for a better
knowledge of colloidal and particulate frac-
tions that influence strongly the UV spectra
shapes.

� Effluent size distribution has a great effect on
its treatability.
UV spectra obtained after each filtration have

been exploited according to the first method de-
scribed in Section 2.2 (calculation of area). For
example, Fig. 4 presents the evolution of UV
spectra area with size distribution for sample 1, 2,
and 3.

Observing size distributions in terms of ab-
sorbance for the two wet weather samples of the
storm event (samples 2, and 3), one can see that
TSS (matter above 1.2 mm) represent from 79 to
88% of raw urban wet weather discharge ab-
sorbance whereas they are only 52% of raw
sewage absorbance.

On the contrary, the large colloids (0.1–1.2 mm)
are responsible for a lower absorbance during wet
weather conditions. Moreover, dissolved materials
represent a small contribution to total absorbance
510% for the two wet weather samples, while
they reach 16% for dry weather sample.

These phenomena could be explained according
to the following reasons:
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� The relative decrease observed in the soluble
population cannot be a a result of a shift
towards larger molecules except for the case
of adsorption, which would probably not be
sufficient enough to explain the decrease from
16 to 510% of the contribution of soluble
mater to total absorbance. It could be as a
result of dilution by rainwater. However, the
comparison of the absolute absorbance values
(200–350 nm) would show that only sample 3
is dilute. Therefore, the relative decrease in
the soluble population is likely to be due to
the large contribution of SS in sample 2 pro-
ceeding almost like a dilution, and to a dilu-
tion by rainwater for sample 3.

� Concerning large colloids (0.1–1.2 mm), their
decrease seems too important to be due to
these phenomena. Therefore, they could have
been trapped with the large amount of set-
tleable solids and flocculated with them [7].
Indeed, Chebbo and Bachoc [2] found that
SS of urban storm runoffs flocculate and set-
tle more easily.
In conclusion, this step of fractionation asso-

ciated with UV spectrophotometry is interesting
because it allows the explaination of the general
shape of the UV spectra obtained during a
storm event presented in Fig. 2(b). Some results
of the comparison between COD and UV ab-
sorbance in terms of organic matter size distri-
bution are given in Table 2

One can see that settleable fraction is underes-
timated by the calculation of spectrum areas
since it corresponds to 29% of COD, but only
19% of total absorbance. On the contrary, large
colloids (0.1–1.2 mm) and soluble matter (B10
kD) are overestimated since they represent 19
and 9% of COD, respectively, but 24% and 16%
of total absorbance respectively. The same con-
clusions can be made for wet weather samples.

The fact that spectra areas are not exactly
proportional to COD is not surprising since
suspended solids and colloids represent the
major absorbance and their absorbance is dif-
fuse. It does not follow Beer–Lambert law and
is not likely to be proportional to concentration
in the same way as absorbance of the lowest
fractions.

Nevertheless, when TSS (including settleable
and supracolloidal matter) are considered all to-
gether, absorbance result (52%) is rather close to
COD value (60%). This last point is important
because it means that the UV estimation of TSS
is possible even if the difference between set-
tleable matter and supracolloids is difficult to
establish.

4. Conclusion

A methodology of urban wastewater charac-
terisation based on fractionation of heteroge-
neous fractions is studied and applied to the
differentiation of two weather conditions.

A semi-quantitative approach after a fraction-
ation of samples by settling, microfiltration and
ultrafiltration showed that organic matter distri-
bution is different in urban storm runoffs than
in dry weather flow. Urban wet weather dis-
charges have a high suspended solid load and a
lower content of large colloids (0.1–1.2 mm).
These colloids could have been trapped with the
large amount of easily settleable suspended
solids and flocculated with them.

A qualitative approach studied a storm event
from the beginning till the end using normalised
UV spectra to release them from dilution hiding
effect. An isosbestic point appeared, i.e. the
whole set of spectra had the same intersection
point. It can be assumed that combined sewage
is a mixture of two complex mixtures (sus-
pended solids and ‘soluble’ matter) whose pro-
portions vary according to weather conditions
with a fixed relation between their concentra-
tion.

Thanks to a semi-deterministic procedure us-
ing reference spectra, a quantitative estimation
of non specific parameters could be achieved
from the use of a UV spectrophotometer and a
multicomponent software [8]. Indeed, ultraviolet
spectrophotometry has proved to be a valuable
tool to monitor wastewater treatment [9] and to
estimate some non specific parameters [10,11,8].
This would be the following step for the elabo-
ration of a tool for diagnosis and control of
sewage in different weather conditions.
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Table 2
COD values of cumulative fractions and contribution of each fraction to total COD and total absorbance for sample 1 (dry weather)

0.1 (mm) 100 (kD) 40 (kD) 10 (kD)RawSample 2-h settled 1.2 (mm)

88 58 48 37430COD (mg l−1) 305 170

Colloidal (100– Colloidal (40–10 Soluble(B10 kD)Colloidal (1.2– Colloidal (B0.1 mm \Supracolloidal (102–Settleable (\Fraction
100 mm) 100 kD)1.2 mm) 40 kD)0.1 mm) kD)

3 92COD (%) 1929 31 7
Abs. (%) 119 1633 24 6 1
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Abstract

A simple and rapid procedure for sulphide measurement in crude oil refinery wastewater has been developed. This
method is based on the knowledge of the UV response of sulphur compounds and the mathematical deconvolution
of the sample spectrum using reference spectra (specific compounds or aggregate spectra). The detection limit of the
method is 0.5 mg l−1 for a quartz cell pathlength of 10 mm. The range is up to 15 mg l−1. The method has been
validated for crude oil refinery wastewater. Compared to conventional methods, the UV determination is quicker and
easier to run. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Total sulphide; UV spectrophotometry; Industrial wastewater
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1. Introduction

Sulphur occurs in wastewater in various forms.
Most of the time, anoxic conditions in urban
sewers lead to the production of hydrogen sul-
phide but, more often, the presence of sulphur
compounds is related to industrial discharges,
mainly from refineries or petrochemical plants.
Some petroleum contains elemental sulphur and
sulphur can occur as hydrogen sulphide (H2S) and
carbonyl sulphide (COS). Sulphur is also present
in a wide range of hydrocarbons, largely in the
form of mercaptans, organic sulphides and thio-
phene derivatives [1].

Sulphur compounds tend to be concentrated in
the higher boiling fractions of petroleum and are

generally corrosive to metals and may poison
various catalysts. Stripping water is responsible
for the presence of sulphide and mercaptans in
crude oil refinery wastewater.

Sulphide in dissolved H2S form is toxic to fish
and other aquatic organisms [2] and can be re-
sponsible of the decrease in wastewater treatment
plants efficiency. Hence, its concentration needs
to be controlled, especially in crude oil refineries
wastewater.

Sulphide can be determined in different media,
using various techniques [3–5], unfortunately of-
ten complex or non robust (interferences). The
aim of this paper is to propose a simple and fast
method based on UV spectrophotometry for esti-
mating the concentration of sulphide in wastewa-
ter, even high concentrations as in crude oil
refineries wastewater.* Corresponding author. Fax: +33-466-782-701.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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2. Inorganic sulphide standard methods

From an analytical point of view, total sul-
phide includes dissolved H2S and bisulphide
ion HS− which are in equilibrium with hydro-
gen ions. The conditional ionization constant,
which is valid for usual temperature and ionic
strength, is :10−7. The S2− form is negligible,
amounting to B0.5% of the dissolved sulphide at
pH 12.

Three main methods are commonly used for the
determination of sulphide in solution (Table 1)
� the colorimetric method, the methylene blue

method, is based on the reaction of sulphide,
ferric chloride and dimethyl-p-phenylenedi-
amine to produce methylene blue which ab-
sorbs at 664 nm [2],

� the iodometric method based on the oxidation
of sulphide by iodine in acidic solution fol-
lowed by a back titration with sodium thiosul-
phate solution,

� the potentiometric method using a selective
silver electrode.

The use of UV spectrophotometry is proposed as
an alternative method for determination of inor-
ganic sulphide in industrial wastewater. The po-
tentiometric method will be chosen as reference
for the validation of the procedure.

3. Experimental

3.1. Material

UV spectra have been acquired with a UV-Visi-
ble spectrophotometer Anthelie, Secomam

(suprasil quartz cell; pathlength, 10 mm; scan
speed, 1800 nm min−1).

The potentiometric titration is carried out in
alkaline conditions with a Mettler DL 40 GP
Memotitrator using a sulphided Ag electrode
Mettler DM 141 SC.

3.2. Reagents

� Silver nitrate solution 0.05 N (Merck).
� Sodium sulphide nonahydrate (Prolabo

Normapur AR).
� Sulphuric acid 95% (Prolabo Rectapur).
� Nitric acid 68% (Prolabo).
� Sodium hydroxide (solid, Prolabo Rectapur).
� 2-Naphtol (Merck).
� p-Chlorophenol (Merck).
� Sodium chloride (Prolabo Normapur AR).
� Sodium sulphate (Prolabo Normapur AR).
� 1-Propanthiol (Acros).
� RBS 25 (Traitements chimiques de surfaces–F-

59236 Frelinghien).
For the potentiometric method, an alkaline solu-
tion (100 ml for 400 ml of sample) is prepared by
adding 20 ml of ammonia min. 28% (Prolabo
Normapur) to 1000 ml of 1 M sodium hydroxyde
(Merck) solution.

3.3. Sampling

Effluents from crude oil refinery were sampled
before the biological treatment, in tightly closed
bottles in order to avoid any contact with gaseous
phase so as to keep sulphides in solution. As raw
samples have a pH between 7.5 and 8, pH correc-
tion is needed. Samples are immediately analysed.

Table 1
Standard methods for inorganic sulphide determination

Method Detection limit DrawbacksAdvantages
(mg l−1)

Flow techniques available Interferences (strong reducing substances)0.1Methylene blue
Not valid for complex samples such as in-Simple0.1Iodometric
dustrial wasterwater

0.03Potentiometric Needs sample pretreatement and specificUnaffected by any interference (except hu-
equipementmic substances)
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Fig. 1. UV spectra of inorganic sulphide.

bisulphide ion appears clearly on the UV spectra
(231 nm), despite the matrix sample.

4.3. Quantitati6e determination

For quantitative estimation, the exploitation of
UV spectra is needed. Several methods have been
proposed using either a mono-wavelength ap-
proach, either derivative spectra or mathematical
modelling of interference [6–8,10]. Some limits
occur in their applications due to interference
matrix nature.

Starting from a statistical knowledge of spectra,
a semi-deterministic method using a mathematical
deconvolution of the sample UV signal is pro-
posed [9]. This approach is based on the additivity
of Beer–Lambert’s law and on the fact that an
unknown UV spectrum can be substituted as a
linear combination of a number of reference spec-
tra (specific compounds or aggregate spectra). The
calculation of spectra contribution is carried out
using the following relation

Sw= %
p

i=1

ai · REFi9r

where Sw is the sample spectrum, ai, the contribu-
tion coefficient of the ith reference spectra REFi,
p, the number of reference spectra and r, the
quadratic error.

Spectral deconvolution is illustrated in Fig. 3.
In this case, the unknown UV spectrum (S) has
been decomposed by using five reference spectra
� Sa, total suspended solids UV spectrum (aggre-

gate spectrum);
� Sb, colloids UV spectrum (aggregate spectrum);
� Sc, dissolved organic matter (aggregate

spectrum);
� Sd, nitrate spectrum (specific compound);
� Se, surfactant (DBS) spectrum (specific

compound).
Compared to multicomponent procedure even in-
cluding a mathematical modelling of interference,
the use of aggregate reference spectra allows a
better fit of interference signal. The choice of
reference spectra depends on
� the knowledge of the composition of effluents

(compounds expected to be present),

Fig. 2. Refinery wastewater UV spectra.

4. UV spectrophotometry of inorganic sulphide

4.1. Standard solutions

The sulphide ion absorbs UV light which pro-
motes the excitation of the unshared electrons n of
sulphur atom (n�p*) and Fig. 1 shows UV
spectra of inorganic sulphide, according to the pH
medium.

For pH higher than 7, HS− is the predominant
form and absorbs with a maximum at 231 nm.

At lower pH, an hypsochromic shift and
hypochromic effect are observed due to the ap-
parition of the hydrogen sulphide form (volatile).

4.2. Wastewater samples

Fig. 2 shows the UV spectra of refinery wastew-
ater containing mineral sulphide. Sample pH is
basic (pH 9.3). The characteristic peak of the
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Fig. 3. Spectral deconvolution.

� the shape of raw samples UV spectra (presence
of peaks or shoulders),

� the value and distribution of the error (the
optimisation is aimed for an error value lower
than 1% and a regular distribution all over the
wavelength range).

The quantification was carried out between 205
and 320 nm. Raw samples were diluted four times
to prevent the UV signal saturation for a 10 mm
quartz cell. Sulphide (HS−) concentration is given
by the product of the contribution coefficient of
sulphide reference spectrum (replacing nitrate in
the previous set) and the corresponding concen-
tration, affected by the dilution factor.

5. Results and discussion

5.1. Calibration

Calibration has been performed using standard
solutions of sodium sulphide nonahydrate (Na2S,
9H2O) (pH close to 9.5). Fig. 4 shows a good
agreement between UV determination and theo-
ritical concentrations

The regression line is
y=0.95x+0.17 with a R2 value of 0.99.

5.2. Validation

About 40 real refinery wastewater samples have
been used for the validation of the UV method.
Fig. 5 shows a good linear adjustment between
the measured concentration by potentiometric
method and UV detemination of sulphide.

The regression line is

y=0.87x+0.15 with a R2 value of 0.95.

Fig. 4. Calibration of UV determination with standard solu-
tions of sodium sulphide.
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Fig. 5. Validation of UV determination of HS−.

� anionic surfactant, RBS (absorption at 223
nm),

� 1-propanthiol (absorption at 239 nm).
The effect of the salinity was studied, too, with
Cl− and SO4

2− ions. The results are presented in
Table 3.

The results show low interference values for the
studied compounds. The most important interfer-
ing component is the anionic surfactant leading to
an error of 4.3%. Notice that the concentration of
RBS used for the study is rather high.

6. Conclusions

The alternative UV method for the determina-
tion of sulphide in wastewater is a quick and
simple procedure. The method has been validated
for refinery wastewater with a standard method
(potentiometric method). This method presents
the following advantages
� can be run with any PC controlled UV spec-

trophotometer (only 2 min for acquisition and
exploitation of UV spectra),

� unaffected by interference (salinity, suspended
matter, tested organic compounds),

� no pre-treatment for samples with pH\7.5,
� may be used even by non analytical person.
This method can be considered as an alternative
way for wastewater sulphide determination,
namely for a self survey procedure (laboratory or
on-line measurement) required for the monitoring
of industrial wastewater.

Table 2
Characteristics of the UV method

0.5 mg l−1Detection limit
0.5–15 mg l−1Range (without sample dilution)

Precision (for an average value of 4.5 2.2%
mg l−1)

The characteristics of the UV method are sum-
marised in Table 2.

5.3. Interferences study

Some compounds absorbing close to 231 nm
may be present in raw samples and thus may
interfere with sulphide spectra. The following or-
ganic compounds have been tested
� 2-naphtol (absorption at 225 nm),
� p-chlorophenol (absorption at 227 nm),

Table 3
Interference study

ConcentrationInterfering HS− (mg l−1) without HS− (mg l−1) in presence of Error (%)
compound interfering compound(mg l−1) interfering compound

6.02-Naphtol 6.020 0.0
12.1p-Chlorophenol 11.920 1.7

4.312.011.5Surfactanta 200
12.41-Propanthiol 12.113 2.4
11.61000 0.0Chloride 11.6

0.811.711.8500Sulphate

a Anionic surfactant (commercial name: RBS).
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Abstract

Total organic carbon (TOC) is one of the most important parameter for the knowledge of water and wastewater
quality, because it concerns theoretically all organic compounds. Unfortunately, some restrictions with respect to
TOC measurement must be considered, explaining that alternative procedures have been envisaged, among which UV
spectrophotometry. Starting from a comparison of results between high temperature digestion and UV photo-oxida-
tion techniques for some specific compounds and real wastewater samples, the work shows the complementary
interest of using UV spectrophotometry either directly (with multiwavelength procedures) or after UV photo-oxida-
tion. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Total organic carbon (TOC) is the most rele-
vant parameter for the global determination of
organic pollution of water and wastewater. It has
been proposed in the 1970s namely for automatic
survey because of problems related to the field use
of BOD and COD. Actually, the organic carbon
is used for that purpose or for the completion of
the knowledge of organic pollution, as old
parameters quantify its main effect, the oxygen
consumption. It is the reason why TOC is often
considered as the ‘true’ parameter. Unfortunately,
some problems exist with the use of TOC mea-
surement for wastewater due to technical or

metrological consideration. TOC measurement
seems to give a specific information (the organic
carbon content of the sample) but only leads to a
global aggregate response.

The aim of this work is to test the TOC
availability from several experiments on wastewa-
ter and to propose a complementary approach,
based on the use of UV spectrophotometry, in
order to complete the knowledge of wastewater
quality and to bring some explanation to the
composition of organic matrix.

2. TOC availability

TOC measurement can be performed by using
two main techniques for the conversion of organic* Corresponding author.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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Table 1
Comparison of TOC values for different analysers

Number of instru-TOC meter type Measurement Mean differenceAverage value of series (ppm)
(%)typements

High temperature Laboratory2 37.2 8.5
2High temperature Laboratory 354.1 16.1

Laboratory 318.71 30.2UV persulfate+high temperature
2UV persulfate On line 222.8 26.2

carbon into carbon dioxide. The first one involves
a UV photo-oxidation at low temperature with a
persulfate solution, after stripping of the mineral
fraction, and the second one uses a catalytic oxi-
dation at high temperature (650–900°C). This last
technique is chosen for wastewater as the conver-
sion yield is more efficient for anthropogenic or-
ganic matter. Both technologies use a NDIR
detector for the final measurement of carbon
dioxide. Other techniques are proposed either for
the oxidation step improvement or for the final
determination of carbon dioxide, but these latter
lead to more fragile instruments than the basic
techniques [1,2]. Unfortunately, as the cold tech-
nique is more easy to run, TOC on line analysers
(actually off line) are often built around this
procedure.

A comparison between the two techniques has
been carried out in a petrochemical site. Four
TOC analysers, two on site (off line) and two in
laboratory have been tested. The analysers were
identical for each purpose (cold technique —
Seres — off line, and high temperature — Shi-
madzu — in laboratory) as well as the technical
team for experiments and maintenance. Fresh
standard solutions used for calibration were also
identical. Several samples of raw and treated
wastewater, characterised by a low concentration
of suspended solids, were simultaneously analysed
with two TOC analysers depending on the experi-
ment. More than 20 samples have been considered
for each experiment. Table 1 presents the different
results and some observations can be done:
� for a same technique, the mean difference be-

tween the results obtained from two high-tem-
perature laboratory instruments is 8.5 and
16.1%, respectively for samples with about 40

and 350 mg l−1 of TOC. For two UV-persul-
fate on line analysers, the mean difference is
26.2% for about 220 mg l−1 of TOC.

� For the two techniques, the mean difference
between two laboratory instruments is 30.2%
for about 220 mg l−1 of TOC. Fig. 1 shows the
distribution of results.

The observed difference between the set of results
can be explained by several reasons among which,
a best efficiency of high temperature instruments
for industrial wastewater containing refractory
anthropogenic organic matrix or the heterogeneity
of sampling (for on line instruments).

One important point is the availability of the
measure, it means the frequency during which the
user gets an acceptable result without any trouble
of the instrument. For a year and the four instru-
ments of the petrochemical site, the percentage of
the mean availability is about 80% of the time
with good efforts for maintenance, representing
each year about 50% of the investment cost of the
analysers.

In conclusion, even if these observations seem
to be penalizing for TOC, this parameter remains
the most relevant and its measurement is rather
fast.

Fig. 1. Dispersion of results, expressed in mg l−1 of TOC, for
two on line analysers.
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Fig. 2. UV spectra of wastewater samples (TOC=57 mg l−1).

est meanwhile the results of BOD could be proba-
bly useful. Unfortunately, its experimental
conditions are not acceptable for an efficient con-
trol. Other parameters as total hydrocarbons, an-
ionic surfactants or phenol index could be used
but with a very low probability to give relevant
results. Analytical procedures as chromatographic
methods could also be considered if samples com-
position has already be studied. Otherwise, it is
not realistic to use separation techniques.

UV spectrophotometry is regularly proposed
and used for water and wastewater quality control
for 50 years [3], either from urban [4,5] or indus-
trial origin [6,7]. Its main quantitative application
concerns the estimation of aggregate parameters
(TOC, COD, TSS, anionic surfactants, . . .) [8–11]
and the determination of specific compounds (ni-
trate, chromium VI, phenol, . . .) [12,13] namely by
the robust exploitation of spectra [14,15] using
direct multiwavelength procedures [16,17]. Other
quantitative applications of UV spectrophotome-
try concern the estimation of PAH in soils [18] or
of biodegradable dissolved organic carbon
(BDOC) [19]. The use of UV spectrophotometry
is possible because of the basic interaction be-
tween UV light and unsaturated ionic or molecu-
lar structures (chromophores). Moreover a simple
UV photo-oxidation step can be proposed for the
estimation of reduced nitrogen forms (TKN and
ammonia). In this technique, called UV/UV, a
final UV determination of nitrate is included [20].

On the other hand, UV spectrophotometry can
give relevant qualitative information as for exam-
ple for the study of treated wastewater discharges
[21], for the detection of incidents in industrial
context [7] or for the treatability study of indus-
trial wastewater [22].

Table 2 presents the TOC and UV responses of
several organic compounds families.

The study of TOC and UV responses of organic
compounds shows obviously that saturated
molecules do not absorb even in the UV region.
Moreover, small molecules like simple carboxylic
acids or aldehydes absorb in the far UV region
(B200 nm), showing only the tail of their spectra.
TOC is generally more efficient for organic com-
pounds characterisation but can be limited for the
study of some molecules. The detection of these

3. Interest of UV spectrophotometry for TOC
explanation

The interest of the explanation of TOC is evi-
dent as it is important to know the stability
degree of organic matter in water. In raw wastew-
ater, the fresh organic pollution will be degraded,
first slowly in sewers and then, more efficiently in
a biological treatment plant for example. This
evolution is depending on the presence of mi-
croorganisms and oxygen. After the treatment
plant, the residual TOC is very low and can be
accepted by water body.

In some cases, a better knowledge of the or-
ganic matrix corresponding to a given value of
TOC could be useful. For example, for a given
organic pollution load, there is a difference be-
tween one wastewater sample from urban origin
with a wide variety of organics and another one
characterised by the presence of a major pollutant
coming from an industrial discharge in sewer. In
the last case, the diagnosis of the presence of a
potential toxicity is important. On the other hand,
two samples with low content of TOC could be
either a treated effluent or a diluted raw sample.
For the environment, the effects of both water are
obviously not similar. Another example given in
Fig. 2 shows UV spectra of different wastewater
samples with a same value of TOC (57 mg l−1).

The spectra shape can be explained by the
difference of composition of the organic matrix in
the aqueous, colloidal and solid phases. For this
purpose, the COD values would be of poor inter-
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latter can be envisaged either directly (S com-
pounds) or after photo-oxidation (ketones,
amines) with UV spectrophotometry.

Before considering some applications for
wastewater quality monitoring, an attempt to
compare the advantages and drawbacks of the
two techniques can be proposed (Table 3). From
this comparison, it is obvious that the two tech-
niques are complementary.

4. Applications

4.1. Variations of raw wastewater quality

TOC monitoring is often used for the monitor-
ing of industrial wastewater quality. Fig. 3 pre-
sents the TOC variation with time (during 3
months) monitored at the inlet of a wastewater
treatment plant of a petrochemical site. For each
TOC measurement (every 3 h), a UV spectrum
has been acquired. Considering that the maximum
admitted value for the protection of the biological
reactor of the plant is 500 mg l−1 of TOC, three
peaks of pollution have been detected.

The study of the corresponding UV spectra and
a comparison with the one of regular wastewater
shows that these three incidents are related to
three different accidental discharges in sewer.
Moreover, the study of UV spectra shows that
incidents 1 and 3 are characterised by the presence
of a few concentrated pollutants. Starting from
this information, and after a more complete
study, a UV monitor has been installed close to
the main source of the potential accidental
discharge.

4.2. Treatment plant control

TOC and UV measurements can also be used
for the control of wastewater treatment plant. If
the treatment efficiency is the major goal of an
industrial wastewater treatment plant in term of
TOC yield for example (Fig. 4), other objectives
are more and more considered as the nitrogen
removal possibility for urban treatment plant
(Fig. 5).

Some complementary observations can be made
form the UV spectra shape of Figs. 4 and 5. The
closeness of the shape of raw samples spectra is
not so evident taking into account the position of
the 220–240 nm shoulders and the relative ab-
sorbance values around 230 and 270 nm. On the
other hand, the spectrum of the outlet 1 (Fig. 5) is
characterised by a high residual absorption after
300 nm related to the presence of suspended
solids. Moreover, the increase of absorbance val-
ues around 210 nm seen on some spectra, is due
to the appearance of nitrate in wastewater.

Table 2
TOC and UV responses of organic compoundsa

Compounds TOC UV UV/UV

YSaturated compounds N –
Aliphatic unsaturated hydrocar- –Y P

bons
Y Y –Aromatic compounds
YAcids P –

PPAldehydes, ketones Y
YAlcohols N Y
YPhenolic compounds –Y

NAliphatic amines YP
YAromatic amines Y –
YN unsaturated heterocycles Y –

–YS unsaturated heterocycles P
Humic like substances YP

a Y: 90–100% of conversion or high absorption or absorp-
tion after photo–oxidation; P: partially converted or some
absorbing compounds; N: non absorbing compounds.

Table 3
Comparison of TOC and UV spectrophotometry: advantages
and drawbacks

TOC UV

AggregateAd6antages Simple, fast, not expen-
siveparameter

Reference Qualitative information
Quick measure- Other parameters (NO3

−,
ment CrVI, . . .)

Drawbacks Some refractory Saturated hydrocarbons
organics
Suspended solids Low MW compounds
Measure Sensitivity, selectivity but
availability dilution often needed
Chloride
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Fig. 3. TOC and UV monitoring of petrochemical wastewater (the absorbance values are for a 1 cm optical pathlength quartz cell).

4.3. Discharge sur6ey

UV spectrophotometry can be used when TOC
measurement is very difficult to carry out (high
concentration of chloride). Fig. 6 displays the
different spectra acquired for a dispersion study
of treated wastewater discharge in sea water. The
set of spectra shows an isosbestic point due to the
mixing of wastewater with sea water, the spectrum
of which presenting a sharp absorbance at 205 nm
due to chloride (notice that the difference between
spectra of nitrate and chloride solutions is chemo-
metrically easy to exploit). After 100 m, the im-
pact of the discharge is difficult to see.

5. Conclusion

The study of characteristics of TOC measure-
ment and UV spectrophotometry shows that both
techniques are complementary for the monitoring
of wastewater quality. These techniques can be
used for regulation applications but also for pro-
cess control including the detection of incidents
(early warning). On line TOC meters and UV

monitors (diode array systems) are available for
the purpose. Moreover, several developments of
UV analysers are interesting to consider in order
to complete the on line monitors, such as field
portable spectrophotometers, immersed sensors,
simple kit for NTK and ammonia estimation.

Thus, the best available solution for wastewater
monitoring nowadays is the choice of a TOC
analyser equipped with a TSS kit, completed by a

Fig. 4. Treatment plant efficiency for petrochemical wastewa-
ter (removal of 91% of TOC — measured — and 85% of
TOC — estimated with a UV deconvolution procedure [8]).
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Fig. 5. Efficiency of urban wastewater treatment plant (outlet
1 and 2, respectively without and with nitrification step).
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[10] O. Thomas, F. Théraulaz, V. Cerda, D. Constant, P.
Quevauviller, Wastewater quality monitoring, Trends
Anal. Chem. 16 (7) (1997) 419–424.

[11] B. MacCraith, K.T.V. Grattan, D. Connolly, R. Briggs,
W.J.O. Boyle, M. Avis, Results of a cross-comparison
study: optical monitoring of total organic carbon (TOC)
of a limited range of samples, Sensors Actuators B 22
(1994) 149–153.

[12] A.R. Hawthorne, S.A. Morris, R.L. Moody, R.B. Gam-
mage, Duvas as a real time, field portable wastewater
monitor for phenolics, J. Envir. Sci. Health A19 (1984)
253–266.

[13] H. El Khorassani, G. Besson, O. Thomas, Direct UV
visible determination of chromium VI in industrial
wastewater, Qumica Anal. 16 (1997) 239–242.

[14] S. Gallot, O. Thomas, State of the art for the examination
of UV spectra of water and wastewater, Intern. J. Envir.
Anal. Chem. 52 (1993) 149–158.

[15] S. Gallot, O. Thomas, Fast and easy interpretation of a
set of absorption spectra: theory and qualitative applica-
tions for UV examination of water and wastewater, Fre-
senius J. Anal. Chem. 346 (1993) 976–983.

[16] O. Thomas, S. Gallot, Ultraviolet multiwavelength ab-
sorptiometry, Fresenius J. Anal. Chem. 338 (1990) 234–
244.
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UV detector including a NTK kit. In some cases,
namely for industrial application, the measure-
ment of conductivity and pH could be useful. If
possible an autosampler should be coupled with
the chosen on line systems.
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Abstract

A simple UV/UV-visible method is described for the determination of global nitrogen and total phosphorus in
wastewater. This method includes two steps: first, the photo-oxidation of nitrogen and phosphorus forms into nitrate
and orthophosphate ions, and their quantification by UV-visible spectrophotometry. Potassium peroxodisulfate is
used as oxidant. The developed system consists of on-line association of UV photo-oxidation reactor with UV-visible
detector. The conversion yields vary between 80 and 100% for both nitrogen compounds (ammonium, urea,
aminoacids, and others N-containing compounds), and phosphorus compounds (ADP, ATP, and others P-containing
compounds). The time requires for nitrogen and phosphorus forms determination is no longer than 20 min. © 1999
Elsevier Science B.V. All rights reserved.
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1. Introduction

Nitrogen and phosphorus compounds occur in
wastewater under various forms among which
reduced ones are predominent. For nitrogen, or-
ganic compounds and ammonium nitrogen are
present in wastewater, whereas nitrate and nitrite
appear with biodegradation as oxidised forms. On
the contrary, the phosphorus compounds of
wastewater concern not only some organic forms
but also orthophosphate ion and acid hy-
drolysable phosphate (polyphosphate) mainly due
to surfactants.

Standard methods (AFNOR [1]) used for the
determination of global nitrogen and total phos-
phorus include several steps (Table 1).

In a first step, nitrogen and phosphorus oxi-
dised forms (NO3

−, NO2
−, PO4

3−) are determined
by colorimetry, ion chromatography or spec-
trophotometry (UV). Then a chemical digestion
followed by the determination of resulting species
(NH4

+ or PO4
3−) allowed the measurement of

organic nitrogen and phosphorus forms. Proce-
dures are time-consuming (more than 5 h) and
require strong conditions (acidic medium, high
temperature, catalyst). Some improvements have
been proposed such as the use of photo-oxidation
as an alternative to chemical digestion, as it has
been successfully used for similar applications
(Armstrong [2], Henriksen [3], Goossen [4], Shkil
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Table 1
General procedure for global nitrogen and total phosphorus determination

Organic compounds digestion Determination of converted formsOxidised forms determination

NO3
−, NO2

−Nitrogen Organic (Norg) NH4
+

Organic and hydrolysable (Porg, Phyd) Orthophosphate (PO4
3−)Orthophosphate (PO4

3−)Phosphorus

[5]). In order to minimize the photo-oxidation
time, the UV light source (high, medium or low
pressure mercury lamp) can be associated with
oxidants (hydrogen peroxide or potassium perox-
odisulfate). Generally, the converted forms (ni-
trate, orthophosphate) are determined by off-line
analysis but can also be measured by flow injec-
tion or sequential injection analysis (McKelvie [6],
Thomas [7]).

This work presents a simple procedure based on
the use of an on-line association of UV photo-ox-
idation reactor (low pressure mercury lamp and
potassium peroxodisulfate) with a UV-visible
spectrophotometer. For nitrogen, the photo-oxi-
dation is carried out in alkaline or acidic medium
and leads to the speciation of organic, inorganic
and oxidised forms. In the same way, phosphorus
forms (orthophosphate, organic and hydrolysable
phosphorus) could be also differentiated.

2. Experimental

2.1. Material

Experiments are carried out with a photochemi-
cal reactor shown in Fig. 1. It is composed of a
UV source surrounded by a synthetic quartz
(suprasil) coil. The sample circulates in a 20 ml
closed circuit and the determination is carried out
with a UV-visible spectrophotometer.

A low pressure mercury lamp (Pen Ray® UV-P)
is used as irradiation source. The length of the
radiant part of the lamp is 22.9 cm and the
external diameter is 0.95 cm. The nominal 254 nm
emission power is 42 mW cm−2 at 30 cm and the
delivered electric current is 18 mA. The emission
spectrum shows that 90% of the energy is related
to the 254 nm ray and the remaining 10% for the
185, 313, 365, 405, 436 nm rays (Fig. 2). The

lifetime given by the supplier is more than 5000 h.
The jacket of the lamp is made of synthetic quartz
as well as the quartz coil in order to use the 185
nm radiation.

Assuming that the emission can be considered
as monochromatic (90% of energy at 254 nm), the
photonic flux has been determined at 254 nm.
Chemical actinometry has been carried out with

Fig. 1. UV photochemical reactor.

Fig. 2. Emission spectrum of a low pressure mercury lamp.
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potassium ferrioxalate (Harris [8]) and the pho-
tonic flux was found as 2.3×10−7 einstein s−1.

The UV-visible detector is an Anthelie (Seco-
mam) UV-visible spectrophotometer controlled
by Dathelie software version 4.1f. The pathlength
of the suprasil quartz cell is either 2 mm (for
nitrate measurement) or 40 mm (for orthophos-
phate determination) and the scan speed is 1800
nm min−1.

2.2. Reagents and compounds

Two main reagents are used as oxidant for the
conversion step or complexant for orthophos-
phate: potassium peroxodisulfate, K2S2O8

(Aldrich) as oxidising agent and ammonium
molybdate (NH4)6Mo7O24, 4H2O (Carlo Erba) as
complexing agent.

Depending on compounds determination, the
photo-oxidation is carried out under basic or
acidic conditions. The pH of alkaline photo-oxi-
dation (pH 9) is adjust with a buffer solution
prepared as follow: dissolve 38 g of sodium tetra-
borate decahydrate (Aldrich) in 800 ml of ultra-
pure water. Add 30 ml of a 2.5 M sodium
hydroxide (Carlo Erba) solution and dilute to
1000 ml of ultra pure water.

Acidic photo-oxidation (pH 2) is carried out
using sulphuric acid 20% (Carlo Erba 96%).

N-containing model compounds have been
studied: urea, ammonium chloride, glycine, 4-ni-
trophenol, atrazine, 4-aminophenol (Riedel de
Haen), N-acetyl-glucosamine, glutamic acid, 3-
aminophenol, aniline, 3-toluidine (Merck), EDTA
(Carlo Erba), 2-nitrophenol (Fluka).

Phosphorus compounds analysed have been
chosen among pesticides as mevinphos, dichlorvos
or dibrom (Riedel de Haën), synthetic organic
monophosphate as tris (2-chloroethyl) phosphate
and N (phosphonomethyl) glycine (Aldrich) or
natural polyphosphate like a-D-glucose-1-phos-
phate dipotassium salt dihydrate, adenosine-5%-
monophosphate (AMP), adenosine-5%-diphos-
phate disodium salt hydrate (ADP), adenosine-5%-
triphosphate diphosphate disodium salt hydrate
(ATP, Acros).

Solutions of standard compounds are prepared
in ultra-pure water.

2.3. Principles of determination

The measurement of nitrogen and phosphorus
in wastewater consists of the conversion of nitro-
gen and phosphorus compounds respectively in
nitrate and orthophosphate. The determination of
these ions is possible with UV-visible spectropho-
tometry by using a spectrum deconvolution
method (Thomas [9]).

The principle of the spectrum deconvolution
method is to considered the UV absorption spec-
trum as a linear combination of a few reference
spectra witch are related either to specific analytes
(nitrate for example) or aggregate constituents
(generally considered as interferences). The calcu-
lation of spectra contribution is carried out by
using the following relation:

Sw= %
p

i=1

ai.REFi9r

where Sw is the sample spectra, ai the contribution
coefficient of the i th reference spectra REFi, p the
number of reference spectra used and r the
quadratic error.

For nitrate determination, a base of reference
spectra has been proposed with spectra corre-
sponding to residual matrix, suspended solids,
colloids, nitrate and oxidant. The quantification is
carried out between 205 and 335 nm. Nitrate
concentration is given by the product of nitrate
coefficient by the concentration of the corre-
sponding reference spectrum.

Orthophosphate concentration is calculated
from the phosphomolybdate complex formation.
A base of reference spectra has been used with
spectra corresponding to molybdate solution (2.4
g l−1) and to the phosphomolybdate complex
obtained from 10 mg l−1 of orthophosphate.
Notice that in this case the use of a simple multi-
component procedure may be sufficient. The
quantification is carried out between 380 and 450
nm. Orthophosphate concentration is given by the
product of phosphomolybdate complex coefficient
by the concentration of the corresponding refer-
ence spectrum.

The general procedure (Fig. 3) includes two
main steps: direct (NO3

−, NO2
−) or indirect (PO4

3−)
UV-visible measurement and photo-oxidation
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Fig. 3. General scheme for N and P speciation.

metry. Notice that the deconvolution method for
spectra exploitation can be replaced by classical
methods for the estimation of nitrate (Standard
Method [11]). Secondly the oxidant solution
(potassium peroxodisulfate K2S2O8) is added to
the sample for the photo-convertion of organic
and inorganic nitrogen forms into nitrate determi-
nated by UV spectrophotometry (Thomas [9]).

Nitrogen forms �
h6/S2O8

-2

NO3
−.

The photo-oxidation carried out under different
pH conditions allows to convert specifically the
nitrogen reduced forms. Indeed, in acidic condi-
tions, only organic nitrogen is converted into
nitrate whereas in alkaline medium, all the re-
duced nitrogen forms (organic and ammonium)
are converted, giving the global nitrogen measure-
ment. Fig. 4 shows the general procedure.

The procedure allows the measurement of the
oxidised forms (NOX=NO2

−+NO3
−), global ni-

trogen (NGL) and aggregate organic forms
(NORG).

The calculation of Kjeldahl nitrogen (TKN=
NGL−NOX) and of the ammonium form (NH4

+

=TKN−NORG) is then possible.

(NGL, PGL) followed by the UV-visible
measurement.

2.4. Nitrogen forms determination

The method for N compounds determination
earlier described (Roig [10]) consists of firstly, the
determination of inorganic oxidised nitrogen
forms (NO3

−, NO2
−) by direct UV spectrophoto-

Fig. 4. Speciation of nitrogen in wastewater.
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Fig. 5. Speciation of phosphorus in wastewater.

added to the sample for the photo-conversion (15
min irradiation time) of the organic phosphorus
forms into orthophosphates. Orthophosphtates
are then determinated by UV-visible
spectrophotometry.

Phosphorus forms �
h6/S2O8

2−/Molybdate
’PO4

3−’.

The general procedure is illustrated in Fig. 5.
The procedure allows the measurement of or-

thophosphate (PO4
3−) and global phosphorus

(PGL). The determination of the sum of organic
and hydrolysable phosphorus (PORG+Phyd=
PGL−PO4

3−) is then possible.

3. Results

3.1. Con6ersion yields from model compounds

3.1.1. Nitrogen compounds
Table 2 displays the results for the determina-

tion of the nitrogen concentration from various
N-containing compounds. The conversion into ni-
trate from all compounds is quantitative whatever
the concentration, with a very short conversion
time are (around 3 min).

3.1.2. Phosphorus compounds
Table 3 displays the results for the determina-

tion of the orthophosphate concentration from
the photo-oxidation of various P-containing com-
pounds. The molybdate solution (1.5 ml) is intro-
duce in the reactor in order to follow the
phosphomolybdate complex formation. The con-

2.5. Phosphorus forms determination

As previously mentioned, phosphorus com-
pounds are commonly classified into orthophos-
phates (PO4

3−), acid-hydrolysable phosphates and
organic phosphates. It must be notice that acid-
hydrolysable phosphates (as pyrophosphates) are
neglictible in sewage (Jolley [12]). The determina-
tion of phosphate consists of firstly the determina-
tion of orthophosphates by spectrophotometric
measurement of a phosphosmolybdate complex
(formed with addition of 1.5 ml of ammonium
molybdate 40 g l−1) using the spectrum deconvo-
lution method.Then, an oxidant solution (2 ml of
40 g l−1potassium peroxodisulfate K2S2O8) is

Table 2
Conversion yields obtained from nitrogen compounds (Roig [10])

Compoundsa Conversion yieldsb Compoundsa Conversion yieldsb

Urea 95Glycine100
EDTA 90100NH4Cl

100N-acetyl-glucosamine Atrazine 90
904-Aminophenol 100 3-Toluidine

100 Aniline2-Nitrophenol 80
801004-Nitrophenol Glutamic acid

3-Aminophenol 100

a Concentrations between 5 and 50 mg N l−1.
b 3 min irradiation time.
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Table 3
Conversion yields obtained from phosphorus compounds

CompoundsaCompoundsa Conversion yieldsbConversion yieldsb

N(phosphonomethyl) glycine Glucose-1-phosphate100 100
AMP100 90Mevinphos
ADPDichlorvos 90100
ATP100 85Dibrom

Tris(2chloroethyl) phosphate 90

a Concentration between 1 and 10 mg P l−1.
b 10–15 min irradiation time.

version yields are quantitative using irradiation
time no longer than 15 min.

3.2. Con6ersion yields from raw effluents

3.2.1. Nitrogen: TKN measurement
Fifty samples of urban and industrial wastew-

aters were analysed with both Kjeldahl method
and UV oxidation (Fig. 6). A good adjustment
can be observed between the results.

3.2.2. Phosphorus: total phosphorus measurement
The UV/UV-visible method was applied for

the determination of total phosphorus from raw
effluents. The results were compared with
those obtained by atomic absorption analysis
(Fig. 7).

This comparison showed a good correlation
(R2=0.991). Notice that others samples may be
analysed in order to obtained a more suitable
comparison.

3.3. Measurement 6alidation

3.3.1. Nitrogen
The nitrogen forms are determined by UV

spectrophotometry measurement of the nitrate
(present before and after photo-oxidation). The
estimation of nitrate concentration by UV
deconvolution was first compared with theo-
retical concentration of standard solutions and
secondly with the estimation of the concentra-
tion by capillary electrophoresis (Fig. 8A and
B).

The good correlation obtained by these com-
parison allows to justify the use of this UV
method for nitrate estimation.

Fig. 6. Nitrogen measurement by the Kjeldal method and the
UV/UV one.

Fig. 7. Total phosphorus measurement by the atomic absorp-
tion analysis and the UV/UV-visible one.
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Fig. 8. between the nitrate concentration estimated by UV and
the expected one (A) or the concentration measured by capil-
lary electrophoresis (B).

4. Discussion

The determination of the nitrogen and phos-
phorus forms in wastewater could be carried out
by direct (UV measurement) or indirect (photo-
oxidation+UV measurement) spectrophotome-
try. Moreover, a complexation step can be added
to the procedure when compounds have not an
absorption in UV region (Table 4).

It must be noticed that the determination of all
parameters (nitrogen and phosphorus com-
pounds) is no longer than 30 min.

5. Conclusion

The photo-oxidation/UV system has been de-
scribed as an efficient method for the measure-
ment of nitrogen and/or phosphorus in

Fig. 9. Comparison between the UV estimation of orthophos-
phate concentration and the expected one (A) or the standard-
ised estimation one (B).

3.4. Phosphorus

The UV-visible deconvolution estimation of
phosphomolybdate complex is firstly compared
with the expected concentration of standard
added solutions (Fig. 9A). Moreover, orthophos-
phate concentration in wastewater has been esti-
mated both by UV deconvolution and by ascorbic
acid colorimetry (Fig. 9B).

In the two cases, UV estimated concentrations
are in a great agreement with expected concentra-
tions and then can be used as an alternative to the
standardised method.
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Table 4
Principle of determination of nitrogen and phosphorus forms

Reagent ComplexantParameters Principle

UV measure-NO2
− N N

ment
NO3

− UV measure- N N
ment

NGL Alkaline photo- Y N
oxidation
Acidic photo-NORG Y N
oxidation

TKN Calculation Y N
NH4

+ Calculation Y N
NUV-visible mea- YPO4

3−

surement
PGL Acidic photo- Y Y

oxidation
YPorg+Phyd YCalculation

According to experimental conditions of
photo-oxidation or UV measurement, it will be
possible to evaluated the major part of nitrogen
and phosphorus forms (oxidised, organics, inor-
ganics, hydrolysable) and also global nitrogen
and total phosphorus. This method is very suit-
able for treatment plant.
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wastewater. Compared with the standardised
method, this simple UV/UV-visible method pre-
sents some advantages especially for time con-
suming which is six time lower. Moreover, this
procedure minimises the consumption of
reagents and is realised in softer conditions. On
the other hand, this system could be carried out
either for laboratory analysis or for field mea-
surement.
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Abstract

A comprehensive review with 270 references for the analysis of the members of an important class of drugs,
4-quinolone antibacterials, is presented. The review covers most of the methods described for the analysis of these
drugs either per se, in dosage forms or in biological fluids. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Following the discovery of nalidixic acid in
1962 by Lesher et al. [1], numerous structural
modifications have been made in the quinoline
nucleus to increase antimicrobial activity and im-
prove pharmacokinetic performance. A major ad-
vance occurred during the 1980s with the
discovery that a fluorine atom at position 6 con-
ferred broad and potent antimicrobial activity,
e.g. norfloxacin, but still with relatively less activ-
ity for gram-positive and anaerobic organisms
than gram-negative bacteria. Subsequent develop-
ments produced quinolones with further improve-
ments, predominantly in either solubility (e.g.

ofloxacin), antimicrobial activity (e.g.
ciprofloxacin) or prolonged serum half-life (e.g.
pefloxacin). Recent modifications have attempted
to achieve an optimal blend of favorable proper-
ties together with potential for undesirable side
effects [2]. A good guide to the pharmacology,
spectrum of activity, pharmacokinetics, clinical
efficacy and adverse effects of the next generation
of fluoroquinolones, recently approved by FDA,
is found in the review written by Ernst et al. [3].

During the past 15 years the 4-quinolone an-
tibacterials have been progressed from relative
obscurity to a highly visible and intensely studied
class of compounds. The zeal for developing and
marketing newer fluoroquinolones closely paral-
lels that of the cephalosporins for the past 20
years. All of these newer agents have similar
mechanism of action, but numerous derivatives of
the basic 4-quinolone structure have been synthe-
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sized in an effort to enhance the antimicrobial
spectrum and pharmacological properties of these
antimicrobials.

The increasing interest in this class of com-
pounds led us to review the methods reported for
their analysis in pure form, their formulations and
biological fluids, animal and fish feed, etc.

2. Chemistry

Large numbers of analogs and derivatives of
the basic 4-quinolone structure have been synthe-
sized over the past 35 years (Fig. 1). Prototype
quinolone antibacterials, such as nalidixic acid
(naphthpyridine nucleus) and cinoxacin (cinoline
nucleus) and piperimidic acid (pyridopyrimidine
ring) differ in structure from the parent com-

pound by the incorporation of an additional ni-
trogen atom into the quinoline nucleus. The early
antibacterials have limited spectrum of activity,
and newer compounds were sought to improve
their antimicrobial spectrum. For the most part,
the newer drugs have a structure similar to the
parent 4-quinolone first isolated from the synthe-
sis of chloroquine and they possess halogen atom
on the non-nitrogenated ring. A fluorine residue
at position 6 is present on all of the newer agents.
The addition of piprazinyl ring at position 7 was
found to extend the spectrum of activity leading
to broad-spectrum fluoroquinolones. The
fluoroquinolones are small molecules with weights
between 300 and 500 Da. Many of these com-
pounds are Zwitterions and exhibit different solu-
bility characteristics with changes in pH. These
agents are quite stable in both oral and parenteral

Fig. 1. List of the structures of the quinolone antimicrobials.
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dosage forms at or below 30°C. They have been
shown to be stable in reconstituted serum and
urine for several weeks, but they have chelation
potential for transition metal ions, such as copper,
lead, zinc and magnesium. The compounds are
sensitive to strong light and should be protected
from light for long-term storage to prevent loss of
activity.

2.1. Official and compendial methods of analysis

Ciprofloxacin and its hydrochloride salt,
nalidixic acid, cinoxacin and norfloxacin are the
subjects of monographs in the United States Phar-
macopoeia [4], while only nalidixic acid is official
in the British Pharmacopoeia [5]. High-perfor-
mance liquid chromatography (HPLC) method is
recommended for the assay of ciprofloxacin and
its preparations [4]. As for nalidixic acid and
norfloxacin, they are assayed by non-aqueous ti-
tration depending on the presence of carboxylic
group, while their preparations are analysed spec-
trophotometrically [4,5]. Cinoxacin, on the other
hand, is assayed by HPLC, and its capsules are
analysed spectrophotometrically [4]. The details of
these methods will be mentioned later.

Monographs in the ‘Analytical Profile of Drug
Substances’, series, were also published for
nalidixic acid [6], norfloxacin [7] and lomefloxacin
[8]. A comprehensive book dealing with clinical
antimicrobial assays, including a chapter on 4-
quinolones, was recently published [259]. A review
with 86 references on the application of HPLC to
the pharmacokinetic analysis of antibiotics was
recently presented [270].

Among drugs administered to food-producing
animals, antimicrobials are the most important.
Drug residues may be present in slaughter animals
that have been treated during the fattening pe-
riod, and numerous chemical methods exist to
detect these residues in meat or offal [260]. The
European Community (EC) reference Laboratory
in Fougeres recommends the use of the 4-plate
test on muscle tissue to detect residual amounts of
antibacterial in slaughter animals [261]. The ac-
cepted Maximum Residue Limit (MRL) for en-
rofloxacin and ciprofloxacin in muscle, liver and
kidney is 30 mg kg−1 [262]. Residues of

fluoroquinolones in tissues of food-animals are of
concern because of reports that humans have
developed antibacterial resistance to these drugs,
the FDA has recently banned the extralable use of
these drugs in food-producing animals [263,264].
Sarafloxacin and enrofloxacin are approved for
use in Poultry in the United States (US-FDA,
Green Book) [265]. Enrofloxacin is approved in
the US, for non-food animals, it is used exten-
sively in Europe [266]. A peer-verified liquid chro-
matographic method was described for the
simultaneous determination of residues of flume-
quine, nalidixic acid, oxolonic acid and piromidic
acid in catfish muscle [267].

2.2. Pharmacokinetics

The pharmacokinetic properties of 4-
quinolones have been reviewed by Brown and
Reeves [268]. Table 1 summarizes the properties
of some of them. They are orally absobred (some
also have parenteral formulations), have large
volume of distribution, and are, with the excep-
tion of some of the newer agents, eliminated
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Table 1
Physico–chemical and pharmacokinetic properties of 4-quinolones

EliminationpKa Protein bindingDrug Metabolites Urinary excretionDosage formsMol. Wt.
half-life (h) (%)

Naphthyridines
Glucuronide \50%, mostly unchanged50Clinafloxacin 365.78 5.2Hydrochloride

35320.32 Oxo 60% 10–15% as oxo6.2, 8.8 3/2 Hydrate 3–6Enoxacin
1.5 93 Glucuronide, hy-232.2 \80%, mostly metabolitesNalidixic Acid 6.7

droxy
30–35%6–7Tosilate 37404.33Tosufloxacin

Trovafloxacin 705.87,8.09 Glucuronide, N-L-Ala-L-Ala B10%416.36 9–13
mesylate acetyl

Quinolines
20–40Ciprofloxacin Sulpho, oxo, formyl,6.0, 8.8 Lactate or hy- 50–70%, :10% metabo-331.3 3–4

drochloride desethyl lites.
Desmethyl, N-oxide \50%, with B11% as5.5, 8.0369Fleroxacin 9–12 23

metabolites
395.86 8–15 50 Glucuronide, sul-Grepafloxacin :10%Hydrochloride

phate open-ringsesquihydratehydrochloride
N-oxide, desmethylLevofloxacin \75%, B10% as metabo-361.37 7.9 Hemihydrate 3–7 30

lites
Glucuronide \60%, 5–10% as metabolite157–8351.37Lomefloxacin

10–12437.9 50 :20%Moxifloxacin
hydrochloride

3–4 15 Formyl, oxo, de-Norfloxacin 35%, with 10% as319.3 6.2–6.4, 8.7–8.9
sethyl, etc. metabolites
N-oxide, desmethyl \75%, B10% as metabo-3–7Hydrochloride361.37 7.9Ofloxacin 30

lites
\60%, mostly as metbao-8–13 20–30 As norfloxacin plusPefloxacin Mesylate dihy-333.37

desmethyldrate lites
Glucuronide B10% mostly as metabolite37Sparfloxacin 380.38 15–20
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mainly by renal excretion and, to a greater or
lesser extent depending on the compound,
metabolic conversion. Within this generalization,
there are quite large differences between the dif-
ferent compounds.

3. Reported methods of analysis

3.1. Titrimetric methods

The British Pharmacopoeia [5] recommends a
titrimetric assay for nalidixic acid. The drug is
dissolved in CH2Cl2/isopropanol, then titrated
with ethanolic sodium hydroxide and detecting
the end point potentiometrically using glass/sil-
ver–silver chloride electrode system. Nalidixic
acid was also titrated in DMF against lithium
methoxide using thymolphthalein as indicator [4].
A similar method, using ethylenediamine or
DMF–methanol mixture as a solvent, and
sodium methoxide as the titrant and thymol blue
as an indicator, was reported for nalidixic acid [9].
Bachrata [10] titrated nalidixic acid with sodium
borohydride, the detection of the end point was
accomplished potentiometrically or using thymol
blue indicator. In another report, Bachrata et al.
[11] titrated nalidixic acid alkalimetrically in non-
aqueous medium. Norfloxacin, on the other hand,
was titrated in glacial acetic acid with perchloric
acid, the detection of the end point was accom-
plished potentiometrically [4]. Ciprofloxacin was
titrated in pyridine with tetrabutyl ammonium
hydroxide in methanol/isopropanol, the end point
being detected potentiometrically using combined
glass electrode [13]. An acid-dye biphasic titrimet-
ric method was described for ciprofloxacin. The
sample was dissolved in water, mixed with phos-
phate/citrate buffer of pH 7, chloroform was then
added. The mixture was titrated with 0.4 mM
bromothymol blue to a light blue colour in the
aqueous layer [14].

For the analysis of ofloxacin, the drug was
dissolved in ethanol and titrated with 0.046 M
NaOH, the end point was detected either poten-
tiometrically or conductometrically [15]. Belal et
al. [256] described a conductimetric titration
method for ofloxacin, norfloxacin and nalidixic

acid based on the use of NaOH, AgNO3 or tetra-
butylammonium hydroxide.

3.1.1. Direct potentiometry using ion-selecti6e
electrode

Avsec and Gomiscek [12] described the prepa-
ration of ciprofloxacin PVC-coated wire ion-selec-
tive electrode based on quinolin-4-ones. The
useful pH range was 4.5–7 and the response was
rectilinear for 0.1–10 mM. Li et al [16] described
the preparation and application of poly (vinyl
chloride) membrane selective electrode for
norfloxacin. The Nernstian response of the elec-
trode was linear over the range 18–63 mM. In
another contribution, Guo et al. [17] used sodium
tetraphenylborate to prepare the electroactive
substance, the response of the electrode was linear
from 10 mM to 10 mM.

3.2. Ultra6iolet spectroscopic methods

The quinolone derivatives are highly absorbing
light in the ultraviolet region of the spectrum,
therefore, numerous methods were developed
based on measuring their absorbance at that re-
gion. For example, norfloxacin was determined in
capsules by measuring the absorbance of its solu-
tion in 0.4% NaOH at 273 nm [18]. A simulta-
neous spectrophotometric method was described
for the estimation of norfloxacin and tinidazole by
measuring the absorbance of their solution in
DMF at 275.6 and 317.8 nm or measuring the
difference in their absorbance from 275.6 to 353.6
nm and from 317.8 to 254.2 nm for norfloxacin
and tinidazole, respectively [19]. A similar method
was described for the same mixture [20]. The
absorbance of the solution of the two drugs in
0.01 M acetic acid was scanned from 400 to 200
nm using two sampling points of 227 and 316 nm.

Ciprofloxacin HCl was determined in tablets by
differential spectrophotometry [21]. The ab-
sorbance of the sample in dil HCl was measured
at 283 nm against a reference sample treated with
dil. NaOH. The calibration curve was linear from
3 to 15 mg l−1. Ciprofloxacin was also deter-
mined in 0.1 M HCl at 227 nm [22]. The latter
method was further utilized for its determination
in ophthalmic solutions [23]. The excretion of
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ciprofloxacin in urine was estimated by measuring
its absorbance in 0.01 M NaOH at 335 nm [24].
Ofloxacin was determined in urine after passing
on Amberlite XAD-2 activated with methanol/
water/acetone, the elute was measured at 293 nm
[25]. El-Yazbi [26] proposed a spectrophotometric
method for the determination of ofloxacin in
tablets by measuring the absorbance of two equal
portions in 0.1 M NaOH and 0.1 M HCl in the
zero-order, first and second derivative modes.
Ofloxacin was determined in granules by direct
UV-spectrophotometry at 293 nm [27], and in
tablets and ointments by second derivative spec-
troscopy with Dl 6 nm and measurement of the
peak–trough amplitude between 303 and 315 nm
[31].

Norfloxacin was determined in tablets by sec-
ond-derivative UV-spectroscopy [28]. A stability-
indicating derivative spectophotometric method
was described for the determination of norflox-
acin in tablets [29]. The first derivative measure-
ments at 264 nm were applied for the quantitation
of norfloxacin without interference from its 3-de-
carboxylated derivative. UV spectrophotometric
measurements of norfloxacin at 276 nm were used
for its determination in the presence of different
antacids (derivatives of Al and Mg) [30].

The application of ultraviolet spectroscopy to
the determination of nalidixic acid has been re-
ported by many workers [32–34]. The determina-
tion of nalidixic acid and its hydroxy metabolite is
based on the fact that in aqueous solutions, both
compounds absorb UV strongly at 336 nm but
hardly at all at 370 nm. The difference in ab-
sorbance at these two wavelengths gives a highly
specific measure of the total amount of the two
compounds [33]. A difference spectrophotometric
method was described for the determination of
lomefloxacin in tablets whereby the absorbance of
the solution in acetate buffer of pH 3.8 and the
solution in phosphate buffer of pH 7.2 was mea-
sured at 259.4 and 292.2 nm, respectively [35].

3.3. Visible spectrophotometric methods

The reaction of 4-quinolones with metal ions to
produce coloured complexes was exhaustively uti-
lized by many anthors to develop methods for

their determination. The complexation behavior
of fluoroquinolones was studied. The absorption,
fluorescence and IR spectra of these drugs with Fe
(III) were recorded. The formation constant of the
1:1 complexes was determined spectrophotometri-
cally using Bjerum’s method and scratched plots,
the optimum pH for complexation was 3.8. The
complexes were stable for 1 h. It was found Ni
(II), Co (II), Mg (II) and Zn (II) did not interfere,
but Cu (II) did [36].

The detection of fluoroquinolones in urine of
patients with Tuberculosis could be achieved by
the change of color of a paper impregnated with
FeCl3 [37].

Ferric chloride reacts with norfloxacin,
ciprofloxacin, cionxacin and nalidixic acid in
DMSO/methanol producing orange colors peak-
ing at 440, 442, 490 and 430 nm, respectively, the
corresponding optimum ranges were: 50–125;
40–100; 4–100 and 40–100 mg ml−1. The reac-
tion-product with ciprofloxacin is proposed to be
as follows [38]:

Ciprofloxacin was determined in pharmaceuti-
cals through its reaction with ferric chloride and
measuring the produced colour at 430 nm [22].
Raman-Rao et al. [39] described two spectropho-
tometric methods for ciprofloxacin, the first in-
volved the use of 0.2% FeCl3/0.5 M HCl, while
the second was based on the use of 3-methylben-
zothiazolin-2-one hydrazone/ceric sulphate. Ferric
nitrate was also used for the determination of
ciprofloxacin, a yellow–orange colour peaking at
435 nm was obtained in 1% nitric acid [40], while
a yellow colour peaking at 370 nm was produced
in neutral medium [41]. Ofloxacin—on the other
hand—could be determined through its yellow
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colour with Cu (II) at pH 4.5 (lmax 360 nm) [42]
or with Fe (III) (lmax 410 nm) [43]. Flumequine
was similarly determined in pharmaceuticals de-
pending on the use of FeCl3 [44]. As for nalidixic
acid, several methods have been reported for its
determination depending on its complexation with
Fe (III). A yellow colour peaking at 419 nm at pH
3 over the concentration range 0.5–4.0 ppm, was
developed [45]. At pH 7, a yellow colour with lmax

430 nm was obtained, the working range was
10–200 mg ml−1 [46]. Similar methods based on
measuring the yellow colour at 410 nm were
reported [47,48]. A spectrophotometric method
was proposed for ciprofloxacin and norfloxacin
based on ternary complex-formation with eosin
and Pd (II) in acetate buffer pH 4 or 4.2 and
measuring the produced colour at 545 nm over
the range 3–10 mg ml−1 [49]. A spectrophotomet-
ric method for lomefloxacin based on reduction of
Folin–Ciocalteau reagent to produce molybde-
num blue peaking at 770 nm, was reported [50].

Charge-transfer complexation between 4-
quinolones as electron donnors and certain p-ac-
ceptors formed the basis of several
spectrophotometric methods. Amin et al. [51]
used each of 1,3-dichloro-5,6-dicyano-p-benzo-
quinone (DDQ), 7,7,8,8-tetra-
cyanoquinodimethane (TCNQ), p-chloranil (CL)
or chloranilic acid (CLA) as p-acceptors to give
highly coloured species, peaking at 460, 843, 550
and 531 nm, respectively, the concentration range
is 10–400 mg ml−1. Zhou et al. [52] used each of
DDQ, p-benzoquinone (BQ), tetrachlorobenzo-
quinone (TCB) or tetrabromobenzoquinone
(TBB) for the same purpose. Ciprofloxacin was
determined using BQ at pH 7.8, lmax was 495 nm
[53]. The same reagent was used by Al-Khamees
[54] to determine norfloxacin in tablets, lmax was
495 nm, the working range was 15–40 mg ml−1. A
similar method involving the use of TCB was
reported for ciprofloxacin, lmax was 376 nm and
the working range 0.9–25 mg ml−1. [55]. Re-
cently, p-nitrophenol was described for the deter-
mination of pipemidic acid, norfloxacin and
ciprofloxacin in aqueous medium to produce com-
plexes peaking at 404, 407 and 403 nm, respec-
tively [257], the linear ranges were 0.1–12, 0.3–16
and 0.1–18 mg ml−1, respectively. The method
was applied to dosage forms.

Ion-pair complex-formation was successfully
utilized for the determination of this class of
compounds. Fluoroquinolones were determined
through their reaction with supracene violet 3B
and measuring the orange colour at 485 nm [56].
Ciprofloxacin was determined using either bro-
mocresol purple or bromophenol blue, the yellow
colour produced was measured at 410 nm [57]. A
similar method involving the use of methyl orange
or bromothymol blue for ciprofloxacin was de-
scribed, the absorbance was measured at 425 nm
or 410 nm, respectively, the working range was
3–25 mg ml−1 [58]. Sulphophthalein dyes (bro-
mophenol blue, bromothymol blue and bromocre-
sol purple) were used for the determination of
ofloxacin and lomefloxacin, [59], lmax was 410,
415 and 410 nm, respectively. The working ranges
were 5–25, 2–15 and 2–20 mg ml−1, respectively.
Similarly, lomefloxacin was determined using bro-
mothymol blue, bromophenol blue, bromocresol
purple and bromocresol green [60]. An extractive
spectrophotometric method was described for
norfloxacin based on oxidation with ceric sul-
phate/ammonium sulphate. The yellow colour
produced is measured at 350 nm. The working
range is 10–1000 mg ml−1 [61].

3.4. Spectrofluorimetric methods

The 4-quinolone derivatives are characterized
by their high native fluorescence, therefore, sev-
eral methods were developed for their determina-
tion based on this fact; yet, many other methods
were introduced based on chemical derivatization,
whereby more intense fluorophores were ob-
tained. Norfoxacin was determined in capsules
after dissolving in 0.05 M HCl and measuring its
fluorescence at 440 nm (excitation 280 nm), the
concentration range was 0.1–0.36 mg ml−1 [62].
Similarly rafloxacin was determined in capsules
and serum by measuring its fluorescence at
440 nm (excitation 360 nm) in 0.05 M H2SO4. The
detection limit was 0.3 mg ml−1 [63]. A similar
method was described for enrofloxacin in poultry
tissues after extraction with CH2Cl2, the fluores-
cence was measured in buffered solution (pH 3.5)
at 445 nm after excitation at 282 nm [64].
Ofloxacin in tablets was determined either in ac-
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etate buffer pH 3.5 or in 0.1 M HCl, the fluores-
cence of the solution was measured at 500 nm
(excitation at 292 nm), the recovery was 98.7–
99.5% [65]. In the same manner, El-Yazbi could
determine ofloxacin in tablets by measuring its
fluorescence in 0.1 N H2SO4 at 512 nm (excitation
298 nm), the concentration range was 0.2–1.2 mg
ml−1 [26]. The dissolution of norfloxacin tablets
in gastric juice in presence of antacids was studied
spectrofluorimetrically by measuring the fluores-
cence at 445 nm (excitation 330 nm), the calibra-
tion curve was linear over the concentration range
1–10 mg ml−1 with limit of detection of 0.58 mg
ml−1. Nalidixic acid was determined in biological
fluids after extraction with ethylacetate: chloro-
form and measuring its fluorescence at 350/435
nm [66]. A similar method involving extraction
with chloroform and measuring its fluorescence at
325/408 nm, was reported [67]. Recently, Moras et
al. [68] reported on the simultaneous determina-
tion of nalidixic acid and 7-hydroxy-derivative by
partial least squares calibration based on measur-
ing the fluorescence of these compounds in the
presence of cyclodextrin at 357 nm, exciting at
314 nm. Matrix isopotential synchronous spec-
trofluorimetry was applied to the determination of
nalidixic acid in urine without prior separation,
working concentration range was 25-1000 ng
ml−1 [69]. Lizondo et al. [70] studied the fluores-
cence characteristics of enrofloxacin in different
solvents, H2O, acetate buffer of pH 4.7 methanol,
ethanol and chloroform.

Complexation with metals has been utilized by
several workers for the development of fluorimet-
ric methods for the determination of these com-
pounds. The complexation of scandium with
fluoroquinolones at pH 4.2 was utilized for their
determination by measuring the fluorescence at
430 or 480 nm (excitation 280 nm) [71]. The
calibration graphs were linear up to 1.0 mM and
the limit of detection was about 0.6 mM. Norflox-
acin was determined in serum through complexa-
tion with Al (III) over the range 0.001–2 mg
ml−1, lmax was 440 nm (excitation 320 nm) [72].
The same complexation reaction was utilized for
the determination of norfloaxin in pharmaceuti-
cals and urine [73], the complex was measured at
423 nm (excitation 339 nm) over the range 0.003–

6.8 mg ml−1. Tb (III) was also used to determine
norfloxacin in serum [74]. The complex was mea-
sured at 545 nm (excitation 325 nm) over the
range 0.05–1 mg ml−1. Similarly, ciprofloxacin
and norfloxacin were determined in pharmaceuti-
cals through ternary complex-formation with
PdCl2/eosin at pH 4 and measuring the fluores-
cence at 540 nm (excitation 310), the calibration
curves were linear over the ranges 35–70 and
25–50 mg ml−1, respectively [49].

As for nalidixic acid, several fluorimetric meth-
ods were reported: the ternary-complex formation
of nalidixic acid with Tb (III) in presence of
hexamine (pH 7.2) was exploited for its determi-
nation in formulations and biological fluids [75].
The working range was 0.1–2.4 mg ml−1 with
limit of detection of 2 ng ml−1, the complex was
measured at 490/310 nm. A similar method was
described for the determination of nalidixic acid
in bovine serum, complexation was affected using
Eu (III) or Tb (III) [76]. Terbium-sensitized
fluorescence was reported for the determination of
fluoroquinoline antibacterials in serum at pH 5.5,
lmax 546/333 nm [77]. The fluoresence characteris-
tics of norfloxacin–Mguanylic acid reaction
product and its quenching by Fe (III) or Cu (II)
was utilized for its determination [78]. The host–
guest complexation of 4-quinolones with cy-
clodextrins formed the basis of many fluorimetric
methods. Nalidixic acid formed 1:1 complex with
g-cyclodextrin [79], a fluorimetric method was de-
veloped based on measuring the fluorescence of
the complex at 357/314 nm over the range 0.1–2
mg ml−1. The method was applied to urine and
pharmaceuticals. A similar method was reported
for nalidixic acid in biological fluids [80]. Norflox-
acin was determined in veterinary preparations by
measuring its fluorescence at pH 2.6 in the pres-
ence of b-cyclodextrin [81]. The entrapment rate
of ofloxacin liposomes was determined spec-
trofluorimetrically at pH 7.2 by measuring the
fluorescence at 467.2 nm (excitation at 288 nm)
over the range 54–513 mg l−1 [82].

3.5. Voltammetric methods

Voltammetry and polarography are becoming
increasingly important in the determination of
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pharmaceutical compounds. These methods are
sufficiently sensitive and selective, and are suitable
for the analysis of trace materials in complicated
systems, such as dosage forms, biological fluids,
etc. The presence of carbonyl group attached to
the quinolone or naphthpyridine nucleus, in con-
junction with carboxylic acid groups initiated sev-
eral polarographic studies for this class of
compounds. A differential-pulse polarographic
(DPP) method was described for the determina-
tion of norfloxacin in tablets based on measuring
the single DP peak in 2 M HCl in the range
−0.95 to −1.05 V versus C or the peak that
appears in the range 1.79 to −1.95 in base elec-
trolyte of pH]7.5 [83]. An oscillopolarographic
titration method was applied to the determination
of norfloxacin in capsules [84], the drug was pre-
cipiated as its tetraphenylborate and the filtrate
was titrated with thallous sulphate using an ac
voltage from 6 V 50 Hz to 0.25 V, the dc voltage
to −0.79 V. A similar method was described for
norfloxacin in pharmaceuticals [85], after precipi-
tation with tetraphenylboron, the filtrate was ti-
trated with the same titrant using an ac voltage of
2.3 V and dc voltage of −1.5 V. Wang et al. [86]
applied the same technique for norfloxacin in
capsules, the working voltages were dc voltage at
−9 to −1 V and ac voltage at −5.8 to 6 V. The
average recovery was 99.6%. Adsorptive stripping
voltammetry (ASV) was reported for the determi-
nation of norfloaxacin in eye drops [87], the peak
potential of the reductive wave at −1.52 V was
measured in ammonia buffer of pH 7.49. The
same technique (ASV) was utilized for norfloxacin
in tablets [88], the accumulation time was 60–300
s and the scan rate was 2–10 mV s−1. The
polarographic behaviour of nalidixic acid has
been studied by Staroscik et al. [89]. The pH
range was 2.9–11 in 20% DMF. Nalidixic acid
was polarographically determined in urine after
extraction with CHCl3. The DP peak is measured
in phosphate buffer pH 3 over the range 0.4–100
mM [90]. Ciprofloxacin was determined in formu-
lations by oscillopolarography with measurement
of the reductive peak potential at −1.51 V versus
SCE in phosphate buffer of pH 6.9 [91]. Single
sweep polarography was performed for
ciprofloxacin dosage forms with measurement of

the peak potential of the second-derivative wave
at −1.49 V versus SCE [92]. Ciprofloxacin was
determined in urine after passing on C18 cartridge
then recording the stripping curve in BRb of pH
6.3 after accumulation for 60 s. with use of either
Hanging mercury drop electrode or a carbon
paste electrode versus Ag/AgCl electrode [93].
Differential pulse polarography (DPP) was ap-
plied to the determination of ciprofloxacin in
serum at pHB10 (0.1 M LiOH) measuring the
peak at −1.87 V versus SCE [94,95]. Ofloxacin
was determined in tablets and in blood adopting
single sweep polarography by measuring the re-
duction peak produced in phosphate buffer of pH
6 at −1.55 V versus SCE [96]. An ASV method
was described for ofloxacin in tablets [97]. The
stripping peak produced in BRb of pH 6 was
measured at −1.675 V versus Ag/AgCl after
preconcentration for 60 s. The concentration
range was 0.08–197.5 mg ml−1 with minimum
detectability of 1 ng ml−1. Ofloxacin was also
determined polarographically in BRb of pH 4
[98]. Rizk et al. [99] applied DPP to determine
ofloxacin in pharmaceuticals and biological fluids
by measuring the peak in BRb of pH 8.36 at
−1.4 V versus Ag/AgCl over the range 0.01–0.1
mM. In addition, ofloxacin was determined by
DPP through its complex with Cu (II) [42]. Tamer
[100] applied DPP to the determination of
pipemidic acid and its metabolites (acetyl, formyl
and oxo-pipemidic acid) in BRb of pH 1.7. At 13
mM, the coefficients of variation ranged from 1.2
to 1.7% for all compounds. Belal and Sharaf-El-
Din [101] described a polarographic method for
the determination of flumequine in dosage forms
based on measuring the DPP peak in BRb of pH
8 containing 40% methanol, the E1

2
was −1.48 V

versus Ag/AgCl electrode, the diffusion-current
constant was 1.57 (RSD=2.48%). Cinoxacin is
assayed in capsules, urine and plasma by using
ASV at pH 4.5 after applying a preconcentration
potential of −0.45 V for 55 s [102]. Pipemidic
acid was determined in tablets by differential
pulse adsorptive anodic-stripping voltammetry,
the drug was concentrated in the carbon fibre
indicator electrode at 100 mV for 30 s and deter-
mined by anodic-stripping between 0 and +1.3 V
[269].
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Table 2
HPLC methods for the simultaneous determination of different members quinolone antibacterialsa

ColumnDrugs Mobile phaseMaterial Detection Ref.

Alltech C18, 10 Sodium citrate-citric acid, pHFish feedNor., dif., cipro., sara. UV, 280 nm [116]
mm 2.4/acetonitrile (13:7)

Several quinolones Fish and ani- Nucleosil C18, 5 [117]0.02 M H3PO4 in acetonitrile Fluor. 336 and 375
/THF (1:1) nmmmmal tissues

OA, NA, fl., POA, beno., Fish and meat Wakosil IIS, C18 Phosphate buffer, pH 2.5/ace- UV, 280 nm and [118]
Fluor. 325/365 nmtonitrile (65:35)HGdano., ofl.

Raw materialCipro, enox, flero., nor, Lichrosphere 100 Tetrabutylammonium bromide [119]Potentiometry
ofl, PMA C18, 5 mm in H3PO4, pH 3.89/acetonitrile

(93:7)
Dosage forms Cosmosil 5, C18 Methanolic SDS/PhosphateCipro., ofl., pef. +PMA, UV, 257 nm [120]

NA, cino. buffer/acetonitrile (5:11:4)
Fluoroquinolones Human plasma C18 Acetonitrile/Phosphate buffer Fluor. [121]

pH 2
Lichrosorb C18, [122]Acetonitrile/0.4 M citric acidClinical speci-Fluoroquinolones Fluor. 275, 340 nm

mens 10 mm (1:5)
Plasma Spherisorb 5 UV, 280 nm15% Acetonitrile in phosphateFluoroquinolones [123]

ODS 2 buffer pH 3 containing tetra-
+ theophylline

butyl ammonium hydrogen
sulphate

UrineQuinolonic and cinolonic Nova Pack C18 Acetonitrile/0.4% acetic acid [124]UV, 265 nm
(7:18)acid derivatives

LichrosphereFour quinolones Acetonitrile/H3PO4 adjusted toRaw material UV [125]
100, C18, 5 mm pH 3.09 with tetrabutyl am-

monium hydroxide (7:93)
Dosage forms Shimpak CLC- [126]Tetrabutylammonium hydrox- UV, 280 nm–Eno.+ofl.+nor., cipro.+

ODSpef.+enro. ide/acetonitrile (9:1)
Shadex C18, 5mm–Lome.+ofl.+pef.+enro. 0.025 M H3PO4/acetonitrileDosage forms UV, 278 or 285 nm [127]

(17:3)
Pharmaceuticals Lichrosorb C18,–Nor.+cipro.+lome.+pef. Methanol/Phosphate buffer UV, 254 nm [128]

5 mm (1:1)
+ofl.+ami.

Bovine milk Spherisorb, 3 mm–Enro.+cipro. 0.05 m SDS in: water/acetoni- [129]UV, 230–330 nm
and plasma trile/ methanol/triethylamine/

H3PO4 (1623:180:180:9:8)
Wakosil II 5 C18–Beno.+enro.+dano.+ofl. Phosphate buffer pH 2.4/ace-Chicken tissues Fluor. 245, 455 nm [130]

tonitrile (4:1)
Novapak C18, 4 14% Acetonitrile in buffer so-Human serum–Pef.+nor. Flour. 330, 440 nm [131]
mm lution containing triethylamine
Bondapak C18–Cipro.+norf. Acetonitrile/methanol/aceticTablets [132]UV

acid 10.01 M KH2PO4

(15:12:0.3:73)
Nucleosil C18, Citrate buffer pH 2.4/Acetoni-Dosage forms UV, 280 nm [133]–Tema.+sara.+dif.
5 mm trile (13:7)
Tsk gel-ODS-–Cipro.+ofl.+nor. Acetonitrile/phosphoric acid Fluor.Human hair [134]
80Ts, 5 mm adjusted to pH 3 with tetra-

butylammonium hydroxide (1:
19)

Nucleosil, C18,Biological fluids–Ofl.+cipro.+nor.+pef. H2O/85% H3PO4/tetrabutyl [135]UV, 278 or 294 nm
5 mm ammonium iodide/methanol

(7000:19:14:3000)
Inertsil phenyl Acetonitrile/2% acetic acid [136]Milk Fluor. 278 and 450–Enro.+cipro., sara+difl.

(15:85) nm
Inertsil ODS-2–NA+OA+PMA 0.1 M ammonium acetateFish MS [168]

buffer pH 4.5/acetonitrile (3:2)
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Table 2 (Continued)

Column Mobile phaseDrugs DetectionMaterial Ref.

Nucleosil, C8, Methanol/0.1 M; citric acid/Fish–NA+OA+POA UV, 254 nm [171]
7 mm acetonitrile (2:2:1)

Fish and meat ODS 0.05 M NaH2PO4 /acetonitrile Fluor. 325, 365 nmMiloxacin, OA, NA, fl. [173]
PMA (3:2)

Inertsil phenyl,Catfish muscleCipro. enro.+sara. dif. 2% Formic acid /acetonitrile [175]MS
(86+14)5 mm

Kaisersorb LC [164]0.005 M NaH2PO4/acetonitrileFish–NA+OA POA Flor. and UV, 280
ODS 300-5 nm(3:2)

0.02 M H3PO4/acetonitrile–Fl, NA, OA, POA PLRP-S, 5 mmSalmon and Flor. and UV [176]
shrimp THF (18:4:3)

a Abbreviations: nor, norfloxacin; NA., nalidixic acid; ofl., ofloxacin; cino., cinoxacin; dif., difloxacin; fl., flumequine; pef.,
pefloxacin; fluor., fluorometrically; cipro., ciprofloxacin; PMA: pipemidic acid; OA, oxolonic acid; sara, sarafloxacin; beno.,
benofloxacin; dano., danofloxacin; POA, piromidic acid; eno, enoxacin; enro, enrofloxacin; tema: temafloxacin; ami: amifloxacin;
lome: lomefloxacin.

3.6. Chromatographic methods

3.6.1. Gas chromatographic methods
Takatsumki [103] described a gas chromato-

graphic (GC)-MS method for the determination
of oxolonic acid, nalidixic acid and piromidic acid
in fish. The method involved extraction of the
drugs from the homogenized sample, reduction
with NaBH4 and analysis by GC on a fused silica
column of DB-S with H2 as a carrier gas, the
concentration range was 0.2–20 ng. A derivatiza-
tion GC method using pentafluorobenzylbromide
was described for the determination of nalidixic
acid in tablets [104] Pentrafluorobenzyl bromide
was used for derivatization, and N as carrier gas.
GC was used to study the stability of nalidixic
acid as reference sample [105]. A similar deriva-
tization GC method was used for the determina-
tion of cinoxacin in capsules [106],
a-bromopentafluorotoluene was the derivatizing
agent. The column was OV-1 on chromosorb W
AW-DMCS operated at 255°C. A GC method
was also described for the determination of cinox-
ocin in pharmaceuticals [107].

3.6.2. Thin layer chromatography
Nalidixic acid was determined in pharmaceuti-

cals by thin layer chromatography (TLC) after
irradiation from a high pressure mercury lamp
then applying to silica gel 60 F254 high pressure

thin layer chromatography (HPTLC) plates with
CH3OH/H2O/NH3 (18:12:1) as a mobile phase
and screening at 257 nm [108]. A similar method
was described for its determination in plasma
[109]. Nalidixic acid was also determined in the
presence of metronidazole using the same plates
and ethylactate/CHCl3/CH3OH/NH3 (5:5:3:1) as a
mobile phase and measurement at 370 nm [110].
TLC technique was also used to study the stabil-
ity of nalidixic acid [107]. Lomefloxacin was deter-
mined in tablets adopting HPTLC using silica gel
60 F254, HPTLC plates with CH3OH/H2O/NH3

(18:12:1) as a mobile phase and scanning at 286
nm [60]. Oxolinic acid residues were determined in
fish using HPTLC [111]. TLC was also proposed
for the simultaneous determination of norflox-
acin, pefloxacin and ciprofloxacin in urine and
serum, silica gel plates impregnated with EDTA
and a mobile phase consisting of CHCl3/CH3OH/
CH2Cl2/toluene/NH3 (27:46:5:17:5) were used, the
determination was affected spectrophotometri-
cally or spectrofluorometrically [112].

HPTLC was also recommended for the simulta-
neous determination of norfloxacin and tinidazole
in pharmaceutical preparations. Silica gel 60 F254

HPTLC plates and a mobile phase consisting of
C4H4OH/C2H5OH/12.5% NH3 (20:5:11) were
used, the determination was affected densitometri-
cally at 293 nm [113]. Ciprofloxacin was deter-
mined in pharmaceuticals by HPTLC after
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Table 3
Application of HPLC to the determination of ciprofloxacin

Mobile phase DetectionMaterial Ref.Column

Pharmaceuticals THF/acetonitrile/hexane sulphometa (2:1:17)Inertsil ODS 2 UV, 254 nm [137]
Fluor. 278 nm,Methanol/acetonitrile/0.4 M citric acid (3:1:10)Novapak C18Human aqueous humor [138]
450 nm)cartridge

Body fluids 5 mm PLRP-S 0.02 M TCA/acetonitrile/methanol (37:11:2) Fluor. 277 nm [139]
(418 nm)

Formulations 10 mm C18 Methanol/H2O/acetic acid (840:159:1) UV, 254 nm [140]
Flo. 320,,50% Aqueous methanol of pH 2.5Inertsil OSD-2,Biological materials [141]
545 nm5 mm

Plasma CLC-Shim pack Methanol: 0.2 M ammonium acetate (8:17) UV, 280 nm [142]
ODS, 5 mm

Plasma and chinchilla middle Hypersil C18, [143]NaH2PO4+triethylamine+SDS of pH 3/acetoni- Fluor. 278 nm;
trile (3:2) 456 nm5 mmear effusion

Serum Methanol/acetonitrile/phosphate buffer pH 2.8Bondapak C18 Fluor. 338 nm; [144]
(5:4:11) 455 nm
0.1 M KH2PO4 /acetonitrile (1:1) UV, 280 nmUrine, serum, saliva [145]Spheri-5-OD-5A

Fluor. 280,KH2PO4/methanol/acetonitrile (56:33:11).KYWG-C18,Serum [146]
455 nm10 mm

Nucleosil C18, KH2PO4/H2O/tetrabutylammonium bromide /ace-Serum UV, 277 nm [147]
3 mm tonitrile (12:6:1:1)

Sodium dodecylsulphonate in methanol/0.02 M Fluor. 277,Wakosil 5 C18Brain and CSF [148]
445 nmKH2PO4 (3:2, adjusted to pH 2.5)

(NH4)2 HPO4 (0.1 M)/acetonitrile/methanol (80/ [149]MB C18 Radial Fluor. 277, 453Plasma micro samples
Pak, 10 mm 13/7) nm

irradiation by mercury lamp and applying to silica
gel 60 F254 HPTLC plates using CH3CN/NH3 and
scanning in the absorbance/reflectance mode at
283 nm [114]. Recently, HPTLC was applied to
the screening of quinolone residues in pig muscles
using silica gel 60 HPTLC plates and CH3OH/
NH3 solution (17:3) as a mobile phase. The detec-
tion was affected at 312 nm before and after
spraying with terbium chloride [115].

3.6.3. High-performance liquid chromatographic
methods

HPLC is the most frequently applied technique
to the determination of the 4-quinolones whether
in formulations biological, fluids, fish and fish
feed, etc.

Table 2 abridges the reported methods for the
simultaneous determination of a group of these
compounds. Tables 3–7 show the reported meth-
ods for ciprofloxacin ofloxacin, norfloxacin,
nalidixic acid and flumequine, respectively. Table

8 is concerned with the reported methods for the
other compounds of this class.

3.7. Microbiological methods

Ciprofloxacin, enrofloxacin, oxolinic acid and
flumequine were analysed in fish by diffusion on
agar plates with E. coli. The limit of detection was
0.0009–2 mg l−1 [234]. A bacterial inhibition test
was described for the detection of ciprofloxacin,
enrofloxacin and flumequine in meat. The test
strain was E. coli [235]. Enrofloxacin was deter-
mined in tissue fluid, serum and secretions by a
microbial method utilizing E. coli [236], Nash et
al. [237] reported a microbiological method for
the determination of cinoxacin in plasma and
compared it to a fluorimetric method. A bacterio-
logical assessment of the activity of sparfloxacin,
ofloxacin, levofloxacin and other fluoroquinolones
was studied using listeria monocytogens adopting
time-kill kinetic methodology [238]. Klopman et
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al. [239] determined the Minimum Inhibitory
Concentrations (MICs) of 63 quinolones against
14 references and clinical strains of the Mycobac-
terium a6ium–Mycobacterium intracellular com-
plex. Korsrud et al. [240] reviewed the bacterial
inhibition tests used to screen for antimicrobial
veterinary drug residues in slaughtered animals.
Microbiological determination of nalixixic acid in

pharmaceutical preparations was early reported
by Moniciu et al. [241]. A diffusimetric method
using E. coli was adopted. A similar method was
reported for nalidixic acid and its hydroxy deriva-
tive in biological samples [242]. Norfloxacin was
assayed in body fluids by a microbiological
method using E. coli NIHJ JC-2 and modified
Muller–Hinton medium with a detection limit of

Table 4
Application of HPLC to the determination of ofloxacin

Ref.DetectionMaterial Mobile phaseColumn

0.4 M citric acid/methanol/acetonitrile (10:3:1) Fluor. 290, 500Novapak C18, [150]Aqueous humor
nm4 mm
UV, 300 nm0.06 M sodium acetate of pH 2.5/acetonitrile (21:4). [151]Develosil (C18), 5Human saliva

mm
[152]5.5% THF in 0.06 M KH2PO4 of pH 2.6Separon SGX C18 Fluor. 282,Human plasma

7 mm 450 nm.
Fluor. 290,Human scalp ODS 120-T, 5 mm [153]KH2PO4 pH 2.6/acetonitrile (41:9)
460 nmhair

Ultrabase RP8, 5 Citrate buffer of pH 4.8/acetonitrile (17:3)Plasma and lung Fluor. 280, [154]
500 nmmmtissue

TSK gel ODS-120 [155]Phosphate buffer of pH 2.6/acetonitrile (41:9)Hair Fluor. 290,
T, 5 mm 460 nm

Dosage forms [31]UV, 297 nm.0.05 M phosphate buffer pH 7/acetonitrile (1:4)Anion exchange
vydac, 10 mm

[156]Develosil ODS-5, 0.5% Sodium acetate pH 2.5/acetonitrile (87:13)Human serum UV, 300 nm
5 mm

[157]0.04 M NaH2PO4/0.04 M H3PO4/methanol (2:5:3)Develosil CN,Serum UV, 300 nm
5 mm

[158]Acetonitrile/0.005 M tetrabutylammonium phosphate pH 2Body fluids Fluor. 295,Nucleosil 5, C18

(7:43) 418 nm
Fluor. 310,Acetonitrile/0.05 M H3PO4 containing triethylamine, pH 2.8Body fluids [159]Nucleosil 5, C18

(9:41) 487 nm

Table 5
Application of HPLC to the determination of norfloxacin

Material Column Mobile phase Detection Ref.

Serum [160]UV, 226 nm10 mM triethylamine phosphate in 55% acetonitrile of pH 4.8C18, 5 mm
UV, 275 nm0.2% H3PO4, pH 2/acetonitrile (87:13) [161]C18, 5 mmDosage forms

11% acetonitrile in 0.01 M NaH2PO4, pH 2.5 containing 0.001Spheri-3, C18, 3 UV, 279 nmSerum [162]
mm M triethylamine

Blood Zorbax C18, 5 Methanol/TFA, 0.01% (1:3) Fluor. 280, 418 [163]
mm nm

[174]Tablets Acetonitrile/tetrabutylammonium hydroxide/o-phosphoric acid/Micropak-NH2- UV, 278 nm
water (10:1.5:0.167:100)10, 10 mm
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Table 6
Application of HPLC to the determination of nalidixic acid

DetectionColumn Ref.Mobile phaseMaterial

UV, 310 nm [165]H2O/acetonitrile/triethylamine (680:320:1)Formulations Machery–Nagel
RP8, 5 mm
Alltech Anion 0.001 M TbCl3 and 0.005 M heptanesulphonate in acetic acidPharmaceuticals Fluor. 318, [166]

pH 6.8/methanol (11:9) 545 nmR, 10 mm
CH3OH/acetonitrile/0.015 M KH2PO4 containing sodium lauryl-Wakosil 5C18,Serum, brain, UV, 255 nm [167]

5 mmCSF sulphate (3:2:5)
Water/acetonitrile/Triethylamine (600:400:1) UV, 254 nm [169]Formulations Hypersil, C18

THF/acetonitrile/H3PO4/H2O (29:1:0.06:69.94) UV, 260 nm [170]Cultured fish Nucleosil, C18

UV, 290 nm [172]Acetonitrile/methanol/0.01 M oxalic acid of pH 3 (3:1:6)Fish Nucleosil 3 C18

3 mm

Table 7
Application of HPLC to the determination of flumequine

Mobile phase Detection Ref.Material Column

Cat fish [177]PLRP-S, 5 mm 0.02 M H3PO4/acetonitrile/THF (18:4:3) Fluor. And UV
Fluor. 325, 350Fish tissues [178]0.02 M H3PO4/acetonitrile/THF (13:4:3)PLRP-S, 5 mM poly-
nmmer column

PLRP-S, 5 mm Fluor. 325, 360Fish silage [179]0.002 M H3PO4/acetonitrile/THF (68:17:15)
nm

0.025 M oxalic acid pH 3.2/acetonitrile (17:8)Lichrosorb RP-8, Fluor. 327 mmFish tissues [180]
5 mm and 369 nm

UV, 336 nmPLRP-S, 5 mm [181]Drug delivery 0.02 M H3PO4/acetonitrile/THF (13:4:3)
system

[182]Plasma Cp-Spher-C8 DMF-acetonitrile-0.6% H3PO4 (3:3:14) UV, 320 nm
PLRP-S, 5 mm [183]Fluor. 260, 380Fish tissues 0.002 M H3PO4/acetonitrile/THF (64:21:15)

nm
PLRP-S, 5 mm Fluor. 325, 365Fish liver [184]0.02 M H3PO4/acetonitrile/THF (33:10:7)

nm
Fluor. 325, 365 [185]Acetonitrile/THF/0.02 M H3PO4 (4:3:13)PLRP-S, 5 mmFish extracts
nm

PLRP-S, 15 mm Fluor. 262, 380Salmon plasma [186]Acetonitrile/THF/0.02 M H3PO4 (9:7:24)
nm

PLRP-S, 5 mM [187]Fish tissues 0.002 M H3PO4/acetonitrile/THF (13:4:3) Fluor. 260, 380
nm
Fluor. 324, 363 [188]0.1 M citric acid/methanol/acetonitrile/THF (12:6:1:1)Fish Hypersil ODS, 5 mm
nm
Fluor. 320, 380RP-8, 4 mm [189]Biological fluids Acetonitrile/0.025 M H3PO4 (7:3)
nmand meat

Mixture of acetonitrile and 0.05 M H3PO4 – dioxan UV, 323 nmNucleosil 5, C18 [190]Pharmaceutical
(99:1)preparations

Lichrosorb RP-C18 0.01 M KH2PO4/methanol (9:11, pH 3). UV, 254 nm. [191]Urine and
plasma

Sheep tissues [192]Fluor. 320 nm,Phosphoric acid /DMF/acetonitrile (54:28:48).Lichrospher RP, 5 mm
365 nm.
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Table 8
Application of HPLC to the determination of the new generation of 4-quinolones

ColumnDrug Mobile phaseMaterial Detection Ref.

Novapak, C18 5% Acetic acid/acetonitrile/methanolHuman plasmaSparfloxacin Spec. 364 nm [193]
4 mm (14:3:3)

Sparfloxacin NucleosilSerum and urine Acetonitrile/0.1 M H3PO4 (3:1) Fluor. 295, 525 nm [194]
100SA, 5 mm
Novapak C18 0.04 M H3PO4/acetonitrile/tetrabutylam-Serum and urineTrovafloxacin [195]UV 275 nm
4 mm monium hydroxide/0.005 M dibutylamine

phosphate, pH 3 (83: 16.85:0.05:0.1)
Bondapak C18Eurofloxacin Acetonitrile/H2O/triethylamine (700:300:1)Tablets UV 282 nm [196]
PLRP-S, 5 mm Heptanesulphonate in: 0.02 M H3PO4/Milk and meat Fluor. 278, 440 nmEurofloxacin [197]

acetonitrile/methanol (65:27:8)
Meat and fishEurofloxacin ODS 0.05 M NaH2PO4/acetonitrile (7:3) Fluor. 285, 445 nm [198]

Methanol/1.0 M H3PO4/methanol (39:11PLRP-S, 5 mmFish serum andEurofloxacin Fluor. 278, 440 nm [199]
tissues to 41:9)
Fish tissues PLRP-S, 5 mm 0.02 M H3PO4/acetonitrile/methanol [200]Eurofloxacin Fluor. 278, 440 nm

(73:19:8)
+sarafloxacin

Fluor. 280, 440 nmInertsil C8,Cattle andDanofloxacin 0.05 M phosphate buffer pH 3.5 contain- [201]
chicken tissue ing 12% acetonitrile5 mm
Cattle andDanofloxacin Keystone BDS [202]Acetonitrile/0.1% trifluoroacetic acid (4:1) EIMS

Hypersil C18chicken liver
Shinpak CLC-PlasmaDifloxacin Methanol/ammonium acetate of pH 2.7 [203]UV 280 nm

(19:31)ODS
Biological ma-Difloxacin Adsorbosphere [204]0.05 M Sodium phosphate/SDS/acetoni- UV 280 nm or

trile Fluor. 280, 389 nmC18 HS 7 mmtrices
PLRP-S, 5 mm 0.02 M H3PO4/acetonitrile/methanolFish serumSarafloxacin Fluor. 278, 440 nm [205]

(18:5:2)
ODS-A, C18, 0.02 M ammonium acetate pH 3.5/ace-Cat fish tissuesSarafloxacin Tandem MS [206]
5 mm tonitrile (7:3)
ODS-5 mm Acetonitrile/methanol (3:2)Sarafloxacin Fluor. 280, 384 nmCat fish tissues [207]
YWG-C18 0.01 M KH2PO4/0.01 M tetrabutylammo- [208]BloodLevofloxacin UV, 295 nm

nium bromide/acetonitrile/triethylamine
(45:44:10:1)

UV, 330 nmInertsil ODS2,Plasma andLevofloxacin 0.005 M CuSO containing methanolic [209]
87.5% isoleucine5 mmurine

Shells of blue Lichrospher 100,Oxolonic acid Acetonitrile/0.02 M H3PO4 (6:19) UV 262 nm [210]
RP-18Emassel
Supelcosil ABZtOxolonic acid Acetonitrile/THF/0.001 M H3PO4Turbot serum Fluor. 360 372 nm [211]

(11:5:34)
Regis PinkertonFishOxolonic acid 0.1 M KH2PO4/acetonitrile (9:1) UV, 254 nm [212]
GFF, 5 mm
MOS Hypersil,Fish silageOxolonic acid 0.025 M oxalic acid/acetonitrile/methanol/ [213]Fluor. 325, 360 nm

THF (160:5:30:5)C8, 3 mm
LichrospherSeabass plasmaOxolonic acid Acetonitrile/0.02 M H3PO4, pH 2.3/DMF [214]UV, 340 nm

(1:6:3)5 mm
Nucleosil, C8, Methanol/0.1 M citric acid/acetonitrileChicken plasma UV, 260 nmOxolonic acid [215]
5 mm (6:7:1)
Novapak C18,Fish serum Methanol/phosphate buffer, pH 8.2 (2:3) UV, 258 nm [216]Oxolonic acid
4 mm
Chemcosorb 5,Rat plasmaEuoxacin Methanol/0.005 M SDS (2:1) pH 2.5 UV, 275 nm [217]
ODS-H
TSK gel, ODS- Acetonitrile/0.05 M citric acid/1 M am-Scalp hairTemafloxacin Fluor. 280, 406 nm [218]
80 TM monium acetate (22:78:1)
Nucleosil C18, 5Bulk drugTemafloxacin Phosphate buffer (pH 2.4)/acetonitrile/ [219]UV, 325 NM

THFmm
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Table 8 (Continued)

Column Mobile phase DetectionMaterial Ref.Drug

Zorbax SilTemafloxacin Hexane/methylacetate/methanol/ammoniaBiological fluids UV, 280 nm [220]
water (150:100:10:1)

Bondapak C XPlasma and 0.3 M KH2PO4 (pH 2.2)/acetonitrile (7:1) UV, 280 nm [221]Amifloxacin
urine Corasil, 37.5 mm

0.005 M tetrabutylammonium hydrogenFleroxacin TSK-Gel-ODS,Plasma and Fluor. 290, 450 nm [222]
urine sulphate/methanol (79:21)5 mm

Shim-pack Methanol/tetrabutylhydrogen phosphateRat plasmaFleroxacin [223]Fluor. 290, 450 nm
in NaH4PO4 (93:7)CLC-ODS, 5

mm
Fleroxacin Plasma Zorbax RX-C8 Acetonitrile/0.05 M potassium phosphate UV, 287 nm [224]

pH 2.7 (9:41)
PlasmaFleroxacin Zorbax ODS, 5 0.025 M H3PO4/methanol/acetonitrile [225]Fluor. 281, 470 nm

(88:11:11)mm
0.01 M tetrabutylammonium hydrogenFleroxacin Nucleosil 5, C18 [226]Plasma and Fluor. 290, 450 nm

urine sulphate+0.05 M KH2PO4/methanol
(18:7)

Bondapak C18 Phosphate buffer pH 3/acetonitrile/Serum and urine Fluor. 290, 470 nmFleroxacin [227]
methanol (34:3:3)

Bondapak C18 Sodium acetate-citrate buffer pH 4.8/ace-Biological fluidsLomefloxacin Fluor. 280, 340 nm [228]
tonitrile (800:230)

Lomefloxacin Injections Spherisorb C18, Citric acid/acetonitrile, pH 4.0 (4:1) UV, 258 nm [229]
5 mm
Lichrosorb Methanol/phosphate buffer pH 2.3/tetra-Human serum UV, 288 nm [230]Lomefloxacin
RP18, 10 mm butyl ammonium iodide (31:58:11)
Novapak, 4 mmLomefloxacin Hexane/CHCl3 /methanol (129:66:5)Human plasma Fluor. 280, 470 nm [231]
Vydac, anionHuman plasmaLomefloxacin Phosphate buffer pH 7/acetonitrile (9:1) UV, 280 nm [232]
exchange, 10 mm
Nucleosil, C18 7Human plasmaLomefloxacin Phosphate buffer/methanol/tetrabutylam- UV, 254 nm [233]

monium bromide (75:30:4)mm

0.05 mg ml−1 adopting disk-diffusion method
[243]. To assay norfloxacin in serum, tissues and
urine, Klebsiella pxeumonia ATCC 10031 was
used, the assay sensitivity was 0.2 mg ml−1 [244].
Leigh et al. [245] reported on the microbiological
determination of lomefloxacin using the disc sus-
ceptability test. They adopted this method to
study the stability of lomefloxacin in serum. A
modified 4-plate test was used to screen antibi-
otics and antibacterials residues in meat samples
from retail outlet using three media seeded with
Bacillus subtilis [246]. The antibacterial activity of
balofloxacin was studied using isolates from pa-
tients with bacterial enteritis, the MIC was 0.39
mg ml−1 [247]. Lomefloxacin was measured in
biological fluids by the standard agar diffusion

method using E. coli ATCC 1346 as the test
organism [228].

3.8. Miscellaneous methods

The application of capillary electrophoresis for
the analysis of quinolones in pharmaceutical
preparations, biological fluids and foods was re-
viewed [248]. The separation of 14 quinolone an-
tibacterials by capillary electrophoresis was
reported [251]. The method involved the use of
fused silica column at 30 KV with a background
electrolyte of pH 7.3 and detection at 260 nm.
Sultan and Suliman [249] described a flow-injec-
tion method for the determination of
ciprofloxacin based on injecting the drug sample



F. Belal et al. / Talanta 50 (1999) 765–786 781

into a carrier stream of Fe (III)/H2SO4 and mea-
suring the brown red complex formed at 447 nm
[249]. A stopped flow kinetic determination of
nalidixic acid and norfloxacin in serum based on
lanthanide-senitized fluorescence was reported
[253]. A fluorine-19 NMR study of lomefloxacin
in human erythrocytes and its interaction with
haemoglobin was conducted. Separate resonances
for intra and extracellular F were observed [250].
Nuclear magmetric resonance was described for
the determination of ofloxacin [252]. Nalidixic
acid could be determined in tablets and suspen-
sions by applying PM spectroscopy, the integral
of the methyl group protons at 2.56 ppm was
compared to that of the singlet of a known
amount of hexamethylcyclotrisilazane at 0.000
ppm [254]. Laser desorption fourier transform ion
cyclotron resonance mass spectrometry was ap-
plied to the determination of flumequine [255]. An
optical immunobiosensor assay was developed for
the determination of enrofloxacin and
ciprofloxacin in bovine milk [258].
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Abstract

An electrochemical method for the measurement of NAD+ and NADH in normal and cancer tissues using flow
injection analysis (FIA) is reported. Reticulated vitreous carbon (RVC) electrodes with entrapped L-lactate dehydro-
genase (LDH) and a new redox polymer containing covalently bound toluidine blue O (TBO) were employed for this
purpose. Both NAD+ and NADH were estimated coulometrically based on their reaction with LDH. The latter was
immobilized on controlled pore glass (CPG) by cross-linking with glutaraldehyde and packed within the RVC. The
concentrations of NAD+ and NADH in the tissues, estimated using different electron mediators such as ferricyanide
(FCN), meldola blue (MB) and TBO have also been compared. The effects of flow rate, pH, applied potential (versus
Ag/AgCl reference) and adsorption of the mediators have also been investigated. Based on the measurements of
NAD+ and NADH in normal and cancer tissues it has been concluded that the NADH concentration is lower, while
the NAD+ concentration is higher in cancer tissues. Amongst the electron mediators TBO was found to be a more
stable mediator for such measurements. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: NAD+ and NADH; Normal and cancer tissues; Flow injection analysis (FIA)

www.elsevier.com/locate/talanta

1. Introduction

Sensing of NADH has formed the basis of
several reports in electrochemical biosensing [1]. A
recent review on amperometric biosensors exhaus-

* Corresponding author. Tel.: +46-46-2862190; fax: +46-
46-2862191.

E-mail address: masoud.khayyami@tms.ideon.se (M.
Khayyami)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (99 )00134 -4



F. Torabi et al. / Talanta 50 (1999) 787–797788

Fig. 1. Schematic of the flow injection set-up with the various components appropriately labelled. The flow injection cell is enlarged
and indicates the placement of the RVC cylinder and the platinum contact made through the polyacrylate block.

Fig. 2. The coulometric response of (a) MB; (b) TBO; and (c) FCN to varying NADH concentrations between 1 and 50 mM in
buffer. Mediator concentration is 2.8 mg l−1. Flow rate 0.5 ml min−1.
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Fig. 3. The coulometric response of (a) MB; (b) TBO; and (c) FCN to varying NAD+ concentrations between 1 and 50 mM
(co-injected with 50 mM lactate) in the presence of LDH (7.5 U mg−1) immobilised CPG packed within the RVC. Flow rate 0.5
ml min−1.

tively covers several classes of NAD+/NADH
based dehydrogenases and their application in
biosensors [2,3]. Both amperometric and coulo-
metric approaches have been employed for the
sensing process. Either, the direct oxidation of
NADH to NAD+ at a suitable potential [4] or,
coupling of NADH/NAD+ with suitable media-
tors were investigated [5]. Amongst the dehydro-
genases, LDH has been extensively used with
NADH/NAD+ as its natural cofactor for sensing
of pyruvate/lactate.

Lactate monitoring is useful in intensive care
units, during cardiac surgery, foetal distress, lactic
acidosis, diabetes mellitus, leukemia, glycogen
storage disease and ethanol ingestion [6–9]. In
this context, the coupling of LDH reaction with
fast electron transfer mediators [10] enabled more
specific and sensitive assays [11]. Although ini-
tially the Fe+3/Fe+2 couple was employed, later,
other mediators with well characterised reaction
mechanisms, e.g. ferrocene and its derivatives,
were applied. Other phenoxazinium ring com-
pounds [12], fulvalene and its derivatives [13] have
also been tested. Implementing novel mediators
has also enabled lowering of the redox potential

from 350 mV (for Fe+3/Fe+2 couple) to much
below 0.0 mV, leading to more selective measure-
ments of analytes in physiological fluids. Espe-
cially, the interference by ascorbic acid,
acetaminophen, uric acid, urea and salicylic acid
[14] were overcome by this approach.

Fig. 4. The trace depicts a stop flow assay. The buffer was
stopped after 14 min for 11 min and restarted. Circulation
medium: buffer containing 2.8 mg ml−1 TBO. Injection solu-
tion: 50 mM lactate and 30 mM NAD+.
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Scheme 1. Structure of the TBO mediator.

Scheme 2. The reaction scheme for conversion of L-lactate to
pyruvate in the presence of LDH, NAD+ and TBO on the
RVC surface.

advantage of RVC is its excellent electrical conduc-
tivity (10−4 V cm−1) with minimum flow resistance
in the FIA mode. However, the application of such
porous materials [19] to detection of analytes in
cancer tissues is as yet less exploited.

The motivation for the present investigations was
derived from the hypothesis (based on fluorimetric
studies on cancer cells) that there was a difference
in the NADH content in normal and cancerous
tissues [20,21]. Other investigations [22,23] have
indicated the presence of NADH oxidase specifi-
cally in the serum of cancer patients. These and
other studies suggested that there is a need for

The synergy of coulometry/amperometry with
FIA has been demonstrated earlier for ethanol
measurements [15]. The theory elucidating the
mechanism of electrolysis in flowing solutions on
a porous electrode has also been discussed in an
earlier report [16]. RVC has also been employed for
analysis of ascorbic acid, epinephrine and L-dopa,
both in coulometric and amperometric modes [17].
These studies pointed out that RVC was a suitable
material [18] for electrode construction and appli-
cations to sensing of biomolecules. The principle

Fig. 5. The coulometric response of adsorbed () and circulating (�) TBO. 2.8 mg l−1 of TBO in buffer was circulated. Injection
solution: 5–50 mM NAD+ co-injected with 50 mM lactate. Inset: the spectrum of 2.8 mg l−1 solution of TBO between 200 and 900
nm, recorded at 120 nm min−1 scan speed.



F. Torabi et al. / Talanta 50 (1999) 787–797 791

Fig. 6. CV of TBO (in buffer) adsorbed on RVC surface (2.54×10−7 mol cm−2) at varying scan speeds, (	) 10; () 20; (�) 40;
and (x) 50 mV s−1. Inset: the response of adsorbed TBO to NAD+ between 1 and 50 mM co-injected with 50 mM lactate.

alternative detection techniques for NADH/
NAD+ in normal and cancer tissues.

In the present studies a coulometric measure-
ment technique for NAD+/NADH using RVC, in
the presence of FCN/MB/TBO-derivative is re-
ported (Scheme 2). Structurally the TBO has a
polymeric backbone with an amino functionality
[24–26]. Earlier reports demonstrated the success-
ful application of TBO as a mediator with a
glassy carbon electrode [24,27] or carbon wax
electrode [28] and horse-radish peroxidase, for the
detection of hydrogen peroxide. Although, in
principle, an amperometric analysis would
provide a faster detection; a coulometric approach
was used to provide a better estimate of the
NAD+ and NADH concentrations in the normal
and cancer tissues. During the investigations the
mediators were either adsorbed on RVC and/or
circulated in the flow buffer. The reaction of
NAD+ with L-lactate in the presence of LDH was
used for quantifying NAD+ while NADH was
directly estimated. The application of a flow
through cell using TBO modified RVC for the
estimation of NAD+ and NADH in normal and
cancer lung tissues is reported.

2. Experimental details

2.1. Chemicals

Na2HPO4, NaH2PO4, KCl and Glutaraldehyde
(25% solution) were from Merck, Germany.
K4Fe(CN)6, K3Fe(CN)6 and MB (dye content
90%) were obtained from Aldrich chemicals. The
TBO was a generous gift from Okamoto’s labora-
tory. L-lactate, NADH and NAD+ (98% purity)
were from Sigma. Ultrapure water 18.2 MV resis-
tance was from Elgastat maxima, Sweden. L-lac-
tate dehydrogenase (EC 1.1.1.27) from bovine
heart was from Boehringer Manheim, Germany.

Table 1
Comparison between cyclic voltammetric investigations of
TBO adsorbed on carbon paste nd RUC electrode (see also
Fig. 6)

TBO — Polymer adsorbed on the
electrode surface

A2 C1 C2A1

−60 +190Carbon paste −100 +125
300 −100RVC +850
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Fig. 7. Effect of buffer pH on response of adsorbed TBO to 30 mM NAD+ coinjected with 50 mM lactate.

Table 2
A comparison of the coulometric response obtained for NADH and NAD+ concentration in normal and cancer cells, using
potassium ferricyanide, meldola blue and TBO-polymer as mediators

Cancer cellNormal cell

NADH+NAD+ NADH+NAD+ (mM)NADH (mM)Mediators NADH (mM) NAD+ (mM) NAD+ (mM)
(mM)

4760.58.5 6952Ferricyanide 22
1822 1519 3Meldola blue 33

6 514TBO-P 5 1

2.2. Materials

The RVC (80–110 pores inch−1 and 10−4 V
cm−1 conductivity) was from ERG Inc., Califor-
nia. g-amino-propyl triethoxysilanised. Controlled
pore glass 100–200 mm diameter with 50 nm pore
size occupying a volume of 954.92 mm3 g−1 and
surface area of 67.53 m2 g−1 were obtained from
Trisoperl, Germany. A platinum foil (3×10 mm2)
was used as the counter electrode for recording
cyclic voltammograms while a platinum wire (0.5
mm diameter and 10 mm long) was used to
connect the RVC to the potentiostat.

2.3. Apparatus

The peristaltic pump was from Ventur, Sweden.
Disposable filters 0.2 mm from Filtron, Germany.
A polyacrylate (5 mm thick) flow through cell,
was fabricated in the local workshop. A poten-
tiostat model MA 5410 was from Iskra Elektron-
ika, Yugoslavia. The output from the potentiostat
was recorded on a strip chart recorder from Kipp
and Zonen, at a sensitivity of 0.3 mA and a chart
speed of 1 cm min−1. The cyclic voltammetry
(CV) program was operated in Qbasic using a
personal computer equipped with an analog to
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digital converter card. The electrochemical cell for
recording the CV consisted of RVC (working
electrode), platinum foil (counter electrode) and
Ag/AgCl as the reference electrode. A Shimadzu
spectrophotometer model UV 120 was used for
enzyme activity measurements. A homogeniser
(ultraturax 1KA) for extraction of the cellular
contents from the normal and cancerous tissues
was from Janke Kunkel, Germany.

2.4. The flow injection set-up

The set-up is depicted in Fig. 1. It consists of
RVC as the working and counter electrode. A
Ag/AgCl reference electrode was connected using
an agar salt bridge. Holes of 0.8 mm diameter
were drilled through the body of the polyacrylate
cell to insert 0.5 mm diameter platinum wire
establishing contact with the RVC cylinder within
the cell. The porous nature of the RVC with 97%
void volume was used to pack the CPG with
immobilised LDH. During the experiments the
pulsation from the peristaltic pump (LKB, Swe-
den) was minimised by using a pulse damper in
the flow stream. The entire setup was enclosed in
a 1 mm thick iron container to prevent electro-
magnetic interference.

2.5. Methods

Preparation of the RVC electrodes: RVC was
washed with buffer for 16 h. The size of the
electrode (12 mm2 cylinder) was optimised to fit
snugly into the cell. Mechanical fracture of the
RVC was avoided during insertion into the cell.

Buffers, standard solutions and immobilisation
of LDH: phosphate buffer 0.1 M and pH 7.0 was
used in all the experiments. The buffer solution
was de-gassed for 30 min prior to use. The de-
gassed buffer was also employed for suspending
60 mg of the normal and cancer tissues for ho-
mogenisation. Standard solutions 1–50 mM of
NAD+, NADH and L-lactate were prepared in
this buffer. LDH was cross-linked using glu-
taraldehyde on CPG by a method described in an
earlier report [29].

Flow injection operation: The buffer was con-
tinuously circulated at 0.5 ml min−1 and samples

were introduced (six samples per h) through a six
port injection valve (type 50, Rheodyne, Califor-
nia) using a 150 ml sample loop. Stop flow mea-
surements were performed by stopping the pump
exactly at 9 min after sample injection and restart-
ing after 13 min. The mediator solutions in buffer
(2.8 mg l−1) were either continuously circulated
or they were circulated for 10 min followed by
circulation of pure buffer.

Extraction of cellular contents: 60 mg of nor-
mal/cancerous tissues (wet weight) were sus-
pended in 1 ml degassed buffer and homogenised
at 24 000 rpm for 1 min. The buffer temperature
was between 0−4°C during extraction or storage.
Fresh homogenates were prepared prior to all
experiments.

The coulometric studies: Within the polyacry-
late cell the RVC (working and counter) and
Ag/AgCl reference were connected to the poten-
tiostat. The desired potentials were applied on the
working electrode versus Ag/AgCl reference. The
current passing through the working and counter
were recorded on a strip chart recorder with a
chart speed of 1 cm min−1. The area under the
current time curve (total charge) was integrated
manually. All potentials (mV) were applied versus
Ag/AgCl reference electrode.

3. Results and discussion

3.1. Physical characteristics of the measurement
cell

The measurement cell shown in Fig. 1 had
several operational advantages. The highly porous
RVC (97% void volume) allowed unhindered flow
of the circulating buffer. The close packing of
CPG within RVC permitted efficient diffusion of
products (LDH reaction) to the RVC surface. The
LDH was not affected by the heavy metal impuri-
ties [30] present on RVC. The enzyme activity was
retained for at least 200 assays. The flow rate of
0.5 ml min−1 was optimised to avoid bouncing of
the CPG within the RVC matrix as observed with
a flow rate of 1 ml min−1. The presence of a pulse
damper in the flow stream was useful in reducing
the noise from pulsations of the peristaltic pump.
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3.2. Detection of NADH

Fig. 2 shows the plot of charges (mC) pro-
duced with injections of varying NADH concen-
trations, between 0 and 50 mM, respectively.
Curves a–c correspond to the data obtained with
MB, TBO and FCN as mediators, facilitating the
oxidation of NADH at varying applied poten-
tials. Both MB and TBO were operated at an
applied potential of 0.0 mV while FCN was op-
erated at 350 mV. It was observed that the re-
sponse in all three cases were linear up to 20 mM
prior to reaching a plateau. The dynamic range
for TBO and MB were low while the magnitude
of response was higher in case of TBO compared
to MB (curves b and a). Although the response
with FCN (curve c) was highest, its operation at
350 mV made it less suitable for application to
tissue extracts. The diminished response of both
TBO and MB compared to FCN may be at-
tributed to a combined effect of adsorption on
RVC and the replenishment of the mediators
from the circulating buffer. In all cases the data
shows an average of five measurements with an
r.s.d of 910%.

3.3. Detection of NAD+ in the presence of LDH

Fig. 3 shows the plot of the charges (mC) pro-
duced with injections of varying NAD+ concen-
trations (between 0 and 50 mM) and 50 mM
L-lactate into the cell packed with CPG contain-
ing the immobilised LDH. The curves a–c corre-
spond to the presence of MB, TBO and FCN in
the circulating buffer during the measurement. In
comparison to NADH measurement, the magni-
tude of the total charge in the case of NAD+

injections were much higher (25 mC compared to
8 mC in case of NADH). This indicated a signal
amplification in the case of LDH catalysed reac-
tion of NAD+. The magnitude of response with
TBO (curve b) was 20% higher compared to MB
(curve a). Although higher magnitude of charges
were obtained with TBO and FCN (curves b and
c) as compared to MB, the signal was non linear
and less reproducible compared to MB. In the
case of FCN the applied potential of 350 mV the
surface impurities on the RVC [30] may intro-

duce non-linear effects during measurements. In
the regard, Fe(CN)6

3− is a one electron mediator
and will introduce NAD which will produce ma-
jor interfering effects. However, the non linearity
with TBO is not clear. The higher response of
TBO with LDH compared to MB could be at-
tributed to the efficient oxidation of NADH
(produced locally on the CPG due to the LDH
reaction) by TBO in close proximity of the RVC
surface. In contrast, in the case of direct oxida-
tion of NADH the proximity to the electrode is
very poor. However, under a similar situation
the oxidation by MB is very poor due to ineffi-
cient electron transfer on the RVC surface.

3.4. Stopped flow assay

In order to investigate signal amplification in
the presence of LDH a stopped flow assay was
performed. This concept had been exploited ear-
lier for enzyme assays [31]. Fig. 4 illustrates the
profile of the stopped flow assay in the presence
of LDH in the FIA mode. On stopping the flow
there was a sharp rise in the current and the
slope of this rise was approximately 0.024 mA
min−1. This value denotes a zero or pseudo-zero
order rate of conversion of L-lactate to pyruvate
or NAD+ to NADH by LDH. As the flow was
stopped at the peak, the entire substrate injected
into the flow stream had reached the cell and
reacted continuously with LDH leading to a sig-
nal amplification. The theory for the stopped
flow assay was proposed in the initial work of
Ruzicka [32,33]. Based on our results the disper-
sion coefficient (Dt) was calculated to be 3.7
according to the following equation.

Dt=Co/C=2p3/2r2L1/2F1/2(1/2t1/2Sv
−1

where r, radius of the cell; L, the length; F, mean
linear flow velocity of solution; t, mean residence
time; Sv, injected sample volume and (=Df/Lf,
where Df is the axial dispersion coefficient, and
(=1/8[(8s2+1)1/2−1], for a non gaussian
curve. Here s2 was the variance [34]. If the car-
rier stream ceased to move then the dispersion of
the sample zone would stop and Dt would thus
remain a constant independent of time.
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3.5. Characteristics of the TBO mediator

It was observed that continuous circulation of
the TBO provides a stable response. During the
circulation the mediator continuously adsorbed
on the RVC surface and was found to saturate by
3 min. The electroactivity was maintained for at
least 100 assays. However, adsorbed MB was
inactivated after ten assays, suggesting the suit-
ability of TBO for NAD+ and NADH estima-
tions. These findings suggested that the
coulometric response shown in Figs. 2 and 3 were
a combined effect of adsorption and regeneration
of the mediator on the RVC surface. This be-
haviour of TBO could perhaps be attributed to
the presence of free –CH3 and carboxyl groups
on the acrylamide portion of the polymer [35]
forming Schiff base like complexes, enabling phy-
sisorption and chemisorption to occur. The ad-
sorption might have also been enhanced by
hydrophobic interaction with the –CH3 groups.
In addition the sparingly soluble nature of TBO
in water coupled to its affinity to the carbon
within RVC may also favour adsorption. A simi-
lar approach had been adopted to adsorb TBO on
hydrophobic carbon paste employed in the am-
perometric studies on peroxide [28] (Scheme 1).

3.6. Effect of adsorption 6ersus circulation of the
TBO mediator

A comparison of the coulometric response (Fig.
5) of adsorbed (curve a) versus circulating (curve
b) TBO mediator revealed that the profiles were
similar between the NAD+ concentration of 0
and 50 mM coinjected with 50 mM lactate. How-
ever, in the case of adsorbed TBO (2.54×10−7

mol cm−2) the saturation in the response was
observed at a NAD+ concentration of 20 mM,
although the response at lower concentrations was
much better. This may be attributed to the lack of
regeneration of TBO on the RVC surface, thereby
limiting the response. In case of the circulating
TBO this barrier is overcome by the constant
replenishment of the mediator on the RVC sur-
face. Similar findings on MB adsorbed on carbon
surface had been reported earlier [36]. During the
studies on adsorbed TBO there was no loss of the

mediator due to desorption or leakage from the
RVC surface. This was verified by monitoring
absorbance (Fig. 5, inset) of the eluted buffer at
588 nm (the absorbance maxima of TBO in
buffer).

3.7. Electroacti6ity of the TBO on RVC

Cyclic voltammetric investigations of TBO ad-
sorbed on RVC (Fig. 6) revealed that the poten-
tials of the oxidation and reduction of TBO
coincided well with those reported [24] for TBO
on carbon paste electrodes (Table 1). The repro-
ducibility of the response (for at least ten cycles)
at varying scan speeds between 10–50 mV s−1

also confirmed a stable and electroactive TBO on
RVC surface. However, the oxidation and reduc-
tion peaks of TBO on RVC were much broader
compared to those reported on glassy carbon
surface. This may be attributed to the cylindrical
geometry of the electrodes leading to variation in
the diffusion path length and thereby affecting the
charge distribution along the surface. Based on
the CV the amount of mediator adsorbed on the
RVC surface [30] was calculated to be 2.54×
10−7 mol cm−2. This calculation method and the
final value conformed well with similar studies
performed earlier [24].

3.8. Effect of applied potential on TBO response

In order to verify the suitability of employing
TBO below 0 mV, the response of TBO be-
tween−40 and+40 mV was carried out. The
plot (Fig. 6, inset) did not indicate a substantial
increase at−40 mV compared to+40 mV for
identical injections of 50 mM NAD+ and 50 mM
lactate. Between−40 and 0 mV the response was
almost unchanged. Thus, 0 mV was used as the
applied potential for all response measurements
with TBO in the present investigations.

3.9. Effect of pH on TBO response

Earlier reports on MB [36] had indicated higher
reaction rates for NADH at low pH. However, in
the case of TBO the reaction rate or the overall
response did not increase substantially in the pH
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range 5–8 as shown in Fig. 7. Hence, pH 7 was
adopted for all further investigations with this
mediator.

3.10. Detection of NADH/NAD+ in normal and
cancer tissues

Our attempts to apply the mediator based cou-
lometric studies to measurement of NAD+ and
NADH in normal/cancer tissue extracts is sum-
marized in Table 2. Each value is an average of
three independent injections of freshly extracted
samples (diluted ten times) in degassed buffer,
without any pre-treatment. From Table 2 it is
seen that the NADH content in cancer cells is less
than in normal cells, as measured with either of
the mediators. Similarly the NAD+ content in
cancer cells is equal or higher than in normal cells
(with an r.s.d of910%). This points out to the
existence of a biochemical reaction leading to
depletion of NADH in cancer cells and their
subsequent conversion to NAD+. These results
agree with the recent reports [22,23] on the pres-
ence of NADH oxidase, predominantly in cell
membrane and serum of cancer tissues. Our find-
ings also add valuable information to the earlier
hypotheses [20,21] on changes in NADH content
in cancer tissues. These results indicate the suit-
ability of the electrochemical approach for mea-
surement of NAD+ and NADH in biological
samples, especially in the presence of the novel
TBO based mediators.

4. Conclusions

The RVC based LDH catalysis is useful in
estimation of NAD+ and NADH in normal and
cancer tissues. NADH content in cancer tissues
are lower than in normal tissues while NAD+

content shows the reverse trend. Amongst the
mediators, adsorbed TBO exhibits a more stable
and reproducible electroactivity on RVC surface
for measurement of biological samples. The oper-
ation of TBO at 0 mV enables much reduced
interference while employing normal and cancer
tissue extracts. Following this preliminary report,
in depth analysis on the use of TBO for estima-

tion of other analytes in clinical samples would be
attempted.
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Abstract

An automated flow-injection system combining a pyruvate oxidase reaction and chemiluminescence for the
detection of phosphate ion in river water has been developed. In this research, we used pyruvate oxidase G (PyrOxG),
from Aerococcus 6iridans, immobilizing it on N-hydroxysuccinicacidimido beads without a cross-linker. In this sensor
system, which was constructed as a trial system of desktop type, the temperature was precisely controlled. After the
sensor system was optimized, a calibration curve was obtained with a detection limit of 96 nM phosphate ion, a range
between 96 nM and 32 mM phosphate ion, and a relative standard deviation of 2.3% (n=5) at 25°C. The sensitivity
of this sensor was sufficient to determine the maximal permissible phosphate-ion concentration in the environmental
waters of Japan (0.32 mM). In addition, the sensor could determine the calibration curves between 0.16 and 32 mM
phosphate ion (five points, n=3; averaged correlation, r=1.00) for at least 2 weeks, demonstrating enough stability
for practical use. Furthermore, we investigated the influence on the sensor response of dissolved substances in river
water such as metal ions, heavy metal ions, inorganic ions, and organic compounds. Treatment with activated carbon
could improve the response of the sensor when inhibited by dissolved substances in river water, except for manganese
ion and uric acid. The sensor system could determine the concentrations of phosphate ion in various samples of river
water from the Tone River. The results obtained by this sensor system and the modified molybdenum blue method
were compared, and good correlation (r=0.94) was obtained. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Increases of phosphate-ion concentration lead
to the eutrophication of river waters [1], which in
turn affects human health by the excessive intake
of the phosphate [2]. Therefore, monitoring of
phosphate-ion concentrations is very important to
maintain the quality of environmental drinking
water. Conventional methods for phosphate-ion
determination are available [3]. However, these
methods have poor selectivity, are tedious, and
require the use of heavy metal ion, which affects
the environment. Biosensors are expected to be
simple, selective, economical, and ecologically
sound methods.

Highly sensitive biosensors have been devel-
oped for the determination of phosphate ion [4–
8]. However, these sensors cannot be used to
measure phosphate-ion concentration in various
environmental waters. We have previously re-
ported a phosphate-ion sensor for on-site moni-
toring of dam water for drinking [7]. Such a
sensor could only measure the phosphate-ion con-
centration of pure water and was affected by
dissolved substances in the dam water. This sen-
sor system, which employs flow-injection analysis
(FIA), combines pyruvate oxidase (PyrOx) (EC
1.2.3.3, from Pediococcus sp.) reaction and lumi-
nol chemiluminescence catalyzed by Arthromyces
ramosus peroxidase (ARP) (EC 1.11.1.7). The re-
action scheme of PyrOx is as follows (TPP, thi-
amine pyrophosphate; FAD, flavin adenine
dinucleotide):

Pyruvate+phosphate+H2O+O2 �
pyruvate oxidase

TPP,FAD,Mg2+

+acetylphosphate+H2O2+
1
2
CO2

Luminol+2H2O2+OH− �
peroxidase

aminophthalate

+N2+3H2O+hn (425 nm)

In the study mentioned [7], the effects on the
sensor response of inhibitors dissolved in normal
environmental water were not investigated. The
effects of coexisting substances must be eliminated
for the determination of phosphate ion in various
environmental waters.

In our present study, we constructed a trial
sensor system of desktop type for practical use.
This system was controlled by a precise tempera-
ture control system. Pyruvate oxidase G (Py-
rOxG), from Aerococcus 6iridans [9], was used as
a practical enzyme; it was purified from recombi-
nant Escherichia coli by a simple purification pro-
cess and had better stability and higher activity
than PyrOx. After the sensor system was opti-
mized, the influences of coexisting substances on
both the chemiluminescence and the PyrOxG re-
action were investigated. The treatment methods
to remove inhibitors in the water samples were
examined. The phosphate-ion concentrations of
various treated environmental waters were deter-
mined and compared with the results obtained by
an analyzer (DR/2000; Hach Company, USA)
employing a modified molybdenum blue method.

2. Experimental

2.1. Materials

PyrOxG was kindly donated by Asahi Chemical
Industry (Shizuoka, Japan). ARP was purchased
from Nacalai Tesque (Kyoto, Japan). Sodium
pyruvate, TPP, FAD, 3-aminophthaloylhydrazine
(luminol), monopotassium phosphate, hydrogen
peroxide (H2O2), and activated carbon of grain
were purchased from Wako Pure Chemicals (Os-
aka, Japan). All other chemicals used were of
analytical grade.

The PyrOxG reaction mixture, prepared prior
to the measurements, contained 0.4 mM pyruvate,
30 mM TPP, 3 nM FAD, and 10 mM
MgCl2·6H2O in 0.02 M N-2-hydroxyethylpiper-
azine-N %-2-ethanesulfonic acid (HEPES) buffer
(pH 7.0). A stock solution of 100 nM FAD was
prepared in 0.02 M HEPES buffer (pH 7.0) and
stored at 4°C.

A stock solution of luminol was prepared ac-
cording to previously reported methods [10,11].
Ten millimolar luminol was dissolved in 0.5 M
potassium borate buffer (pH 11.0) and stored at
4°C for 3 days for its stabilization in a light-pro-
tected bottle. The chemiluminescence reaction
mixture contained 70 mM luminol and 6250 U l−1
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ARP in 0.8 M carbonate buffer (pH 10.0; pHmix

10.1). The solvent was left for at least 1 h in a
light-protected bottle at ambient temperature for
stabilization.

2.2. Preparation of immobilized enzyme

PyrOxG was immobilized onto a N-hydroxy-
succinicacidimido (NHS) (porous cellulose beads,
diameter 44–125 mm; kindly donated by Chisso,
Japan) gel containing activated ester. The NHS
gel in solvent was washed with water three times
to remove isopropanol. One milliliter of NHS gel
was suspended in 0.8 ml of 0.1 M HEPES buffer
(pH 8.0) containing 200 U of PyrOxG, and ro-
tated slowly for 2 h at 4°C. The gel was then
treated with 0.1 M Tris–HCl buffer (pH 8.0)
containing 1 M NaCl for blocking residual ester
groups for 1 h, and finally washed three times
with 0.1 M HEPES buffer (pH 8.0) for 15 min
each time. The PyrOxG immobilized on the NHS
gel was stored in 0.02 M HEPES buffer (pH 7.0)
containing 100 nM FAD at 4°C until use.

The PyrOxG immobilized on NHS gel was then
packed into stainless-steel columns (length 35
mm, inner diameter 2 mm, 20 mm polyethylene
filter).

2.3. Measurement and apparatus

The automatic sensor system used is depicted in
Fig. 1. This system was constructed as a trial

system in an attempt to realize automatic phos-
phate detection in various environmental waters
in collaboration with the Water Resources Envi-
ronment Technology Center, the Association of
Electrical Engineering, and Hiranuma Co. Ltd.
The system was held in a light-protected box, and
its inside temperature was precisely controlled.
Such a temperature control was necessary to keep
the high reproducibility of sensor responses ob-
tained by PyrOxG-catalyzed and subsequent
ARP-catalyzed luminol chemiluminescence
reactions.

The homoisothermal system in this sensor con-
sisted of a heat sink (Model A6063SS-T5; Unitus,
Japan), two fans (Model MDS510-24; Oriental
Motors, Japan) and two thermocouples (SY11S-
SUS; Sigma Controls, Japan). The fans were used
for circulating the inside atmosphere, and the
thermocouples were used as thermometers for the
precise control of atmospheric temperature. The
homoisothermal system could change and main-
tain the temperature; for example, terms for
changing to 95°C at ambient temperature (20–
30°C) were within 20 min.

As already mentioned, this sensor system con-
sists of a PyrOxG reaction and a luminol chemilu-
minescence reaction. The sample passed through a
500 ml sample loop by a sampling pump at a flow
rate of 12 ml min−1 for 15 s. The PyrOxG
mixture was delivered to an immobilized PyrOxG
column by a peristaltic pump. The peristaltic
pump simultaneously delivered the solutions for

Fig. 1. Schematic diagram of the automatic phosphate-ion measuring system with precisely controlled temperature.
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the luminol chemiluminescence reaction mixture
and the PyrOxG reagent at a flow rate of 1.0 ml
min−1. The sample was automatically injected
into an eight-way valve by an integrated con-
troller and delivered to the immobilized PyrOxG
column.

The hydrogen peroxide generated by the Py-
rOxG reaction in the column was mixed with the
luminol chemiluminescence reaction mixture at a
mixing joint, and the resulting chemiluminescence
was measured in a transparent spiral tube by a
neighboring photomultiplier (PMT) (Hamamatsu
Photonics, Japan). Its signal was then amplified
and recorded (Model SP-J5C; Riken Densi Ko-
gyo, Japan).

The measurement of phosphate ion in this sys-
tem was performed by handling an operating
panel on the sensor box. The integrated controller
regulated the timing for the next injection by
reading the output of the previous peak from the
detector. One measurement took approximately 2
min from sampling back to baseline after the peak
as a sensor response. All measurements were per-
formed at 2590.1°C.

3. Results and discussion

3.1. Optimization of the sensor system

3.1.1. Comparison between PyrOx and PyrOxG
To realize the phosphate-ion sensor for the

determination of phosphate ion in various envi-
ronmental waters, we chose PyrOxG instead of
PyrOx for practical purposes. To compare the
activity of free PyrOx with PyrOxG, the sensor
responses to 0.32 mM phosphate ion using each
enzyme were compared using the sensor system
shown in Fig. 1 with previously optimized condi-
tions without a column [7]. The experimental con-
dition was as follows: the buffer for enzyme
reaction contained 0.4 mM pyruvate, 40 nM
FAD, 0.24 mM TPP, and 20 mM Mg2+ in 0.02
M HEPES buffer. The chemiluminescence reac-
tion mixture contained 12.5 mM luminol and 1250
U l−1 ARP in 0.2 M carbonate buffer (pH 9.0)
with a flow rate of 1.0 ml min−1. The measure-
ments were performed three times, respectively.

The response obtained with PyrOxG was twice as
high as that with PyrOx.

3.1.2. Comparison of the immobilization methods
Subsequently, PyrOxG was immobilized on

Chitopearl BCW 2601 beads using a covalent
bonding method [7]. However, the PyrOxG activ-
ity after immobilization decreased. Considering it
possible that the enzyme activity had been lost
because of conformation changes of the enzyme
by cross-linking using glutaraldehyde, we em-
ployed NHS gel, which can immobilize the en-
zymes without a cross-linker. As a result, PyrOxG
activity was kept after immobilization onto the
NHS gel (data not shown). Accordingly, NHS gel
was used as the enzyme support in this study.

3.1.3. Optimization of the PyrOxG reaction
mixture

To optimize the component of the PyrOxG
reaction mixture, a previously optimized PyrOx
mixture was used at the beginning of the experi-
ment, as already mentioned [7]. The optimal con-
centrations of pyruvate, FAD, TPP, and Mg2+,
and the pH of the 0.02 M HEPES buffer were
investigated by measuring sensor responses to 16
mM phosphate ion. Each optimization experiment
was performed five times. Results showed that the
optimum condition of the PyrOxG mixture was
0.4 mM pyruvate, 3 nM FAD, 30 mM TPP, and
10 mM Mg2+ in 0.02 M HEPES buffer with a pH
of 7.0. This component of the PyrOxG reaction
mixture was used in the subsequent experiments.

3.1.4. Optimization of the chemiluminescence
reaction mixture

In the previous study using PyrOx, we chose a
chemiluminescence reaction mixture containing
12.5 mM luminol and 1250 U l−1 ARP in 0.2 M
carbonate buffer with a pH of 9.0 in consider-
ation of enzyme stability. However, we found that
ARP was stable even at pH 10.0. Subsequently,
we carefully investigated the relationship between
that composition and stability using eight kinds of
chemiluminescence reaction mixtures. We found
that the most stable composition of the chemilu-
minescence reagent was 70 mM luminol and 6250
U l−1 ARP in 0.8 M carbonate buffer (pH 10.0;
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Fig. 2. Stability of the chemiluminescence reaction mixture
from the first day (�) until 2 weeks later (	).

3.1.6. Calibration cur6e for phosphate-ion
concentration

A calibration curve for phosphate-ion concen-
tration under the optimized condition of the sen-
sor system was obtained (Fig. 3). A linear
response was observed from 96 nM to 32 mM with
a correlation coefficient of 0.999, and correlative
variance averaging sensor responses was approxi-
mately 2.3% (average of each five measurements).
The signal-to-noise ratio was over 20 at 96 nM
phosphate ion, and measurement time was ap-
proximately 2 min. All parameters obtained in
this system showed improvement as compared
with previously reported sensor systems using Py-
rOx [7]. Our system could detect 0.16 mM phos-
phate ion for at least 2 weeks.

3.2. Influences of coexisting substances

To examine the influences on the sensor re-
sponse of coexisting substances in environmental
water, we investigated the inhibitors of luminol
chemiluminescence and PyrOxG reactions, as pre-

pHmix 10.1). This result is shown in Fig. 2. In this
figure, the sensor responses (n=3) to 1, 3, 10,
100, and 1000 nM H2O2 were almost similar
from the first day until 2 weeks later. Therefore,
that composition of the chemiluminescence
reaction mixture was used in the subsequent ex-
periments.

3.1.5. Optimization of the FIA system
Using the optimal condition of the PyrOxG-

and ARP-catalyzed luminol chemiluminescence
reaction, the optimizations of temperature and
flow rate in this system were examined. Each of
these experiments was performed five times. The
temperature was examined at 20, 25, and 30°C.
Results indicated that the sensor responses to 16
mM phosphate ion tended to increase with in-
creases in temperature (data not shown). For
indoor use and maintenance of PyrOxG and ARP
activity, we chose a measuring temperature of
2590.1°C.

The flow rates were examined at 0.70, 0.82,
1.00, 1.16, 1.33, and 1.50 ml min−1. The highest
sensor response to 16 mM phosphate ion
was obtained at 1.0 ml min−1. The flow rate of
1.0 ml min−1 was used in the subsequent experi-
ments.

Fig. 3. Calibration curve for phosphate-ion concentration. The
PyrOxG reaction mixture contained 0.4 mM pyruvate, 3 nM
FAD, 30 mM TPP, and 10 mM MgCl2 in 0.02 M HEPES
buffer (pH 7.0). The luminol chemiluminescence reaction mix-
ture contained 70 mM luminol and 6250 U ml−1 ARP in 0.8
M sodium carbonate buffer (pH 10.0; pHmix 10.1). The flow
rate was 1.0 ml min−1, the temperature was 2590.1°C, and
the injection volume was 500 ml.
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Table 1
Rate of inhibition to chemiluminescence or PyrOxG reaction and effectless concentration of inhibitor on sensor responsea

Concentration of in-Coexisting sub- Sensor response to chemilu- Effectless concentration of inhibitorSensor re-
hibitor (mg l−1) sponse to Py-stance minescence (%) on sensor response (mg l−1)

rOxG (%)

Metal ion
98.7 55.5100 55.0Na+

99.6 97.5K+ \1010
97.0 95.510 \10Mg2+

98.7 96.9Ca2+ \5050

Hea6y metal ion
Zn2+ 1.0 101 102 \1.0
Fe3+ 1.0 97.8 47.3 50.05

44.6 25.81.0 50.05Cr3+

1.0Cu2+ 0 – 50.005
0 –1.0 50.001Mn2+

Inorganic ion
104 52.81.0 50.01S2−

99.4 90.5F− 55.010
99.0 99.01.0 \1.0NH4

+

1.0NO2
− 98.8 96.0 \1.0

30NO3
− 99.4 64.4 51.0

99.0 56.9500 510SO4
2−

Organic com-
pound

99.2Urea 98.61.0 \1.0
0 –Uric acid 50.0011.0

102 97.1LAS \1010

10Cellulose 100 95.8 \10
71.0 70.610 50.1Humin

1.0Lignin 0 – 50.01

a Bold numbers indicate influenced substances at that concentration on sensor response.

viously reported [9,10,12]. The maximum values
of dissolved substances in the Tone River ob-
served by the Ministry of Construction were in-
vestigated. After selecting 21 kinds of chemical
substances of metal ions, heavy metal ions, inor-
ganic ions, and organic compounds as dissolved
substances in the environmental water, we exam-
ined their influences using each substance at
higher concentrations than the maximal value ob-
served in the Tone River. In this experiment, the
influences on either luminol chemiluminescence or
PyrOxG reaction were examined comparing the
sensor responses obtained by 100 nM H2O2 or 16
mM phosphate ion as controls. The results are
shown in Table 1. Luminol chemiluminescence

reactions were affected by 1 mg l−1 Cr3+, Cu2+

and Mn2+, 1 and 10 mg l−1 humic acid, and 1
mg l−1 lignin; and the PyrOxG reactions were
affected by 100 mg l−1 Na+, 1 mg l−1 Fe3+,
Cr3+and S2−, 10 mg l−1 F−, 30 mg l−1 NO3

−,
and 500 mg l−1 SO4

2− in addition to those sub-
stances affecting the chemiluminescence reaction.
Additionally, we investigated levels of concentra-
tion of these inhibitors at which no effect on the
sensor response was observed (Table 1).

3.3. Treatment methods

To remove these inhibitors, we examined sev-
eral methods using two kinds of chelate resins, a
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chelate agent, and activated carbon. The treat-
ment using every chelate resin (Chelex 100, imino-
2-acetic acid; Bio-Rad Laboratories, USA; or
CT-03, aromatic carboxyl group; Fuji Spinning,
Japan) caused a chemiluminescence reaction by
substances eluted from the resin in spite of thor-
ough wash by an acid–base treatment. Ethylene-
diaminetetraacetic acid (EDTA) was used as a
chelate agent. The addition of 1 mM EDTA did
not affect the sensor response to 16 mM phos-
phate ion. It was more effective to remove 1 mg
l−1 Cu2+and Mn2+ than Cr3+and Fe3+. These
experiments were performed three times.

Next, we investigated the effects of treatment
with activated carbon. After being thoroughly
washed by pure water, the activated carbon was
poured into a column until filling it. Distilled
water and the solution containing the inhibitor
were treated by being passed through the acti-
vated carbon. Distilled water was used as a con-
trol for the measurement. The solution containing
the inhibitor was treated by the same procedure.
The effects of treatment were evaluated in the
same way as for the investigation of the influences
of inhibitors. These experiments were also per-
formed three times. The influence of inhibitors on
the sensor response decreased, except for 1 mg
l−1 Mn2+ and uric acid (Table 2). These in-
hibitors are able to remove with EDTA treatment

or combined enzyme reaction with uricase and
catalase.

In this experiment, we investigated the influ-
ences of excess concentrations of each inhibitor.
Our results indicated that it was possible to re-
move the effects of inhibitors by treatment with
activated carbon.

3.4. Determination of phosphate ion in
en6ironmental water

For the determination of phosphate ion in envi-
ronmental water, we obtained river and marsh
waters from the Tone River and the Ara River
with the help of the Kanto Engineering Labora-
tory, the Ministry of Construction. These samples
were filtered with 0.45 mM hydrophilic membrane
to measure dissolved phosphate ion.

The determination of phosphate ion after
EDTA treatment of environmental water was per-
formed by using seven samples from the Tone
River and the Ara River. One millimolar EDTA
was added to the standard solutions and samples.
The results obtained were unsatisfactory. The Py-
rOxG reaction was affected by some dissolved
substances in the environmental water. These re-
sults indicated the necessity of a treatment
method which could remove the dissolved sub-
stances effectively.

Table 2
Effect of teatment using activated carbon

Concentration of inhibitor (mg l−1)Inhibitor Sensor response (%)a Sensor response after treatment (%)

100Na+ 55.5 104

1.0Fe3+ 47.3 111
1.0Cr3+ 39.525.8

Cu2+ 14.701.0
1.0 0Mn2+ 0

1.0S2− 52.8 82.3
10F− 90.5 99.1

NO3
− 30 64.4 97.0

56.9 82.2500SO4
2−

010 0Uric acid

70.6 75.910Humin
1.0 19.70Lignin

a These values were from Table 1.
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Table 3
Measurements of phosphate ion in environmental water by treatment using activated carbon

Phosphate ion sensor (mM phosphate ion)The source of sample DR/2000 (mM phosphate ion) BOD (mg l−1) pH

1.6 (0.15 mg l−1)The Watarase River 1.411.45 (0.138 mg l−1) 7.1
2.6 (0.25 mg l−1) 2.392.48 (0.236 mg l−1) 7.5
5.2 (0.49 mg l−1) 2.774.10 (0.389 mg l−1) 7.5

2.97 (0.282 mg l−1)The Ayase River 2.9 (0.28 mg l−1) 5.07 7.6
2.90 (0.276 mg l−1)The Naka River 2.9 (0.28 mg l−1) 4.48 7.6

2.3 (0.21 mg l−1) 5.302.00 (0.190 mg l−1) 7.3
2.6 (0.25 mg l−1) 4.27 7.52.87 (0.273 mg l−1)

Subsequently, we examined the treatment with
activated carbon by measuring seven samples
from the Tone River. First, we investigated the
differences of phosphate concentrations in the
samples before and after treatment with activated
carbon. For the measurements of phosphate con-
centration, we used a commercially available wa-
ter-quality measurement system (DR/2000; Hach
Company, USA) based on a modified molybde-
num blue method. However, the results indicated
no differences of phosphate concentration by the
treatment with activated carbon (Table 3). In
these results, the measurements by this method
were not affected by the dissolved substances in
various environmental waters containing 1.41–
5.30 mg l−1 BOD.

3.5. Comparison between our phosphate-ion
sensor and a commercial method

The results obtained by the phosphate-ion sen-
sor (treatment with activated carbon) and by the
commercial sensing system (DR/2000) were com-
pared (Table 3). Both results showed good agree-
ment. Fig. 4 shows the relationship between both
results. The correlation coefficient for these results
was 0.94. The concentration of phosphate ion
obtained by the commercial sensing system were
slightly lower than that obtained by our sensor
due to the higher detection limit of our sensor.

4. Conclusions

We have constructed a trial sensor system for
the measurement of phosphate ion in environmen-

tal water. In this system, PyrOxG was used, and
the optimized sensor system proved to be highly
sensitive (96 nM phosphate ion). It had a wide
calibration range from 96 nM to 32 mM, high
reproducibility, and good stability (2 weeks for
0.16 mM phosphate ion) at precisely controlled
temperature. We investigated the effects of coex-
isting substances in environmental water on sen-
sor response, decreasing the effects by treatment
with activated carbon. By means of this treat-
ment, we realized a highly sensitive detection of
phosphate ion in environmental water. The com-
parison of the results between our phosphate-ion
sensor and the commercial method showed good
agreement and a correlation coefficient of 0.94.

Fig. 4. Comparison between our phosphate-ion sensor and a
commercial method.
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Our phosphate-ion sensing system would be avail-
able in the near future as a simple, economical,
and harmless method for the detection of phos-
phate ion.
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Abstract

The complexation of para-Cl-phenylazo-R-acid azo dye with Pd(II) has been studied spectrophotometrically.
Protonation constant (pKa) of the ligand has been calculated and the stability conditional constants of para-Cl-pheny-
lazo-R-acid ligand with palladium ion has been determined at a constant temperature (25.0°C), where the molar ratio
of this complex is 1:1 (metal:ligand) with log b1=3.75, and 1:2 with log b2=8.55. Solid complex of para-Cl-pheny-
lazo-R-acid has been prepared and characterized on the basis of elemental analysis and FTIR spectral data. A
procedure for the spectrophotometric determination of Pd(II) using para-Cl-phenylazo-R-acid as a new azo
chromophore is proposed where it is rapid, sensitive and highly specific. Beer’s law was obeyed in the range
0.50–10.00 ppm at pH 5.0–6.0 to form a violet–red complex (o=7.7×104 l−1 mol−1 cm−1 at lmax=560 nm).
Metal ions such as Cu(II), Cr(III), La(III), Yb(III), Y(III), and Rh(III) interfere with the complex. Ammonium salt
of trimellitic acid is used to precipitate some of the interfering ions and a scheme for separation of Pd(II) from a
synthetic mixture similar in composition to platinum ore or deposit was made. © 1999 Elsevier Science B.V. All rights
reserved.

Keywords: Palladium; Spectrophotometry; para-Cl-phenylazo-R-acid
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1. Introduction

R-salt (2-hydroxy-naphthalene-3,6-disulphonic
acid, disodium salt) is used for the production of
azo dyes which apply for many purposes, e.g. as
dying sauage casings [1,2], pharmaceutical prepa-
rations [3], and tissue cultures [4]. Issa et al. [5]
studied absorption spectra of mono azo com-

pounds in organic solvents of varying pH. The
UV, and visible spectra of these compounds were
examined and the pKa values were determined via
the pH dependence of the absorbency.

Extensive studies of the composition of the
metal complexes of hydroxyazo compounds were
carried out by Pfeiffer et al. [6] and Snavely et al.
[7]. Azo derivatives possessing one-hydroxy group
yield 1:2 complexes, but those with dihydroxy
substituents produce 1:1 complexes. Bis azo* Tel.: +20-2-484-3118; fax: +20-2-483-1836.

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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derivatives of chromotropic acid were used suc-
cessfully as photometric reagents for palladium
over a wide range of acidity below pH 5.0 with-
out interference from other platinum metals [8].
In acid medium suitable for the formation of
Pd(dithizone)2 (o=3.55×104 l−1 mol−1 cm−1

at lmax=635 nm), other noble metals {Au(III),
Pt(II), Ag(I), Hg(II), and Cu(II)} also react with
dithizone. Palladium and platinum can be deter-
mined successively with dithizone in SnCl2, sil-
ver is masked by chloride while iodide masks
interfering gold and mercury [9]. PAR {4-(2-
pyridylazo)-resorcinol} is used for spectrophoto-
metric determination of Pd(II) at pH 4.0 or 10.5
(o=1.8×104 l−1 mol−1 cm−1 at lmax=510
nm) [10], sulphochlorophenolazorhodanine [11],
and palladiazo (o=5.7×104 l−1 mol−1 cm−1

at lmax=640 nm) [12]. Other compounds also
proposed for determining palladium(II) include
Arsenazo III [13], 2-pyridylhydrazone [14], 2,2%-
dipyridyl-2-pyridylhydrazone [15], and substi-
tuted formazans [16], 3-(5%-tetrazolylazo)-
2,6-diaminotoluene (o=5.2×104 l−1 mol−1

cm−1 at lmax=536 nm) [17], 5-(5-nitro-2-pyridy-
lazo)-2,4-diaminotoluene (o=1.25×105 l−1

mol−1 cm−1 at lmax=592 nm) where the sensi-
tivities of some typical reagents for palladium is
included [18]. Chromo Azurol S was used as an
indicator for spectrophotometric determination
of Pd(II) in acetate buffer solution [19]. Also
determination of Pd(II) with tin(II) chloride and
Rhodamine 6G after flotation was been made
[20]. Complexation of R-acid azo dye derivatives
with some trivalent lanthanide has been studied
potentiometrically by the author [21].

From the foregoing literature survey it was
found that there was no work available on the
R-acid azo dye complexes especially on palla-
dium ion in solution, so this work is devoted to
determine the ionization constant (pKa) of para-
Cl-phenylazo-R-acid ligand spectrophotometri-
cally and their use as a new azochromophoric
reagent for the determination of Pd(II). Further
insight on the possible structure of [para-Cl-
phenylazo-R-acid:Pd] complex has been investi-
gated by elemental analysis {C, H, N, S, and
Pd}, and FTIR, also the stability constants of

the complex have been determined. Determina-
tion of Pd(II) from a synthetic mixture similar
in composition to platinum ore or deposit has
been made and the procedure was applied for
determination of Pd(II) in the real samples
taken from ultramafic rocks of the Bird River
Sill, SE Manitoba, Canada.

2. Experimental

2.1. Materials

The palladium chloride used was AR grade
and their solution was prepared by dissolving
the calculated amount in the least amount of
concentrated HCl (to prevent hydrolysis) and di-
luted with carbonate free-double distilled water
up to the appropriate volume. The solution was
standardized by potentiometric back titration of
excess iodide with standard mercury(II) solution
using silver amalgam as the indicator electrode
[22]. Azo dye was prepared by coupling the dia-
zotized corresponding amines with R-acid in
sodium hydroxide solution [23], the resulting
precipitate was recrysallized by the method of
Mehata et al. [24].

2.2. Uni6ersal buffer solutions

A series of buffer solutions covering the range
of pH values 2.0–12.0 were prepared as recom-
mended by Britton [25], the pH of buffer solu-
tions were checked with the aid of a Beckman
pH-meter fitted with a combined glasscalomel
electrode where it’s accurate to 90.05 pH unit.

2.3. Spectral measurements

The visible spectra of the compounds investi-
gated were obtained at a constant temperature
(25.0°C) using thermostatically a Spekol S spec-
trocolorimeter and a Beckman DK2 spectro-
photometer.
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2.4. FTIR spectra

The infrared spectra was obtained by the aid of
a MATTSON 1000 FTIR spectrometer from 4000
to 400 cm−1 using KBr disc technique.

2.5. Absorption spectra in buffer solutions

The absorption spectra of the azo dye under
investigation was studied in a buffer solution of
varying pH values. For this purpose a known
volume (0.3–0.8 ml×10−3 M) of the aqueous
solution of the azo compound was added to 8.0
ml of the buffer solution in a 10.0 ml volumetric
flask dropwise with continuous shaking. The mix-
ture was then made to the mark with the buffer
solution. The present spectral measurements were
confined to the visible region. The study carried
out in this part considers mainly two points viz.
the effect of pH on absorption spectra and the
determination of the acid dissociation constants
of the �OH group using different methods of
calculation: (i) half height method [26]; (ii) limit-
ing absorbance method [26].

2.6. Scheme for separation of palladium from
platinum ore or deposit

2.7. Procedure

To a 1.0 ml solution containing (0.50–10.00
ppm) of Pd2+, add 2.0 ml (10−5 M) ligand, 5.0
ml buffer plus 1.5 ml isopropyl alcohol, complete
with water up to 10.0 ml, and measure the ab-
sorbance at 560–570 nm against a blank contain-
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ing the same ingredients except Pd2+. Compute
the concentration of Pd2+ by extrapolation from
a standard calibration curve prepared in the same
manner. The present method is simple, rapid,
reliable, reproducible, and highly selective. Analy-
sis of Pd(II) ion shows an average recovery of
100.025% with a standard deviation (S.D.) equal
to 0.05%, in the presence of interfering ions
{Al(III), Cr(III)} the average recovery was
99.950% with a S.D. equal to 0.06%, in presence
of non interfering ions {Fe(II), Mn(II), Ca(II),
Pt(IV)} the average recovery was 100.160% with a
S.D. equal to 0.06%, and in presence of all ions
{Al(III), Cr(III), Fe(II), Mn(II), Ca(II), Pt(IV)}
the average recovery was 99.840% with a S.D.
equal to 0.06% (four concentrations of Pd(II),
each one determined three times) indicating the
reproducibility of the present method (Table 1).

2.8. Analysis of a synthetic mixture similar in
composition to platinum ore

Dissolve separately the following salts (in 0.01 g
scale) {Mg(II), Ca(II), Ba(II), Mn(II), Fe(II),
Co(II), Ni(II), Pd(II), Cu(II), Zn(II), Cd(II),
Hg(II), Pb(II), Al(III), Cr(III), Fe(III), In(III),
Ir(III), Rh(III), La(III), Ce(III), Pr(III), Nd(III),
Sm(III), Gd(III), Er(III), Yb(III), Y(III), and
Pt(IV)} (as chloride or nitrate form) in small
amounts of water and then mix together. Then
add 50 ml of hot 0.50 M trimellitic acid, ammo-
nium salt, and the resulting mixture is then sub-
jected to strong stirring for 30 min, cooled,
filtered and washed with water several times. The
precipitate contains the following ions {Cd, Hg,
Ba, Pb, Al, In, Fe, Cr, La, Ce, Pr, Nd, Sm, Gd,
Er, Yb, and Y} as trimellitate residues [27], while
the filtrate contains the rest of the ions {Mg, Ca,
Mn, Co, Ni, Pd, Cu, Zn, Ir, Rh, and Pt}. The
resulting solution was boiled till dryness and 5.0
ml of concentrated [(HCl:HNO3); 1:1 v/v] are
added to decompose and evaporate any volatile
matters, then cooled and diluted to 50.0 ml with
H2O. Add 20.0 ml of 0.50 M NH4Cl, stir for 10
min, filter and wash with water several times. The
precipitate is ammonium chloroplatinate while the
filtrate contains the remaining ions in the chloride
forms. This filtrate is stirred with 0.10 M mercuric

cyanide in neutral medium for 10 min, a white–
yellow gelatinous precipitate (palladium cyanide)
was separated, washed carefully, and dissolved
with dilute HCl+KNO3 in a fuming-cupboard
where the resulting solution is K2[Pd Cl4], which is
ready for analysis by para-Cl-phenylazo-R-acid.
The filtrate resulting from the cyanide treatment is
subjected to evaporation with saturated NaCl so-
lution to dryness to drive off hydrogen cyanide,
the residues were digested with 84% ethyl alcohol
(sp.gr. 0.837) to extract the chloride salts or
chloro complexes of {Mg, Ca, Mn, Co, Ni, Cu,
Hg, and Ir}, which pass into the solution while
cholorhodate remains as a dark-red powder. By
this modified scheme (Wollaston’s process), Pd(II)
can be separated from any platinum ore or de-
posit and subjected for determinations using the
above procedure. This scheme was tested for
Pd(II) concentration range from 10−4 to 10−1 g,
and all results are very reliable, reproducible,
highly selective, and simple.

2.9. Application

As an application of the scheme and procedure
given above for determination of Pd in a real
sample, palladium and platinum in ultramafic
rocks of the Bird River Sill, SE Manitoba,
Canada [28], have been determined, where the
major elements in the crackle zone (93–121 m)
are, SiO2 (38.0–37.1%), Al2O3 (7.06–5.03%), CaO
(3.56–2.61%), MgO (30.0–32.3%), Fe2O3 (5.68–
7.49%), MnO (0.16–0.17%), the concentration of
palladium increases up to 84.0 ppb and fluctuates
between 70 and 300 ppb throughout most of the
remainders of this zone. Platinum closely follows
the enrichment pattern of Pd but at 1/3 to 1/4
concentration. In the thin periodic unit zone (37–
48 m) a slightly elevated concentration of S (0.40–
1.00%), Cr2O3 (0.30–1.90%) and a significant Pd
and Pt concentration increase up to 350 ppb and
fluctuates between 300 and 500 ppb, Pt closely
follows the pattern of Pd but at 1/2 to 1/3 concen-
tration. The major elements present in the above
sample are Si, Mg, Al, Ca, Fe, while the minor
elements are Mn, Cr, Pt, and Pd, when subjected
to separation by ammonium salts of trimelletic
acid, it precipitates Al, Cr, Fe, and Si, while Mn,
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Table 1
Spectrophotometric determination of Pd(II) using para-Cl-phenylazo-R-acid in presence of different interfering ions*

S.D. (%)ConcentrationConcentrationMetal ion Recovery (%)
taken (ppm) found (ppm)

4.00, 4.00, 4.00 100.000 0.05Pd(II) 4.00, 4.00, 4.00
6.00, 6.00, 6.00 100.0006.00, 6.00, 6.00
8.00, 8.00, 8.008.00, 8.00, 8.00 100.000

10.01, 10.00, 10.02 100.10010.00, 10.00, 10.00

Pd(II)+Al(III) 4.00, 4.00, 4.00 4.00, 4.00, 4.00 100.000 0.12
6.01, 6.00, 6.02 100.1606.00, 6.00, 6.00
8.00, 8.00, 8.00 100.0008.00, 8.00, 8.00

10.00, 10.00, 10.00 9.99, 10.00, 9.98 99.900

4.00, 4.00, 4.00 100.0004.00, 4.00, 4.00 0.08Pd(II)+Cr(III)
6.00, 6.00, 6.00 6.01, 6.00, 6.02 100.160

8.01, 8.00, 8.02 100.1258.00, 8.00, 8.00
10.00, 10.00, 10.00 100.00010.00, 10.00, 10.00

Pd(II)+Al(III)+Cr(III) 4.00, 4.00, 4.00 3.99, 4.00, 3.98 99.750 0.17
6.01, 6.00, 6.02 100.1606.00, 6.00, 6.00
8.00, 8.00, 8.00 100.0008.00, 8.00, 8.00

10.00, 10.00, 10.00 9.99, 10.00, 9.98 99.900

4.00, 4.00, 4.00Pd(II)+Fe(II) 100.0004.00, 4.00, 4.00 0.05
6.00, 6.00, 6.00 100.0006.00, 6.00, 6.00

8.00, 8.00, 8.00 8.00, 8.00, 8.00 100.000
10.01, 10.00, 10.0210.00, 10.00, 10.00 100.100

4.00, 4.00, 4.00Pd(II)+Mn(II) 100.0004.00, 4.00, 4.00 0.08
6.00, 6.00, 6.00 6.02, 6.00, 6.01 100.160

8.00, 8.00, 8.00 100.0008.00, 8.00, 8.00
10.00, 10.00, 10.00 100.00010.00, 10.00, 10.00

Pd(II)+Ca(II) 4.00, 4.00, 4.00 4.01, 4.02, 4.00 100.250 0.10
6.01, 6.00, 6.02 100.1606.00, 6.00, 6.00
8.01, 8.02, 8.00 100.1258.00, 8.00, 8.00

10.00, 10.00, 10.00 10.00, 10.00, 10.00 100.000

4.00, 4.00, 4.00Pd(II)+Pt(IV) 100.0004.00, 4.00, 4.00 0.08
6.01, 6.02, 6.00 100.1606.00, 6.00, 6.00

8.00, 8.00, 8.00 8.00, 8.00, 8.00 100.000
10.00, 10.00, 10.00 10.01, 10.00, 10.02 100.100

4.01, 4.00, 4.02Pd(II)+Fe(II)+Mn(II)+Ca(II)+Pt(IV) 100.2504.00, 4.00, 4.00 0.06
6.00, 6.00, 6.00 6.01, 6.02, 6.00 100.160

8.01, 8.01, 8.01 100.1258.00, 8.00, 8.00
10.01, 10.01, 10.01 100.10010.00, 10.00, 10.00

Pd(II)+Al(III)+Cr(III)+Fe(II)+Mn(II)+Ca(II)+Pt(IV) 4.00, 4.00, 4.00 3.99, 4.00, 3.98 99.750 0.06
6.00, 6.00, 6.00 5.99, 6.00, 5.98 99.833

7.99, 7.99, 7.99 99.8758.00, 8.00, 8.00
10.00, 10.00, 10.00 9.99, 10.00, 9.98 99.900

* Thirty fold concentration of different interfering metal ions {Al(III), Cr(III)} and non-interfering metal ions {Fe(II), Mn(II),
Ca(II), Pt(IV)} were added to the Pd(II) ion and were separated according to the scheme of separation.

Ca, Mg, Pt, and Pd remain in solution, when
this solution is treated with ammonium chloride,

Pt is separated as NH4[PtCl6] and is recovered,
while the rest of the solution is treated with
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Fig. 1. (a) Absorption spectra of 4×10 M of p-Cl-phenylazo-
R-acid in aqueous solution of varying pH values. (b) Ab-
sorbance–pH curves (half height method). (c)
Log(A−Amin)–pH curves (limiting absorbance method).

azo linkage influenced by intramolecular charge
transfer. The band was observed in the R-acid azo
dye investigated in the range 460–490 nm and a
shoulder located at longer wavelength and this
was attributed to the participation of the hydrazo-
quinone tautomerism before neutralization (struc-
ture I and II) and to the oscillation of the negative
charge between the phenolic oxygen and the azo
group after neutralization (structure IV and V).
This band was greatly affected by the [H+] con-
centration as the �OH group undergoes ionization
which leads to a hypochromic effect, such varia-
tion was used in calculating the ionization con-
stant (pKa) of the hydroxyl group.

A secondary band was observed in the range
380–410 nm which is assigned as p–p* transition
with the hydrogen chelate ring. This is confirmed
by the disappearance of this band in alkaline
solutions due to the ionization of the �OH group
and the rupture of the hydrogen bond ring. Clear
isosbestic points are observed in the spectra of
azo-coumpound under investigation in buffer so-
lutions indicating the existence of an equilibrium
between the non-ionized and ionized �OH group,

Fig. 2. Absorption spectra of [Pd–L] complex in universal
buffer at pH 6.0.

Hg(CN)2 to precipitate Pd as Pd(CN)2 and is
recovered.

3. Results and discussion

The absorption of some para-Cl-phenylazo-R-
acid was studied in aqueous buffer solutions in
the visible region (Fig. 1a). The azo compounds
display mainly a broad band in the visible region
which was assigned as n–p* transition within the
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i.e. an acid–base equilibrium where the neutral
species (II and III) are predominated in solution
of the lower pH values and the ionized species (IV
and V) are existing in solution at high pH values.

The ionization constant value (pKa) of naph-
thalenic �OH group in the present investigation
has been determined by two methods; (i) half
height method [26], which is represented in Fig.
1(b), and the pKa=10.67, and (ii) limiting ab-
sorbance method [26], which represented in Fig.
1(c) and the pKa=10.68.

The results obtained are comparable to those
derived from 1-(6-quinolinoyl-azo-)-2-naphthol
[29] which are determined spectrophotometrically,
and with the result of the R-acid azo dye which
are determined potentiometrically [21]. The ion-
ization of the strong sulphonic groups takes place
at lower pH values and the ionization constants
values (pKas) are in the order of magnitude of 4
[30]. Moreover such ionization does not cause any
spectral changes due to the ionizable proton in the
sulphonic groups which is not directly attached to
the p system of the molecule.

3.1. Spectrophotometric studies of
[palladium(II):para-Cl-phenylazo-R-acid] complex

Palladium forms a violet-red coloured complex
with ligands using a universal buffer at pH 6.0,

where lmax=560 nm which was selected as the
optimum wavelength to be used for studying
other factors influencing the formation of the
complex, Fig. 2. The effect of some common
organic solvents (methyl alcohol, ethyl alcohol,
isopropyl alcohol, and acetone) on the color in-
tensity of the complex showed that, 15% of iso-
propyl alcohol is the best in presence of universal
buffer (pH 6.0), where optical density (OD)=
0.44. Under the optimum conditions stated above
it was found that a minimum of 0.50 ppm of
Pd(II) can be determined with fair accuracy and
precision, indicating high sensitivity. The influence
of the sequence of addition on the complex was
found that, dye�buffer�metal�and solvent.

The complex is completely formed after 3 min
and remains stable for 24 h in all recommended
media. The stability of the complex (5×10−6 M)
indicates that boiling has no effect on its stability.

3.2. Molar ratio of complex [M:L ratio]

3.2.1. The molar ratio method [31]
The optical density-molar ratio relationship in-

dicates that the probable formation of one com-
plex having the composition 1 Pd:2 L where
log b2=8.27, Fig. 3.

3.2.2. The continuous 6ariation method [32]
A plot of the optical densities against the mole

fraction of Pd(II) indicates that the probable for-
mation of one complex having the composition 1
Pd: 2 L, where log b2=8.85.

3.2.3. The limiting logarithmic method [33]
The results obtained by this method show that

the probable existence of two types of complexes
1 Pd:1 L and 1 Pd:2 L, where log b1=3.75, and
log b2=8.55.

3.3. Abeyance of Beer’s law

The optical densities of complexes formed at
lmax=560 nm with universal buffer (pH=6.0),
acetate buffer (pH=5.0), and 0.1 N sodium ac-
etate show a straight line passing by the origin,
i.e. obeying Beer’s law and the value of the molar
absorption coefficients (o) amount to 7.7×104,Fig. 3. Molar ratio method of [Pd–L] complex.
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6.7×104, and 6.3×104 l−1 mol−1 cm−1 respec-
tively.

By the aid of the [Pd:L] complex formed we can
determine Pd(II) is in range 0.50–10.0 ppm.

3.4. Influence of foreign ions

The data led to the conclusion that up to thirty
fold of {Na+, K+, Tl+, Ag+, Cl−, Br−, I−, VO4

3−,
Mg2+, Ca2+, Sr2+, Zn2+, Cd2+, Hg2+, Mn2+,
Fe2+, Co2+, Ni2+, ZrO2+, UO2

2+, Pt2+, SO4
2−,

B4O7
2−, WO4

2−, MoO4
2−, Bi3+, Au3+, Ce3+, Pt4+,

and Th4+}, ions do not interfere. On the other
hand CN−, Cu2+, Pb2+, Al3+, Cr3+, La3+,
Yb3+, Y3+, Rh3+, and EDTA2− ions do interfere.

3.5. Infrared spectra study

The FTIR spectra of the para-Cl-phenylazo-R-
acid, disodium salt [HL] ligand, Fig. 4(a), and

Na4[Pd(L)2·2H2O)] complex Fig. 4(b) are recorded
in the solid state as KBr discs which illustrate the
different bands arising from the functional groups
in these compounds and are analyzed in a way
similar to that given by Looker et al. [34]. Each
region of the spectrum will be compared with the
corresponding one of azo-dye ligand.

3.6. Absorption in the 4000–2600 cm−1 region

This region involves the bands of �OH, �NH,
and �SO3H groups as well as those of the C–H
phenyl and C–H aliphatic and associated water
molecules in the ligand [35,36]. The spectrum of
[HL] contains a band at 3480 cm−1 which is a
composite band showing the stretching frequencies
of C–H and strongly the �OH stretching frequency
of R-acid, this band is shifted to the lower wave-
length when the chelate with Pd(II) forms [Pd:L]
and it appears at 3439 cm−1.

Fig. 4. FTIR spectra of para-Cl-phenylazo-R-acid [HL] (a), and the [PdL2·2H2O] complex (b).
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Fig. 5. Structure of [PdL(OH2)4], {1:1 complex}, and [PdL2(OH2)2]4−, (1:2 complex).

3.7. Absorption in the 2600–1400 cm−1 region

This region is interesting, since it contains
bands of \C�O, \S�O, HN�N−, and \
C�CB . The [HL] shows bands at 1616 cm−1

which is assigned to the HN�N− vibration which
is coupled with C�C vibration and it is slightly
affected by complexation to 1611 cm−1. Other
bands which appear in this region are at 1493 and
1389 cm−1 which can be assigned to the sNH and
in-plane deformation of aliphatic and aromatic
C–H which generally overlap with the 6C�C vibra-
tion are slightly affected by complexation and
change to 1503 and 1391 cm−1.

3.8. Absorption in the 1400–1000 cm−1 region

This region involves other bands such as the
aromatic C–H in plane deformation vibration,
C–N stretching vibration and C–C stretching
vibration. Two bands were noticed at this re-
gion—one at 1200 cm−1 which changes to 1198

cm−1 while the other band at 1046 cm−1 changes
to 1040 cm−1. The vibration spectra of the com-
plex showed two new bands at this region at 1271
cm−1 which would involve an appreciable C–O
stretching vibration and at 997 cm−1 which is
assigned to{s(C−O)+6(M–O)}.

3.9. Absorption in the 1000–400 cm−1 region

At this region the out of plane deformation
frequencies of aromatic C–H band are expected
where it is observed at 846 cm−1 and slightly
change to 843 cm−1 on complexation while the
band at 642 cm−1 changes to 646 cm−1 which is
assigned to {ringdef+6(C–O)}. At this region three
new bands were noticed at 774 cm−1 which were
assigned as {ringdef+6(M–OH2)}, i.e. coordinate
water molecule in this complex, another band at
571 cm−1 which was assigned as 6(M–N), while the
third band is at 496 cm−1 which was assigned as
6(M–O) [37,38]. From these results, the author can
propose the mode of coordination of the Pd(II)
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with different para-substituted-phenylazo-R-acid
that are 1:1 and 1:2 complex which are repre-
sented in Fig. 5.

4. Conclusion

This method for the determination of palladium
ion (Pd2+) as a [(para-Cl-phenylazo-R-acid):Pd]
complex is simple, rapid, reliable, reproducible,
and highly selective, where the S.D. for determi-
nation of 5.00 ppm Pd(II) amounts to 0.0025
indicating the reproducibility of the present
method. Even though the molar absorption coeffi-
cients (o)=7.7×104 l−1 mol−1 cm−1 is not high
but due to the simple preparation of the ligand,
cheap chemicals, and the easy way for determina-
tion it was recommended for rapid routine analy-
sis. A comparison between the (o) value for this
complex and any other azo chromophoric
reagent, the author found that (o) is higher than
the Palladiazo reagent which is sensitive and selec-
tive to Pd(II). Also the author has made a com-
parison between the complex formed with this
new ligand and dithizone reagent and he found
that the new ligand is selective to Pd(II) and not
to the other noble metals such as Pt(II), Ag(I),
and Au(III) which are always present in any noble
metal ore. From elemental analysis and FTIR
spectra of [HL], and Na4[Pd(L)2·2H2O)], the au-
thor concluded that the metal–nitrogen and
metal–oxygen stretching frequencies of this com-
plex are very interesting and Pd(II) coordinates
with azo dye-R-acid to form five member chelat-
ing rings with benzenoid type resonance through
the s coordinate bonding from the ligand to metal
[39,40].
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Abstract

A method for spectrophotometric determination of nitrite and nitrate is described. This method is based on the
reduction of phosphomolybdic acid to phosphomolybdenum blue complex by sodium sulfide. The obtained phospho-
molybdenum blue complex is oxidized by the addition of nitrite and this causes a reduction in intensity of the blue
color. The absolute decrease in the absorbance of the blue color or the rate of its decrease is found to be directly
proportional to the amount of nitrite added. The absorbance of the phosphomolybdenum blue complex is monitored
spectrophotometrically at 814 nm and related to the concentration of nitrite present. The effect of different factors
such as acidity, stability of the complex, time, temperature, phosphate concentration, molybdenum concentration,
sodium sulfide concentration and the tolerance amount of other ions have been reported. Maximum absorbance is at
814 nm. The range of linearity using the conventional method is 0.5–2.0 ppm with molar absorptivity of 1.1×104 l
mol−1 cm−1. and a relative standard deviation of 2.6% for five measurements. The range of linearity using the
reaction rate method is 0.2–3.6 ppm with a relative standard deviation of 2.4% for five measurements. The method
is applied for determination of nitrite and nitrate in water, meat products and vegetables. © 1999 Elsevier Science
B.V. All rights reserved.

Keywords: Nitrate; Nitrite; Phosphomolybdenum blue; Spectrophotometry
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1. Introduction

Nitrite is a characteristic pollutant [1]. It can
react with secondary amines present in the body
resulting in the formation of carcinogenic nitro-
soamines [2–4]. On the other hand, when present
at high concentration in blood nitrite can react

with iron(III) of the hemoglobin, forming
methemoglobin which has no oxygen-carrying
ability. This fatal disease is called methemo-
globinemia. Nitrate also at high concentrations
can be considered as pollutant since it can be
reduced to nitrite. Therefore, food and drinking
water with high concentration of nitrate are also
dangerous. The reduction of nitrate to nitrite is
possible in the stomach of infants, where the low
acidity allows the growth of nitrite-reducing
microorganisms.

* Corresponding author. Tel.: +972-9-2370042; fax: +972-
9-2387982.
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Fig. 1. Absorption spectra of phosphomolybdenum blue complex as a function of hydrochloric acid concentration: (A) 0.02 M, (B)
0.20 M, (C) 0.50 M, (D) 1.0 M, (E) 1.46 M, (F) 2.0 M. Conditions: [phosphate]=3.0×10−3 M, [molybdenum(VI)]=9.0×10−3

M, [sodium sulfide]=3.0×10−4%, temperature=25°C, time=30 min after mixing.

Fig. 2. Recorded absorbance–time curve for the reaction between nitrite and phosphomolybdenum blue complex. Nitrite
concentration: (A) 1.1×10−5 M, (B) 2.0×10−5 M, (C) 3.0×10−5 M, (D) 4.0×10−5 M, (E) 5.0×10−5 M, (F) 6.0×10−5 M,
(G) 7.0×10−5 M. Conditions: [phosphate]=3.0×10−3 M, [molybdenum(VI)]=9.0×10−3 M, [sodium sulfide]=3.0×10−4%,
l=814 nm, temperature=25°C.
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Table 1
Calculated molar absorptivity and range of linearity as a
function of time after mixing for absorbance measurement,
using the conventional method

Range of linear-Molar absorptivity (lTime of mea-
mol−1 cm−1) ity (ppm)surement (min)

0.70×10410 0.50–4.20
0.50–3.701.00×10420
0.50–3.001.10×10430

40 0.50–2.901.20×104

1.24×10450 0.50–2.50
0.50–2.4060 1.25×104

In the present work, a new method is pro-
posed for the determination of nitrite and ni-
trate. It is based on the reduction of
phosphomolybdic acid to phosphomolybdenum
blue complex by sodium sulfide. The obtained
phosphomolybdenum blue complex is oxidized
by the addition of nitrite causing a reduction in
intensity of the blue color. The decrease in the
absorbance of the blue color is directly propor-
tional to the amount of nitrite added. The ab-
sorbance of the phosphomolybdenum blue
complex is monitored spectrophotometrically at
814 nm and related to the concentration of ni-
trite. The main advantage of the proposed
method over the other methods is related to the
short analysis time and the low detection limit.

2. Experimental

2.1. Chemicals

Unless otherwise stated, all chemicals and sol-
vents used were of analytical reagent grade.
Molybdenum(VI) solution 0.1 M was prepared by

Many methods have been reported for quanti-
tative determination of nitrite and nitrate, includ-
ing kinetic [5–8], chromatographic [9–11],
potentiometric [12,13], amperometric [14], flow
injection [15,16] and spectrophotometric [17–20]
methods. Among the spectrophotometric methods
that are adopted as an AOAC official method of
analysis for nitrite and nitrate determination is
its reaction with N-(1-naphthyl)ethylenedi-
amine·2HCl and sulfanilamide [20]. This method
requires careful control of acidity for each step of
the process and causes a carcinogenic effect [21].

Fig. 3. Calibration curves for nitrite determination using (A) the conventional method and (B) the reaction rate method. Conditions:
[phosphate]=3.0×10−3 M, [molybdenum(VI)]=9.0×10−3 M, [sodium sulfide]=3.0×10−4 (w/v), l=814 nm, temperature=
25°C. Absorbance was measured at t=30 min (conventional method) and t=5 min (reaction rate method).
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Table 2
Interference effect of other ions on the determination of 2.1 ppm of nitrite using the proposed method

Concentration of foreign iona (ppm) Errorb (%)Foreign ion Nitrite:foreign ion mole ratio

1:20Pb2+ 207.0 +20.0
Pb2+ 1:10 +9.0103.0
Pb2+ 20.71:2 +5.0

1:7Fe+3 20.6 −8.0
Fe+3 1:5 14.7 −1.0
Fe2+ 1:5 14.7 −12.0

1:3Fe2+ 8.9 −5.5
Zn2+ 1:4 13.0 −11.0

1:3Zn2+ 9.8 −6.0
Cu2+ 1:8 25.4 +10.0

+6.012.7Cu2+ 1:4
1:11Ni2+ 32.5 −9.0

Ni2+ 1:5 17.7 −4.0
−11.0Sn2+ 1:10 59.5

Sn2+ −6.035.71:6
32.0 −12.01:11Co2+

−5.0Co2+ 1:3 8.8
−10.048.0Ag+ 1:9

26.7Ag+ −6.01:5
44.5I− −25.01:7
25.5 −7.01:4I−

I− 1:1 6.3 −3.5
+9.0NO3

− 62.01:20
1:1000Cl− 93.01720.0

Br− 1:1000 4000.0 93.0
93.02950.01:1000CH3COO−

a Final concentration of foreign ion in the reaction solution.
b +, positive interference, causing decrease in absorbance at 814 nm (oxidation of PMBC to PMA); –, negative interference,

causing increase in the absorbance at 814 nm (reduction of PMA to PMBC); 9 , no interference.

weighing accurately 1.44 g of MoO3 and dissolv-
ing it in 40 ml of 1 M NaOH; the volume was
completed to 100 ml with water. Potassium dihy-
drogen phosphate solution 0.10 M was prepared
by weighing accurately 1.33 g of KH2PO4 and
dissolving it in water in a 100-ml volumetric
flask. Sodium sulfide solution 0.01% (w/v) was
prepared by weighing accurately 1.0 g of Na2S
and dissolving it in water in a 100-ml volumetric
flask. Nitrite solution 0.10 M was prepared by
dissolving exactly 0.69 g of NaNO2 in water in a
100-ml volumetric flask; working solutions were
prepared by diluting volumes of the stock solu-
tion to known volumes with water. Nitrate stan-
dard solution 0.10 M was prepared by dissolving
exactly 0.85 g of NaNO3 in water in a 100-ml
volumetric flask; working solutions were pre-

pared by diluting volumes of the stock solution
to known volumes with water. Other solutions
used for the interference study were prepared by
dissolving the corresponding salt in water.
Modified Jones reductor was prepared as de-
scribed in the AOAC official methods of analysis
[20].

2.2. Apparatus

All spectrophotometric measurements were
carried out using a UV-2, Unicam UV–vis spec-
trophotometer. Constant temperature cell holder
was used for absorbance measurements. The cells
used for absorbance measurements were 1×1
cm glass cells. A Hanna 8521 model pH meter
was used for pH measurements.
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Table 3
Published methods for spectrophotometric determination of
nitrite

ReferenceReaction Range of linear-
systema ity (ppm)

Sulfanilamide 10–1000 [20]

+NED
PCPH+BrO3− 40–920 [5]
Thionine [6]0.3–55

+BrO3−

Prochlorpenzine [25]0.8–70

+BrO3−

[26]Bindeschler’s 50–400
Green+Br2

PCA+DAP [27]0.002–0.008
0.00018–0.0018TAPP [15]

[8]Chlorpromazine 3–1500

+H2O2

PMBC 0.5–2.0 Proposed conventional
method

0.2–3.6PMBC Proposed initial rate
method

a NED, N-(1-naphthyl)ethylendiamine; PCA, p-chloroani-
line; PCPH, pyridine-2-carbiadehyde-2-pyridylhydrazone;
PMBC, phosphomolybdenum blue complex; TAPP,
5,10,15,20-tetrakis(4-aminophenyl)prophine.

phosphate solution is added, followed by 10 ml of
0.01% (w/v) sodium sulfide solution and 13 ml of
11.2 M HCl, in that order. The volume is com-
pleted with water. The absorbance of the solution
is measured after 30 min at 814 nm against water
as a blank in a thermostatted bath at 2590.2°C.

3.2. Spectrophotometric determination of nitrite

An aliquot of solution containing nitrite ions in
the range 4.60–36.00 ppm is transferred into a
10-ml volumetric flask. Then 3.0 ml of phospho-
molybdenum blue complex is added and the vol-
ume is completed with water. A portion of the
solution was placed in the cell and the ab-
sorbance–time curve was recorded at 814 nm
against water as a blank in a thermostatted bath
at 2590.2°C. The concentration of nitrite can be
calculated either by measuring the absorbance of
the solution after exactly 30 min at 814 nm
against water as a blank, or, in a different ap-
proach, by measuring the slope dA/dt of the
reaction curve at 5 min after initiating the
reaction.

3.3. Spectrophotometric determination of nitrate

A 5-ml portion of solution containing an
amount of nitrate in the range 10.00–100.00 ppm
is transferred into the modified Jones reductor
where the flow rate is adjusted to 3–5 ml/min.
The reductor is then washed with 5 ml of water.
The nitrite solution obtained from the reductor is
treated as described in the above procedure for
spectrophotometric determination of nitrite.

3. Procedures

3.1. Preparation of phosphomolybdenum blue
complex

A 30-ml volume of 0.1 M molybdenum(VI)
solution is transferred into a 100-ml volumetric
flask, then 10 ml of 0.10 M potassium dihydrogen

Table 4
Analytical results of nitrite and nitrate determination in water, meat and vegetables

Nitrite found (ppm, average9S.D.)a Nitrate found (ppm, average9S.D.)aSample analyzed

Proposed method AOAC official method [20]Proposed methodAOAC official method [20]

None 9.990.1Well water None 8.190.2
12.090.713.190.524.490.124.290.2Corned beef

None 10.291.0Fresh tomato None 9.390.5
None 75.592.0Fresh cucumber None 80.591.8

a Average of three separate measurements.



N.A. Zatar et al. / Talanta 50 (1999) 819–826824

3.4. Preparation of real samples for analysis

For water samples, an appropriate volume of
water is treated using the above procedure for the
determination of nitrite and nitrate.

For meat samples, about 25 g of meat are
weighed out accurately, minced and transferred
into a 250-ml beaker. Then 50 ml of water is
added and the mixture is heated to 80°C for 15
min and then transferred into a 250-ml volumetric
flask. Enough hot water is added to bring the
volume to about 200 ml. The flask is transferred
to a steam bath for 2 h with occasionally shaking.
The solution is cooled to room temperature. The
volume is completed to 250 ml with water, filtered
and centrifuged to clear. The concentration of
nitrite and nitrate are determined following the
procedures given above.

For vegetable samples, about 100 g of vegetable
are weighed out accurately and blended into 400
ml of water for about 5 min. The solution is
filtered and the above procedures are followed for
the determination of nitrite and nitrate content.

4. Results and discussion

It was found that the reduction of phospho-
molybdic acid to phosphomolybdenum blue by
sodium sulfide and the oxidation of phospho-
molybdenum blue by nitrite are affected by many
factors. In the present work each of these factors
is studied carefully in order to optimize the condi-
tions for spectrophotometric determination of ni-
trite and nitrate.

4.1. Absorption spectra of phosphomolybdenum
blue complex

Different workers [22–24] have reported differ-
ent absorption spectra with a different wavelength
of maximum absorbance for the phosphomolyb-
denum blue complex. In the present work it was
found that when sodium sulfide is used as a
reducing agent for phosphomolybdic acid and by
the addition of hydrochloric acid an intense blue
color is developed. The shape of the absorption
spectra and the wavelength of maximum ab-

sorbance are found to vary by changing the con-
centration of hydrochloric acid in the solution.
Fig. 1 shows the absorption spectra as a function
of hydrochloric acid concentration in the solution.
Comparison among these spectra show that maxi-
mum absorbance for the solution containing 0.02
M hydrochloric acid is obtained at 700 nm. A new
absorption peak develops at 814 nm upon increas-
ing the concentration of hydrochloric acid. On the
other hand, increasing the acidity causes a gradual
increase in the absorbance at 814 nm, while the
absorbance at 700 nm remains almost fixed. The
absorbance at 814 nm reached its maximum value
at hydrochloric acid concentration of 1.46 M (Fig.
1) beyond which any further increase in the acid-
ity caused a decrease in the absorbance. The
results obtained suggested an absorbance wave-
length of 814 nm and a hydrochloric acid concen-
tration of 1.46 M as optimum for further work.

4.2. Effect of changing phosphate to molybdenum
mole ratio on the absorbance of
phosphomolybdenum blue complex

The effect is studied for solutions which con-
tained 9.0×10−3 M molybdenum and various
concentrations of phosphate. The solutions were
prepared as described in the general procedure.
The results obtained showed that increasing the
concentration of phosphate leads to an increase in
the absorbance, up to phosphate to molybdenum
mole ratio of 1:3. Any further increase in the
phosphate concentration affects a gradual de-
crease in the absorbance.

4.3. Effect of sodium sulfide concentration on the
absorbance of phosphomolybdenum blue complex

The effect is studied for solutions containing
fixed concentrations of molybdenum, phosphate
and hydrochloric acid and various amounts of
sodium sulfide. The solutions are prepared as
described in the general procedure under the
preparation of phosphomolybdenum blue com-
plex. The results obtained showed that increasing
the concentration of sodium sulfide results to an
increase in the absorbance up to a concentration
of 5.0×10−3% (w/v), beyond which a brown
precipitate is formed.
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4.4. Effect of time on formation of
phosphomolybdenum blue complex

The effect of time on the absorbance of phos-
phomolybdenum blue complex is studied for solu-
tion containing 9.0×10−3 M molybdenum,
3.0×10−3 M phosphate, 3.0×10−4 M sodium
sulfide and 1.46 M hydrochloric acid. The solu-
tion is prepared as described in the general proce-
dure and the results obtained showed that the
absorbance increases gradually as a function of
time and reached its maximum value after 30 min.
The intensity of the color remained constant for
at least 24 h after preparation of the sample.

4.5. Effect of time on the reaction between nitrite
and phosphomolybdenum blue complex

The reaction between nitrite and phospho-
molybdenum blue complex is studied as a func-
tion of time for solutions containing different
amounts of nitrite and prepared as described in
the general procedure. The results obtained (Fig.
2) showed that the absorbance of the solutions
decreases gradually with time due to oxidation of
phosphomolybdenum blue complex by nitrite.
The reaction is slow and is attained after 60 min.
It can be seen from the Fig. 2 that the sensitivity
of the method is inversely proportional to time of
reaction. In order to obtain maximum sensitivity
the absorbance should be measured after 60 min.
This can be considered as time-consuming. For
the method to be more convenient for quantita-
tive analysis the absorbance is measured after
exactly 30 min.

4.6. Effect of temperature

The effect of temperature on the absorbance of
two solutions prepared as described in the recom-
mended procedure was studied. Solution A con-
tained phosphomolybdenum blue complex and
solution B contained nitrite and phosphomolyb-
denum blue complex. The results obtained
showed that the absorbance for both solutions
decreases gradually by increasing the temperature.
Increasing the temperature above 70°C caused a
color change from blue to light green. This change

in color and the decrease in the absorbance of the
solution could be due to the decomposition of the
phosphomolybdenum blue complex. In the
present work all measurements were carried out in
a thermosatted bath at 2590.2°C.

4.7. Calibration cur6es and sensiti6ity

4.7.1. Using the con6entional method
From the investigation of the variables that

effect the absorbance, the conditions for the color
development and the absorbance measurements
were selected. Following the recommended proce-
dure, reciprocal dependence was obtained be-
tween nitrite concentration and the corresponding
absorbance. The range of linearity, the sensitivity
and the calculated molar absorptivity were found
to vary with the time of measurement (Table 1). It
can be seen (Table 1) that the sensitivity and the
molar absorptivity increase as the time of mea-
surements increase while the linearity of the cali-
bration curve is decreased. In order to simplify
the method, the measurements were taken at 30
min, at which the linearity was in the range
0.5–2.0 ppm and the detection limit was 0.2 ppm,
as shown in Fig. 3. The molar absorptivity was
calculated to be 1.1×104 l mol−1 and the relative
standard deviation (R.S.D.) was 2.6% for five
measurements. Higher sensitivity can be achieved
by measuring the absorbance at 60 min.

The reaction rate method has been applied for
determination of nitrite by plotting DA (A0–At)
against concentration of nitrite. The results ob-
tained (Fig. 3) show that the linearity of the
calibration curve using the reaction rate method is
in the range 0.2–3.6 ppm with a detection limit of
0.2 ppm. The R.S.D. was 2.4% for five
measurements.

It can be concluded from the results that the
linearity of the calibration curve and the time of
analysis using the reaction rate method is much
better than that using the conventional method.
Also it can be seen from Fig. 3 that the ab-
sorbance of phosphomolybdenum blue complex
decreases until the signal has stabilized with ni-
trite concentration, indicating that the reaction is
stoichiometrically dependent on the nitrite
concentration.
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4.8. Interference studies

The effect of other ions on the determination of
nitrite using the proposed method is studied for
solutions containing 2.1 ppm nitrite and prepared
as described in the general procedure. The results
obtained are presented in Table 2. Passing the
sample through a cation exchanger in the hydro-
gen form (such as Amberlite IR-120) before the
general determination procedure is carried out
can eliminate the interference from the cations.

4.9. Comparison with other published methods

Table 3 compares the results obtained for the
determination of nitrite using the proposed
method with that of published methods. The pro-
posed method competes well from sensitivity, pre-
cision and interference of other ions with most of
the published methods.

4.10. Applications

The proposed method is applied successfully to
the determination of nitrite and nitrate in water
samples, meat product and vegetables. The results
obtained (Table 4) are compared with those ob-
tained using the AOAC official method of analy-
sis [20].

References

[1] BIBRA Working Group, Toxicity profile, BIBRA Toxi-
col. Int. 12 (1990).

[2] J.K. Hurst, S.V. Lumar, Chem. Res. Toxicol. 10 (1997)
804–809.

[3] K.J. Reszka, Z. Matuszak, C.F. Chignell, Chem. Res.
Toxicol. 10 (1997) 1325–1330.

[4] C.J. Wang, H.P. Huang, T.H. Tseng, Y.L. Lin, S.J.
Shiow, Arch. Toxicol. 70 (1995) 5–10.

[5] M.A. Kupparis, K.M. Walczol, H.V. Malmstadt, Analyst
107 (1983) 1309–1314.

[6] R. Montes, J.J. Laserna, Talanta 34 (1987) 1021–1026.
[7] A.A. Ensafi, M. Saminifar, Talanta 40 (1993) 1375–1378.
[8] B. Liang, M. Iwatsuki, T. Fukasawa, Analyst 119 (1994)

2113–2117.
[9] W. Shotyk, J. Chromatogr. 640 (1993) 309–316.

[10] K. Ohta, K. Tanaka, Bunseki Kagaku 43 (1994) 471–474.
[11] S.F. Mou, T.H. Wang, Q.J. Sun, J. Chromatogr. 640

(1993) 161–165.
[12] J.Z. Li, X.C. Wa, R. Yuan, H.G. Lin, R.Q. Yu, Analyst

119 (1994) 1363–1366.
[13] U. Schaaler, E. Bakker, E. Spichiger, E. Pretsch, Talanta

41 (1994) 1001–1005.
[14] M. Bertotti, D. Pletcher, Anal. Chim. Acta 337 (1997)

49–55.
[15] A. Kojlo, E. Gorodkiewicz, Anal. Chim. Acta 302 (1995)

283.
[16] M.J. Ahmed, C.D. Stalikas, S.M. Tzouwarakarayanni,

M.I. Karayannis, Talanta 43 (1996) 1009–1018.
[17] T. Kawakami, S. Igrashi, Anal. Chim. Acta 333 (1996)

175–180.
[18] A. Cerda, M.T. Oms, R. Forteza, V. Cerda, Analyst 121

(1996) 13–17.
[19] Q.Q.F. Wu, P.F. Liu, Talanta 30 (1983) 374–376.
[20] AOAC, Method 36.1.21, in: Official Methods of Analysis,

16th ed., AOAC, 1995, pp. 8–9.
[21] S.E. Allen, Chemical Analysis of Ecological Material,

Blackwell, Oxford, 1974, p. 203.
[22] R.P. Sims, Analyst 86 (1961) 584–590.
[23] S.J. Lyle, N.A. Zatar, Anal. Chim. Acta 135 (1982)

327–332.
[24] S.Z. Qureshi, T. Hasan, Acta Pharm. Jugosl. 38 (1988)

183–187.
[25] A.A. Mohamed, M.F. El-shahat, T. Fukasawa, M. Iwat-

suki, Analyst 121 (1996) 8992.
[26] T. Okutani, A. Sakuragawa, S. Kamikura, M. Shimura,

S. Azuchi, Anal. Sci. 7 (1991) 793.
[27] J. Lawrence, M. Dombroski, J.E.J. Pratt, Anal. Chem. 44

(1972) 2268–2272.
.



Talanta 50 (1999) 827–840

Estimation of microscopic, zwitterionic ionization constants,
isoelectric point and molecular speciation of organic

compounds

S.H. Hilal a,*, S.W. Karickhoff a, L.A. Carreira b

a En6ironmental Research Laboratory, US En6ironmental Protection Agency, Athens, GA 30605, USA
b Department of Chemistry, Uni6ersity of Georgia, Athens, GA 30605, USA

Received 7 December 1998; accepted 4 May 1999

Abstract

Mathematical models based on structure–activity relationships and perturbed molecular orbital theory have been
developed to calculate the ionization pKas for a large number of organic molecules. These models include resonance,
direct and indirect electrostatic field effects, sigma induction, steric effects, differential solvation and hydrogen
bonding. The thermodynamic microscopic ionization constants, pki, of molecules with multiple ionization sites and
the corresponding complex speciation as a function of pH have been determined using these chemical reactivity
models. For a molecule of interest SPARC (SPARC performs automated reasoning in chemistry) calculates all of the
microscopic ionization constants and the fraction of each species as a function pH along with the titration (charge)
curve. The system has been tested on several biologically and environmentally important compounds. © 1999
Published by Elsevier Science B.V. All rights reserved.

Keywords: Ionization equilibrium constant; Microscopic ionization constants; pH; pKa; SAR; SPARC; Speciation; Zwitterionic
equilibria

www.elsevier.com/locate/talanta

1. Introduction

Determination of microscopic constants and
zwitterionic ratios has played an important part in
understanding the ionic composition of many bio-
logically active molecules, particularly since all
proteins fall into this class. The chemical and
biological activity of these substances would be

expected to vary with the degree of ionization.
For this reason, accurate knowledge of the ioniza-
tion constants for zwitterionic substances is a
prerequisite to an understanding of their mecha-
nism of action in both chemical and biological
processes.

Unfortunately, microscopic ionization con-
stants have been determined for less than 100
compounds and only for a very few of these
molecules has the zwitterionic constant been de-
termined or calculated [1–4]. Moreover, determi-
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Scheme 1.

species to the HS-R-NH2 species at any given pH
is approximately 2:1 rather than 1:1 as suggested
by Grafius and Neilands [3]. This discrepancy
indicates the order of magnitude of the uncer-
tainty involved in the various approximations
which have been made to calculate the micro-
scopic constants and relative concentration of the
different species. In addition, only a very few of
the total number of microconstants needed to
characterize the equilibria have been measured or
calculated. For example, only two microconstants
have been determined for molecules with four
ionizable sites such as dihydroxyphenylalanine
(DOPA) and epinephrine [4]. Estimation or mea-
surement of the microscopic constants and rela-
tive concentration of the various species is an
extremely difficult task.

The object of this study is to use the SPARC
pKa calculator to estimate the microscopic con-
stants for almost any molecule of interest strictly
from molecular structure. Hence, the microscopic
ionization constants, the zwitterionic constant and
the fraction of the various microscopic species as
function of the pH can be estimated without
approximations such as limiting the number of

nation or calculation of the fraction of the various
microscopic species as a function of the pH has
been reported in the literature for less than a
dozen molecules. Most of these measurements
were restricted to aliphatic amino acid derivatives
and only for simple, two ionization site molecules
such as glycine and cysteine (where the CO2H is
already ionized). Benesch and Benesch [2] calcu-
lated the relative concentration of the four micro-
scopic forms for cysteine where the carboxylic
acid group was ionized in all the forms. He found
that the concentration ratio of the −S-R-NH3

+

Fig. 1. Fraction of the major microscopic species of glycine as a function of pH. The two macroscopic pKas are far apart and are
equal to the microscopic constants (pk12 and pk21). The number on the top of each curve corresponds to the microscopic species
shown in the inset.
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Fig. 2. Fraction of the major microscopic species of N-phenylglycine as a function of pH. Both the microscopic/macroscopic pKas
are shown in the plot. The number on the top of each curve corresponds to the microscopic species shown in the inset.

species considered. The titration curves (charge
versus pH) can be calculated using the same reac-
tivity models.

2. Calculation of macroconstants

A Brönsted acid is defined as a proton donor
and a base as a proton acceptor. The acid–base
ionization properties in solution are generally ex-
pressed in terms of ionization constants (pKa)
which describe the tendency for an acid to give up
a proton to a solvent or the affinity of a base for
a hydrogen ion. The strength of an acid in a
solvent S is measured by the ionization constant
for the reaction. Many molecules of great impor-
tance in chemistry and biochemistry contain more
than one acidic or basic site and some macro-
molecules such as amino acids, peptides, proteins
and nucleic acids may contain hundreds of such
groups. These molecules may exist in a great
number of distinct ionization states. The acidic
groups are uncharged in strongly acidic solutions
and negatively charged in sufficiently alkaline so-
lutions. The basic groups are positively charged
(protonated) in a strongly acidic solution and are

uncharged in sufficiently alkaline solution. For a
bifunctional acidic, compound the ionization
equilibria are usually written as:

H2AlH+1+HA−1 K1=
[HA−1][H+1]

[H2A]
(1)

HA−1lH+1+A−2 K2=
[A−2][H+1]

[HA−1]
(2)

where the constant concentration of the solvent
has been absorbed in K. The pK1 and pK2 (pKa=
− log Ka) are commonly evaluated from a pH
titration or spectroscopic measurement. These
measured pKas are termed macroscopic constants
because they often only describe a composite of
the processes which are actually occurring in solu-
tion. The actual donor sites where the protons
reside are not specified and may not be unique.
Thus a solution ‘species’ such as H2A may in fact
consist of several H2A species with proton occu-
pying a different basic site in each of the species.
On the other hand, microconstants are the equi-
librium constants for equilibria involving individ-
ual species in solution. These microconstants may
or may not be capable of being measured or
determined distinctly.
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Table 1
Observed (Obs.) versus SPARC-calculated (Calc.) values for the microscopic pkas for two or more ionizable sites

pk12 pk21 pk2Molecule pkzw pk1

Obs. Calc. Obs.Obs. Calc. Obs. Calc. Obs. Calc.Calc.

Glycine [15] 2.35−5.6 2.15 8.00 7.8 9.80 9.70 4.43 4.20−5.60
2.03 2.15 2.29 2.67 4.22−0.58 4.60−0.26 3.96 3.95Phenylglycine [16]
– 2.00 0.06 0.50 –m-NO2 2.50– 3.75 3.801.35
– 2.00 0.28 0.80 –1.10 2.70m-CN 3.78 3.80–
2.01 2.12 1.10 1.63 2.99 3.55m-Cl 3.900.90 3.860.40
2.03 2.11 1.20 1.90 3.050.07 3.870.85 3.87 3.87m-COMe

0.050.36 1.99 2.10 1.61 1.95 3.51 3.88 3.89 3.86p-Cl
0.27−0.21 2.09 2.16 1.89 2.33 3.74 4.26 3.95 3.90m-OMe

2.06 2.15 2.38 2.83 4.43−0.70 4.76m-Me 4.00 3.96−0.32
−0.90−0.70 2.05 2.16 2.75 3.00 4.77 4.90 4.07 3.95p-Me

2.12 2.19 3.11 3.10 5.07−0.94 5.00−1.00 4.07 3.98p-OMe
2.28 1.81 3.52 3.13 3.18Niflumic acid [28] 2.821.24 4.42 4.311.36
3.40 3.71 2.47 2.83 3.900.87 3.80p-Aminobenzoic acid [17] 4.83 4.610.93
3.28 3.74 2.66 2.98 4.28p-Dimethylaminobenzoic [17] 4.390.62 4.9 4.510.42
3.22 3.40 3.65 4.00 4.660.72 4.79m-Aminobenzoic acid [18] 4.23 4.020.43

−1.2−1.15 1.04 1.37 2.21 2.67 5.29 5.28 4.12 4.12Picolinic acid [19]
−1.18−1.00 2.11 2.42 3.13 3.46 4.77 4.87 3.75 3.52Nicotinic acid [19]

1.86 2.61 3.26 3.56 4.84−1.12 4.78Isonicotinic acid [19] 3.44 3.48−1.40
1.59– 9.63 9.10 7.33 7.3 – 8.35 – 9.75Tyrosine ethyl estera [4]

7.72 8.51 6.57 5.91 8.362.0 8.341.15 9.51 9.915-Thiomethylimidazole [20]
6.50 6.81 6.96 6.91 9.132-Thiomethylimidazole [20] 9.31−0.46 8.67 8.700.25

0.37 6.47 6.80 6.83 6.90−0.36 8.751-Methyl-2-thiomethylimidazole 9.40 8.39 8.70
[20]

9.58 9.43 –Tyramine [21] 9.97−0.4 10.68 11.02 – 10.09−0.76
9.03 9.4 – 9.56 10.31−0.35 10.68N,N-Dimethyltyramine [21] – 10.07−0.09

−0.30 8.9 9.20 – 9.48 10.27m-Hydroxyphenethyldimethylamine 10.73−0.07 – 9.950
[21]

−0.11 9.30 9.29 – 10.90.778 11.06m-Hydroxyphenethylmethylamine 11.56 – 9.950
[21]

8.97 9.10 9.62 9.61 9.17 9.15 9.40DOPA [4] 9.42– –
8.90 8.86 – – 10.1– 9.93– – –Dopamine [4]
8.92 8.83 – – 9.18 9.10 – –Norepinephrine [4] – –
8.88 8.73 – – 9.51 9.40 – ––Epinephrine [4] –

a The CO2H is replaced by an ester so 1 corresponds to ionization of the OH not the CO2H.
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Fig. 3. Titration curves for N-(m-nitrophenyl)glycine, N-(phenyl)glycine, N-(m-methoxyphenyl)glycine and glycine as function of
pH.

3. pKa computational procedure

SPARC does not do ‘first principles’ computa-
tion, but seeks to analyze chemical structure rela-
tive to a specific reactivity query in much the same
manner in which an expert chemist would do so.
For chemical properties, molecular structures are
broken into functional units with known chemical
properties. Reaction centers with known intrinsic
reactivity are identified and the impact on reactiv-
ity of appended molecular structures quantified by
perturbation theory. As we described previously
in detail [5–8], molecular structures are broken
into functional units called the reaction center and
the perturber. The reaction center, C, is the
smallest subunit that has the potential to ionize
and lose a proton to a solvent. The perturber, P,
is the molecular structure appended to the center
(denoted C). The perturber structure (denoted P)
is assumed to be unchanged in the reaction. The
pKa of the reaction center is adjusted for the
molecule in question using the mechanistic pertur-
bation models. The pKa for a molecule of interest
is expressed in terms of the contributions of both
the perturber and the reaction center as:

pKa= (pKa)c−dp(pKa)c (3)

(pKa)c describes the ionization behavior of the
reaction center, and dp(pKa)c is the change in
ionization behavior brought about by the per-
turber structure. SPARC computes reactivity per-
turbations, dp(pKa)c, which are then used to
‘correct’ the ionization behavior of the reaction
center for the compound in question in terms of
potential ‘mechanisms’ for interaction of P and C
as:

dp(pKa)c=delepKa+drespKa+… (4)

where drespKa and delepKa describe the differen-
tial resonance and electrostatic interactions of P
with the protonated and unprotonated states of
C, respectively. Electrostatic interactions are
derived from local dipoles or charges in P inter-
acting with charges or dipoles in C. delepKa repre-
sents the difference in the electrostatic interactions
of the P with the two states of the reaction center.
Direct electrostatic effects (field effect) are mani-
fested by ‘fixed’ dipoles or charges in a substituent
and transmitted directly from S to C. The sub-
stituent can also ‘induce’ electric fields in R that
can interact electrostatically with the reaction cen-
ter. This indirect interaction is called the
‘mesomeric field effect’. In addition, electrostatic
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Table 2
Observed (Obs.) versus SPARC-calculated (Calc.) values for the microscopic pkis for molecules with three ionizable sites

Cysteine [2] Cysteine glycine [22] Cysteine ethyl estera [22]Tyrosine [14]

Obs. Calc.Obs. Obs. Calc. Obs. Calc.Calc.

1.71 1.80 –2.21 3.17pk1 – –2.00
pk21 2.30 2.79 2.40 – 3.40 – –2.61
pk31 3.804.37 3.80 – 3.50 – –3.90

4.74 4.40 – 3.714.20 –pk231 –4.77
9.309.31 7.45 7.80 – 7.10 7.45 7.08pk2

8.53 8.20 7.87 7.40pk12 –9.71 –9.60
9.50 9.09 – 8.9010.0 9.099.91 8.88pk32

10.310.3 10.0 10.0 9.45 9.20 – –pk132

7.19 7.30 6.77 6.70 – 6.50 6.77 6.29pk3

8.86 8.60 7.14 6.889.60 –9.35 –pk13

8.407.79 8.41 8.60 – 8.43 8.41 8.38pk23

10.4 10.5 8.75 8.80 –pk123 –9.95 10.6

2,3-Diaminopropanoic acid [25]Lysine [25] Glutamic acid [24]Ornithine [25]

Obs. Calc. Obs. Calc. Obs. Calc. Obs. Calc.

– 1.89 – 1.261.90 2.15pk1 2.13–
3.91– – 3.85 – 3.75 2.62 2.30pk21

2.20– – 2.20 – 1.95 4.30 4.10pk31

– 4.15 – 4.104.16 4.74pk231 4.20–
pk2 7.30 – 7.00 – 4.6 3.85 4.20–

8.89 8.61 7.02 6.618.96 4.32pk12 4.309.27
8.18– – 8.10 – 7.28 4.65 4.60pk32

9.79 9.73 9.12 9.21pk132 5.099.79 4.809.79
– 9.28 – 6.69.58 7.04– 7.87pk3

9.9510.15 9.53 9.71 7.07 7.29 9.19 9.50pk13

– 10.1 9.06pk23 7.84– 8.4010.19
10.43 10.5 9.16 9.6910.56 9.9610.68 10.0pk123

a For cysteine ethyl ester, the acidic group CO2H is replaced by an ester group; hence the microscopic constants may be correlated
with pk2, pk3, pk23 and pk32.

Table 3
Observed (Obs.) versus SPARC-calculated (Calc.) microscopic ionization constants for glutathione [26]

pkijk SH (3) pkijkpkijk NH3
+ (4)CO2H (2)CO2H (1)pkijk

Obs. Calc. Obs. Calc. Obs. Calc.Obs. Calc.

2.09 pk2 3.12 3.26 pk3 – 7.94 pk4 – 7.04pk1 1.92
3.36 3.31 pk13 – 8.14pk12 pk14pk21 – 8.651.982.33
– 3.50 pk23 – 8.21pk31 pk24– – 7.312.06 pk32

– 3.35 pk43 – 8.24pk42 pk34pk41 – 7.643.84–
– 3.56 pk123 8.93 8.37 pk124 9.13 8.88pk241 – 3.91 pk132

– 3.41 pk243 – 8.49pk142 pk1342.12 – 9.26pk231 –
– 3.60 pk143 – 8.43 pk234 – 7.86pk341 – 4.10 pk342

– 3.65 pk1243 9.08 8.91 pk1234 9.28 9.50pk1342pk3421 – 4.10
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Fig. 4. The 16 microscopic states of glutathione and the 32 microscopic ionization constants which interrelate them. The numbers
beside the species boxes correspond to the microscopic species in Fig. 5. See text for more details.

effects derived from electronegativity differences
between the reaction center and the substituent
are termed sigma induction. These effects are
transmitted progressively through a chain of s-
bonds between atoms. drespKa describes the
change in the delocalization of p electrons of the
two states due to P. This delocalization of p

electrons is assumed to be into or out of the
reaction center. Additional perturbations include
direct interactions of the structural elements of P
that are contiguous to the reaction center such as
hydrogen bonding interactions or steric blockage
of solvent access to C. (For more details see
[8,9].)
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Fig. 5. Fraction of the major microscopic species of glu-
tathione as a function of pH. The number on the top of each
curve corresponds to the microscopic species labeled by the
same number beside the species boxes in Fig. 4.

Fig. 7. The calculated fraction of the eight microscopic species
of 1,2,3-tribenzenecarboxlic acid versus pH. Four of the mi-
croscopic species are shown on the top of the corresponding
graph. Curves 1 and 2 show the other four microscopic
species. Each graph has two different symmetrical species lying
on the top of each other: O−OO/OOO− and O−O−O/OO−

O−, respectively.The microscopic ionization constants for a
molecule of interest can be calculated using the
SPARC program. The SPARC pKa calculator
was tested on 4338 pKas for more than 3685
compounds spanning a range of over 31 pKa units
[7]. The system was tested for multiple ionizations
up to the sixth (simple organic molecules) and
eighth ionization (azo dyes) for multiple ioniza-
tion sites molecule [6]. The root mean square

(RMS) deviation for this large set of compounds
was found to be 0.37 pKa units. SPARC presently
predicts ionization pKa [5–8], electron affinity [10]
and numerous physical properties [11–13] such as
distribution coefficients between immiscible sol-
vents, solubilities, vapor pressure, boiling points,
gas-chromatographic (GC) retention times, etc.

Fig. 6. Fraction of the major microscopic species of DOPA. The number on the top of each curve corresponds to the microscopic
species shown in the inset.
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4. Zwitterionic equilibria: microscopic constant
calculation

Many molecules contain both acid and base
functionality but these sites are not able to ionize
simultaneously. These molecules are usually re-
ferred to as amphoteric. Amino phenols are good
examples of amphoteric molecules. When the pH
is very low the cationic species predominates
while at high pH the anionic species predomi-
nates. At intermediate pHs the molecule exists in
the neutral form. Other substances contain both
acid and base functionality where both the base
and the acid sites may be simultaneously ionized
to form an internal salt. These substances are
referred to as zwitterionic or dipolar ions [14–18].
The amino acids are an example of molecules that

can exist as zwitterions. At low pH and high pH
the cationic species and the anionic species pre-
dominate, respectively, as in the case of the amino
phenol. But unlike the amphoteric amino phenol,
the internal salt predominates as an intermediate
over a wide range of pH. Actually the zwitterion
and the isomeric uncharged molecule are in equi-
librium in aqueous solutions. The nature of this
equilibrium depends on the acid and the base
strength of the ionizing groups involved. For a
molecule with two ionizable sites this process can
be represented diagrammatically as in Scheme 1.

Each ionizable group has two microscopically
different ionization pathways (k1 and k12 for loss
of the first hydrogen, and k2 and k21 for loss of
the second hydrogen). Each group has two con-
stants associated with its ionization, one when the

Fig. 8. The three ionization macroscopic pKas for hemimellitic acid. The second macroscopic ionization pKa involves three different
microscopic constants which are shown to the side of each step. Paths (a) and (b) are calculated within 0.1 of each other. The
observed macroscopic are the number between the brackets other are SPARC-calculated pKas.
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Table 4
SPARC-calculated isoelectric points

CalculatedObservedMolecule

Glycine [22] 6.0 5.8
Cysteine [27] 5.05.1

9.810Lysine [22]
3.2Glutamic acid [22] 3.2

5.0Penicillamine [27] 4.9
3.23.1Phenylglycinea

1.9m-NO2 2.0
2.0m-CN 2.1

2.62.5m-Cl
2.5m-COMe 2.6

2.8p-Cl 2.7
3.02.9m-OMe

3.2m-Me 3.3
3.4p-Me 3.4

3.4p-OMe 3.6
3.9Thiazolidine-4-carboxylic acid 4.4

[27]
2-Methyl 4.4 4.6

4.74.22,2-Dimethyl
5,5-Dimethyl 4.44.3

4.54.12,5,5-Trimethyl
4.72,2,5,5-Tetramethyl 4.2
4.75.32-Ethyl-2-methyl

2-Ethyl-2,5,5-trimethyl 4.75.2
3.13.3Niflumic acid [28]

a The observed values are calculated from pHI= (pK1+
pK2)/2 for the phenylglycine derivative; see [22].

1
K2

=
1

k21

+
1
k2

(6)

The four microscopic ionization constants (ki)
involving the individual, microscopically distinct
species describe precisely the acid–base chemistry
of a such system at the molecular level while the
two macroscopic pKas provide an incomplete spe-
cification of the equilibria. It should be noted that
the four constants are not independent but are
subject to the relation k1k12=k21k2 [14,18]. In
order to calculate molecular speciation as a func-
tion of pH, kzw must be calculated. kzw may be
determined using the left or the right path of
Scheme 1. Since both thermodynamic paths give
the zwitterion product, kzw may be expressed as
function of the microscopic constants within any
loop as:

kzw=
k1

k12

=
k2

k21

(7)

The integrity of the pKa calculator can be
checked by calculating kzw using the two different
loops. The RMS deviation in pkzw for the cases
tested is 0.5 pKa units. This value is what one
would expect from a calculation requiring two
pKa calculations (0.37�
2). Values of kzw calcu-
lated from different thermodynamic paths are av-
eraged over the number of thermodynamic paths.

5. Results and discussion

5.1. Two ionizable sites

In the pH range 4–10, more than 99% of
glycine in solution exists in a zwitterionic form
where both the carboxylic and the amine groups
are simultaneously charged. Over a wide pH
range only three microscopic species have signifi-
cant concentrations, as shown in Fig. 1. The
concentration of the fourth species (neutral) is
negligible (below 1%) over the entire pH range.
The ratio of the zwitterionic concentration to the
neutral concentration is about 4�105. The macro-
constants in a figure such as Fig. 1 occur when the
fraction of the ionizing group of interest is re-
duced to 50%. So, the left- and the right-hand
sides where the fraction is equal to 50% are the

other group is ionized and one when the other
group is not ionized.

When the pKas of the ionizing groups are arith-
metically far apart (as those of glycine shown in
Fig. 1), knowledge of the two macroscopic con-
stants, K1 and K2, is enough to calculate specia-
tion as a function of pH. When the two pKa

values lie within 3 pKa units of one another, such
as in the case of N-phenylglycine (as shown in
Fig. 2), a more detailed survey of the problem
becomes necessary. In such a case, the two macro-
scopic constants, K1 and K2, cannot fully describe
the equilibria denoted by the four microscopic
constants, k1, k12, k21 and k2, and the zwitterionic
constant, kzw. However, the macroscopic and mi-
croscopic equilibrium constants are closely related
by the following equations:

K1=k1+k12 (5)
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macroscopic pKCO2H and the pKNH2
, respectively.

The microconstants interconnecting the species of
interest occur where the species curves intersect.
In the case where the two macroconstants are
very far apart, the two macroconstants pK1 and
pK2 are equal to the microconstants pk1 and pk21,
respectively, as shown in Fig. 1. Hence, the two
macroconstants can satisfactorily describe the
equilibrium. On the other hand, N-phenyl substi-
tution of glycine substantially lowers the macro-
scopic constant of the amine group due to
resonance contributions. As a result the amine
and the carboxylic acid will have comparable
hydrogen ion affinities and both functional
groups would make important contributions to
the hydrogen ion concentration (i.e. appreciable
concentrations of the acidic and the basic forms
of both functional groups would be present in
solution simultaneously). Their macroconstants
become more nearly equal (within 2 pKa units)
and the ratio of the zwitterionic species to the
neutral species in solution will decrease as indi-
cated in Table 1. In this case the macroconstants
are not equal to the microconstants (as shown in
Fig. 2) and the equilibrium cannot be satisfacto-
rily described by pK1 and pK2. Substituents with a
large dipole moment such as a nitro or cyano
group will further decrease the zwitterionic ratio
due to electrostatic and/or resonance effects
[16,18]. For example, m-nitro- and m-cyano-
phenylglycines exist in aqueous solution predomi-
nantly in the non-zwitterionic form due to the
large electrostatic effect of the dipolar group.
Weaker dipole substituents such as methyl- and
methoxyphenylglycines exist largely in the zwitte-
rionic form. Substituent effects on pKa are illus-
trated for glycine, N-(phenyl)glycine, N-(m-nitro-
phenyl)glycine and N-(m-methoxyphenyl)glycine
where the charge lost in the molecule as function
of the pH is shown in Fig. 3. The zwitterion ratio
kzw is very dependent on the nature of the sub-
stituent in these molecules. The proportion of
zwitterions in aqueous solution is governed by the
effect of the substituent on the pKas and can vary
substantially as shown in Table 1. Table 1 shows
the observed versus SPARC-calculated micro-
scopic ionization constants pkij and zwitterionic
constants pkzw for two ionizable site systems.

5.2. Multiple ionization sites

Martin et al. [14] have measured the 12 micro-
scopic constants for tyrosine. They used various
approximations to estimate the fraction of all the
tyrosine species present in which the hydroxy
group was ionized. They assumed that the macro-
scopic constant, K1, was equal to the microscopic
constant, k1, for the CO2H and that the ionization
of the hydroxy group was completely independent
of the ammonium group. In addition, they as-
sumed that the molar extinction coefficients for
some species were identical. Martin [4] also used
this approach to calculate the speciation of
DOPA, where the phenolic groups are ionized, as
a function of pH. To the best of our knowledge,
estimation of all the different microscopic species
for molecules having four or more ionizable sites
has not been reported.

For a molecule that has N ionizable sites, there
are N macroscopic ionization constants which can
be measured. There are, however, 2N−1�N micro-
scopic ionization constants and 2N microscopi-
cally different species or states. For example,
tyrosine in a strongly acid solution contains three
ionizable protons attached to the carboxyl, aro-
matic hydroxyl and the ammonium group. Since
each of the three groups may exist in either of two
states, tyrosine may exist in eight (23) microscopi-
cally different forms. The most positive of these
eight states is the cation, with net charge Z=1;
the most negative is the divalent anion, with
Z= −2. Each of the two intermediate states of
net charge Z=0 and Z= −1, respectively, may
have three microscopically different forms. Each
of the ionizable groups in tyrosine is characterized
by four microconstants, because the tendency of
each group to accept or donate a proton depends
on the ionization state of the other two groups.
Hence, there are 12 (3×22) microscopic ioniza-
tion constants connecting the eight species. Three
macroscopic ionization constants (K1, K2, K3)
have been determined experimentally from titra-
tion and spectroscopic data [14].

For tyrosine only five of the eight species ever
have appreciable concentration [7]. The fraction
of each of the microscopic species formed by a
molecule with three ionizable sites (e.g. tyrosine or
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cysteine) can be expressed as function of pH in
terms of the microconstants. If we start from the
neutral species (uncharged species) rather than
from the positively charged species, the fraction of
any microscopic species for a molecule having N
ionizable sites can be expressed in general as
Dij…k/D where D can be expressed as:

D=
1
0!

+
%
i

ki [H]Li

1!
+

%
i

%
j" i

kikij [H]Lij

2!
+…

+
%
i

%
j" i

… %
k" ij…

kikij…kij…k [H]Lij …k

N !
(8)

and Lij…k is the charge of the final state (ij…k
state). The factorial is the number of different
thermodynamic paths that lead to the ij…k state
and Dij…k is one of terms in the denominator. For
example, the fraction of neutral species would be
1/D and the fraction of a singly ionized species
would be ki�[H]Li/D.

The fraction of any distinct species as function
of pH (fraction–species curve) can be determined
from Eq. (8). Whenever the total net charge of
two (or more) charged species are equal, the
maximum of the corresponding fraction–species
curves will occur at the same pH (see Figs. 2, 5
and 6). This can be shown by estimating the ratio
of the fraction of any two equally charged species
using Eq. (8). The H ion dependence will cancel
and the ratio of the two fractions will be totally
independent of pH. In addition, the titration
curve (charge curve) can be determined by multi-
plying the fraction–species curve by the charge on
the species and summing over all species as shown
in Fig. 3. The macroscopic pKas can be deter-
mined directly from these plots by taking the first
derivative of the titration curve [7]. Table 2 shows
the observed versus SPARC-calculated micro-
scopic constants for several systems containing
three ionizable sites. The notation for the macro-
constants follows the scheme first proposed by
Hill [23] and used later by Martin et al. [14]. The
ionizing group of interest is indicated in the mi-
croscopic pk by the last number in the subscript.
Any number preceding this in the subscript de-
notes another specified group in the molecule

which already exists in the basic form when the
ionization under consideration is taking place.
Thus pk32 denotes the pk value for the ionization
of the OH group when the NH3

+ group has
already been converted to the conjugate base
�NH2. Since the number 1 does not appear in the
subscript 32, its absence denotes that group 1, the
carboxyl, is still in the un-ionized form during the
reaction corresponding to the pk value in
question.

Table 3 shows the observed versus the SPARC-
calculated microscopic pkis for glutathione where
two CO2H groups, an SH and a NH3

+ can be
ionized simultaneously in solution. Because each
of the four groups may exist in either of two
states (acidic or basic), the molecule may exist in
24 states. To describe the population of the 16
microscopic species, 32 microscopic ionization
constants are required [7] (see Fig. 4). However,
only eight of these constants have been measured.
In general, for N ionizable sites in a molecule
there are NI microconstants that lead to a state of
ionization of S, where S is the number (5N) of
sites that are ionized. NI may expressed as:

NI=
N !

(S−1)! (N−S)!
(9)

For example, in the glutathione case N=4 and
there are four microscopic constants leading to
both one (S=1) and four ionized sites (S=4)
and 12 microconstants for each of the two and
three (S=2 and 3) ionized species. Only seven
microscopic species have an appreciable concen-
tration between pH 0 and 14 as shown in Fig. 5.
The complete scheme for glutathione is illustrated
in Fig. 4. The notation for the microscopic con-
stants is similar to the notation used for a three
site system such as tyrosine while Fig. 6 shows the
fraction of the major species as a function of pH
for DOPA.

Hemimellitic acid (1,2,3-benzenetricarboxlic
acid) presents unusual ionization behavior. The
micro constants and the observed macroscopic
constants are not identical. The first ionization
step favors leaving the molecule ionized at the 2
position and is stabilized by hydrogen bonding
with the carboxylic groups in positions 1 and 3.
The second step is more complicated. Here the
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most stable di-anion is the species ionized at
positions 1 and 3. This minimizes electrostatic
interactions. Going from the molecule ionized at
the 2 position to a di-anion ionized at the 1 and 3
positions is not a simple one proton loss. This
process involves three protons as shown in Fig. 7.
The thermodynamic steps for two different paths,
the SPARC-calculated results for each step (the
micro constants), and the first and the final step
(the observed macro constant) are shown in Fig.
8.

6. Calculation of isoelectric points

Many molecules such as amino acids, peptides
and proteins contain both acidic and basic
groups. The acidic sites for these molecules are
uncharged in strongly acidic solutions and nega-
tively charged in sufficiently alkaline solutions.
The basic groups are positively charged in
strongly acid solution, and the conjugate bases are
uncharged in sufficiently alkaline solution. In an
electric field such a molecule migrates as a cation
in strongly acid solution and as an anion in
strongly alkaline solution. At some intermediate
pH value, therefore, the mean net charge, Z, must
attain the value zero, and the molecule will re-
main stationary in an electric field. The pH value
at which this occurs is known as the isoelectric
point. Edsall and Wyman [22] point out, ‘‘for
most simple ampholytes of this type, such as
glycine or phenylglycine, pK1 and pK2 are so far
apart that there is not merely an isoelectric point,
but a broad zone of pH values in which the
ampholyte is practically isoelectric’’. However,
they show that the isoelectric point for two ioniz-
able sites system such as those mentioned above
can be given as:

pHI=
pK1+pK2

2
(10)

For polyvalent ampholytes, Edsall and Wyman
show that, for molecules containing only three
ionizing groups where one of the macroscopic
pKas is far apart from the other two pKas, a
reasonable approximation can be made to calcu-
late the isoelectric point [22]. Unfortunately, for

more complicated systems, a very rough approxi-
mation has to be made. In SPARC, the isoelectric
point can be estimated by plotting the fraction of
neutral or zwitterionic species versus pH (e.g.
Figs. 1, 2 and 5). The pH at the middle of the
zwitterionic (or any other species where the total
net charge in molecule is zero) range is the isoelec-
tric point. The observed versus SPARC-calculated
isoelectric points for several molecules are shown
in Table 4.

7. Conclusion

The SPARC chemical reactivity models, which
were used to estimate both ionization pKa and
electron affinity, can also predict zwitterionic and
microscopic ionization constants, pki, of organic
molecule with multiple ionization sites that are as
reliable as most experimental measurements. The
corresponding complex speciation for these
molecules as a function of the pH and the titra-
tion curve can be estimated using the same models
without any modification.
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Abstract

A sequential injection spectrophotmetric method for the assay of bromazepam anxiolytic drug has been reported.
The method is based on the complexation reaction of bromazepam with iron(II) in hydrochloric acid media and
spectrophotometrically measuring the product at lmax=585 nm. A comprehensive chemometrical optimization
treatment was successfully utilized for determining the proper optimum operating conditions for both the system and
the chemical variables. The experimental design approach was employed and a 2k factorial design was run for
studying the interaction effects of four factors namely, hydrochloric acid concentration, iron(II) concentration, delay
time and flow rate. The super modified simplex algorithm was utilized for optimizing the three highly interacting
factors which were, hydrochloric acid, iron(II), and delay time. The conditions obtained were 150 ml 0.110 mol l−3

hydrochloric acid, 75 ml 0.328 mol l−3 iron(II), 1200 s delay time and 40 ml s−1 flow rate. The method was found
to be suitable for the determination of Bromazepam in pharmaceutical preparations and the results obtained for the
assay of the compound in proprietary drugs indicate that the method suffers no interference from excipients. © 1999
Published by Elsevier Science B.V. All rights reserved.

Keywords: Bromazepam; Iron(II); Hydrochloric acid; Sequential injection analysis; Chemometrics
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1. Introduction

Bromazepam is chemically known as 7-bromo-
1,3-dihydro-5-(2-pyridyl)-2H-1,4-benzodiazepin-2-
one. It is medically used as a psychotropic drug
that acts on psychic function, behaviour or experi-

ence. It alters the mental state by affecting the
neurophysiological and biochemical activity of the
functional units of the CNS. It is formerly known
as a tranquilizer commonly used to reduce patho-
logical anxiety, tension, agitation and depression
[1–4].

Bromazepam has been determined by various
methods, each with its advantages and disadvan-
tages, including chromatography [3,5–15] electro-
chemistry [16–18] spectrophotometry [19–24] and

* Corresponding author. Tel.: +966-3-860-2111; fax: +
966-3-860-5534.

E-mail address: smsultan@kfupm.edu.sa (S.M. Sultan)

0039-9140/99/$ - see front matter © 1999 Published by Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (99 )00163 -0



S.M. Sultan et al. / Talanta 50 (1999) 841–849842

still no official method, either in the BP or in the
USP monographs, has been reported.

Few flow injection analysis (FIA) methods [25–
27] for the determination of this compound have
been reported in the literature including two by
the first author [1,2]. One is a FIA stopped flow
method [1] that lacks automation and requires
high precision in measuring the delay time in the
reaction coil. The other is a sequential injection
analysis (SIA) kinetic method [2] with the condi-
tions of the determination based on the kinetic
data and lacks validation and full chemometrical
optimization [25–28] for the experimental
variables.

Since numerous methods are inevitably time
dependent and primarily follow the kinetic meth-
ods of analysis such as the fixed-time and the
fixed-concentration methods, computer controlled
sophisticated equipment such as SIA is found to
be mandatory. Not only that but thorough inves-
tigation of the experimental operating conditions
has to be performed and the chemometrical opti-
mization approach is found to be essential and
extremely useful for such reactions. This work
comprises both methodologies for the spectropho-
tometric determination of bromazepam after its
complexation with iron(II) in hydrochloric acid
media.

2. Experimental

2.1. Apparatus

An Alitea USA/FIALab 3000 (Medina, WA
USA) has been used in this study. The apparatus
consists of a syringe pump, a multi-position valve,
a spectrophotometer, XY recorder and a PC. The
syringe pump is a 24 000 steps syringe pump with
an optical encoder feedback; 1.5 s to 20 min per
stroke of 5.0 ml size. It has \99% accuracy at
full stroke. The multi-position valve has eight (8)
ports with a standard pressure of 250 psi (gas)/600
psi (liquid); zero dead volume; chemically inert;
and port selection by manual or software control.
The spectrophotometer is a Spectronic Mini 20
spectrophotometer used as a detector with a 20 ml
ultra-micro flow-through cell having a path length

of 1.0 mm and connected to a Cole-Parmer
(Chicago, IL, USA) model 0555 single-channel
strip-chart recorder with the speed adjusted to 1
cm min−1. The pump tubing, 0.30 in. i.d. Teflon
type supplied by Upchurch Scientific (Oak Har-
bor, WA, USA), was used for connecting the
different units, making the holding coil (200 cm
long) and the reaction coil (50 cm long).

2.2. Software packages

Alitea FIALab software has been used for pro-
gramming and controlling the SIA system.
Sigmaplot, version 1.02 (Jandel Scientific,
Erkrath, Germany) was employed for data han-
dling calculations and constructing graphs. The
‘Chemometric Optimization by Simplex’ (COPS)
program was obtained from Elsevier Scientific,
The Netherlands, and utilized for the optimiza-
tion of variables using a compatible IBM personal
computer.

2.3. Reagents and stock solutions

Double-distilled de-ionized water was used
through out for the preparation of the following
solutions and all other dilutions.

2.3.1. Iron(II) standard solution (0.410 mol
dm−3)

A stock solution of dried ANALAR di-ammo-
nium iron(II) sulfate 6-hydrate ((NH4)2SO4·Fe-
SO4·6 H2O) (BDH) was prepared by dissolving
(exactly) 80.386 g in 500 ml 0.0150 M hydrochlo-
ric acid solution.

2.3.2. Hydrochloric acid (1.0 mol dm−3)
This was prepared by diluting analytical-

reagent grade concentrated acid, other working
solutions were prepared by further dilution.

2.3.3. Bromazepam (3.229×10−3 mol dm−3)
A stock solution was prepared by dissolving

exactly 0.1166 g of the pure compound (Hoff-
mann-La Roch, Basel, Switzerland), in about 30
cm3 0.02 mol dm−3 hydrochloric acid. The mix-
ture was stirred for 25 min, then the volume was
made up to 100 cm3 with the same acid. Working
solutions were prepared from this stock solution.



S.M. Sultan et al. / Talanta 50 (1999) 841–849 843

2.3.4. Lexotanil tablets (389 ppm bromazepam)
Five tablets of the proprietary drug lexotanil

(Hoffman-La Roche, Basel Switzerland) each
claimed to contain 3 mg bromazepam were
crushed and weighed out. A solution of 389 ppm
bromazepam was prepared by dissolving an
amount of the powder equivalent to a certain
mass of the drug in 0.02 mol dm−3 hydrochloric
acid solution.

2.4. Manifold and procedure

Fig. 1 illustrates the different components of
the computer controlled SIA manifold used in this
study. Various commands were fed into the pro-
gram and the steps are summarized as follows:
1. With the valve position in, the syringe pump

was filled at a flow rate of 250 l s−1.
2. With the valve position out the following steps

were carried out.
3. The carrier solution (1200 ml water) was dis-

pensed at a flow rate of 250 ml s−1 through
port 1 of the selector valve. This step was
performed to adjust the absorbance of the
spectrophotometer to zero and to insure com-
plete clearance of any residual solutions.

4. Iron(II) and bromazepam solutions (150 ml
each) were aspirated at a flow rate of 100 ml
s−1 through ports 4 and 5, respectively, with

their appropriate solutions. The excess was
discarded by dispensing 500 ml at the same
flow rate through port 7.

5. Iron(II) (75 ml) was aspirated at a flow rate of
150 ml s−1 through port 4.

6. With the same flow rate as above, 150 ml
Bromazepam was aspirated through port 5.

7. The reagents were delayed for 1200 s in the
holding coil to guarantee completion of the
reaction.

8. Finally, 1200 ml of the reaction mixture was
dispensed at a flow rate of 40 ml s−1 through
port 1 and the absorbance was recorded.

3. Results and discussion

3.1. Chemical system and optimization:

The present SIA method is based [1] on the
complexation reaction of bromazepam with
iron(II) in hydrochloric acid media and spec-
trophotometrically measuring the stable pink–vi-
olet product that absorbs at the maximum
wavelength lmax=585 nm. The reaction kinetics
and the stoichiometry of this system has been well
studied and documented and the reaction was
found to take place only under specific conditions
depending mainly on the acid concentration, with
the absorbance of the complex increasing as time
passes, thus indicating the slowness of the reac-
tion [2].

The following equation illustrates the complex-
ation reaction scheme:Scheme 1

As a result of previous [1,2] investigations car-
ried out on this reaction which revealed complex
reaction conditions depending on acid concentra-
tion and the low sensitivity of the product, it was
decided to perform a full chemometrical optimiza-
tion for the experiment for both the system and
the chemical operating variable conditions. The
experimental design approach [28] was employed
and a 2k factorial design was run where 2 stands
for variable levels considering the higher and
lower values and k is the number of factors
studied. Four factors were chosen, i.e. hydrochlo-
ric acid and iron(II) concentrations, delay time
and flow rate variables. The highest and lowest

Fig. 1. SIA manifold comprised of; (A) 5 ml syringe pump; (B)
two-way valve; (C) holding coil; (D) eight ports selector valve;
(E) reaction coil; (F) spectrophotometer; and (G) recorder.
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Scheme 1.

Table 1
Full treatment combinations in both their original and coded levels along with the responses obtained by injecting 75 ml 3.229×10−3

mol dm−3 bromazepam prepared in 0.02 M hydrochloric acid and 150 ml 4.1×10−1 mol dm−3 iron(II) prepared in the appropriate
acid

[Iron(II)] (M)Experiment No. Time (s)[HCl] (M) Flow rate (ml s−1) Response (mm)

0.0050 60 201 1.00.0080
0.0050 600.10 202 1.0

0.00803 0.15 60 20 3.0
0.104 0.15 60 20 2.0

0.0050 6000.0080 205 5.5
0.0050 600 206 2.00.10
0.15 6000.0080 207 8.0

0.108 0.15 600 20 5.5
0.00809 0.0050 60 50 1.0

0.0050 600.10 5010 1.0
0.15 6011 500.0080 3.0
0.15 600.10 5012 2.0

0.008013 0.0050 600 50 5.5
0.1014 0.0050 600 50 2.0

0.15 6000.0080 5015 8.0
0.1016 0.15 600 50 5.5

−1 −11 −1−1 1.0
2 +1 −1 −1 −1 1.0
3 −1 +1 −1 −1 3.0

+1 −1+1 −14 2.0
5 −1 −1 +1 −1 5.5

−1 +1+1 −16 2.0
+1 +17 −1−1 8.0
+1 +1+1 −18 5.5
−1 −1 +1 1.09 −1
−1 −1+1 +110 1.0

−111 +1 −1 +1 3.0
+112 +1 −1 +1 2.0

−1 +1−1 +113 5.5
−114 +1+1 +1 2.0
+1 +1−1 +115 8.0

+116 +1 +1 +1 5.5

values were determined and assigned +1 and −1
coded levels, respectively, and both shown in
Table 1. For hydrochloric acid, the highest con-

centration was 0.2 and the lowest was 0.02 mol
l−3; for iron(II), the highest was 0.20 and the
lowest was 0.01. Beyond these concentrations the
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reaction does not take place and no coloured
complex exists. For the delay time, the highest
was 1200 and the lowest was 60 s; below this
delay time, the peak absorbance was not signifi-
cant. For the flow rate, the highest was 50 and the
lowest was 20 ml s−1 as a reasonable system

Fig. 4. Surface plot of the response in mm vs. flow rate and
hydrochloric acid levels.

Fig. 2. Surface plot of the response in mm vs. time and
hydrochloric acid levels.

Fig. 5. Surface plot of the response in mm vs. flow rate and
iron(II) levels.

Fig. 3. Surface plot of the response in mm vs. iron(II) and
hydrochloric acid levels.

variable. Sixteen experiments were arranged and
the equivalent response function, measured as
peak height in mm, was recorded as in Table 1.
The results were treated by the Sigmaplot Soft-
ware and every two factors were considered for a
3D response surface plot thus producing six plots
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as in Figs. 2–7. Fig. 2 shows the response surface
as a function of delay time and hydrochloric acid
levels, indicating the significant effect of the delay
time compared to the effect of the acid which
shows a small increase and a decrease as its
concentration increases. Fig. 3 shows the response
surface as a function of iron(II) and hydrochloric

acid levels, indicating the significant effect of
iron(II) compared to the effect of the acid which
shows a small increase and a decrease to confirm
the above observation. Fig. 4 shows the response
surface as a function of the flow rate and hy-
drochloric acid levels indicating no effect of the
former and a sharp decrease on the effect of the
acid as it increases. Fig. 5 shows the response
surface as a function of flow rate and iron(II)
levels confirming the negligible effect of the flow
rate and a sharp positive effect of iron(II) as its
concentration increases. Fig. 6 shows the response
surface as a function of delay time and iron(II)
levels confirming the positive effect of both vari-
ables at their higher levels. Fig. 7 shows the
response surface as a function of flow rate and
delay time levels confirming the negligible effect
of the flow rate and a sharp effect at higher delay
time.

Multiple regression analysis was run on the
data obtained and the interaction effects of all
possible combinations of the variables were calcu-
lated as shown in Table 2. The sum of squares
(SS) due to the regression as a percentage of the
total sum of squares is 89.6%, showing that a
reasonably large proportion of the variance is
explained by the regression equation. The vari-
ance ratio of the regression mean square (MS) to
the residual mean square gives a value of 23.6,
indicating that the regression equation accounts
for a reasonable proportion of the variance in the
responses at a probability level of P=0.0001. The
main effect of the delay time was found to be the
highest and the zero main effect of the flow rate
justifies keeping it constant and is not necessary to
be included in optimization. The interactive effect
of time was also found to be more significant with
both hydrochloric acid and iron(II). It is interest-
ing to note that the zero interactive effect of
hydrochloric acid with iron(II) is the reason for
reducing the overall interactive effect of time with
both variables.

The above indicates that the graphical represen-
tations and the computation results are in good
agreement and clearly justifies fixing the flow rate
parameter at 40 ml s−1 and not including it in
further optimization treatments. The super
modified simplex algorithm [29–31] was per-

Fig. 6. Surface plot of the response in mm vs. time and iron(II)
levels.

Fig. 7. Surface plot of the response in mm vs. flow rate and
time levels.
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Table 2
Analysis of variance

Sum of squares Mean squareSource of variation Variance ratioDegree of freedom

81.5Regression 20.3754
11Residual 9.5 0.864 23.6

91.00 6.067Total 15

Main effect
HCl =−1.75

=2.25Iron(II)
Time =3.625

=0Flow rate

Interacti6e effects
=0HCl×iron(II)

HCl×time =−1.25
=0.75Iron(II)×time

HCl×iron(II)×time =0.5

formed to obtain the exact optimum experimental
conditions for the variables, iron(II), delay time
and flow rate. The highest and lowest levels for
the three factors of the same values for the facto-
rial design experiment above were again used,
except for the delay time which was adjusted to
1200 s. The step values for hydrochloric acid,
iron(II) and delay time were 0.05 mol l−3, 0.07
mol L−3 and 300 s, respectively. Bromazepam
(150 ml of 900 ppm) prepared in 0.02 mol l−3

hydrochloric acid mixed with 75 ml iron(II) pre-
pared in the appropriate acid were taken as fixed
values to run the simplex. Twenty-two experi-
ments (Table 3) were conducted by the simplex,
starting with experiment 1, fed to the computer as
the initial experiment as found by previous inves-
tigations. Fig. 8 shows the smooth progress of the
simplex by experiment number that indicates a
significant and convincing success of the proce-
dure and a considerable increase in the sensitivity
compared to the initial simplex experiment. The
steps clearly indicate that peak absorbance in-
creases at lower acid concentration, higher
iron(II) concentration and longer delay time. This
result is in good agreement with the reaction
scheme presented above which indicates that de-
creasing the acidity and increasing iron(II) con-
centration favors the formation of the complex.
The hydrogen proton as a product in the reaction

verifies the experimental findings that the reaction
should be carried out in low acidic media, but not
to the extent of being basic as iron hydrolyses and
the complex becomes unstable. The simplex per-
formed nine reflections and a maximum response
value was obtained by experiment 17 and 18 for
optimum conditions of 150 ml 0.110 mol l−3

hydrochloric acid, 75 ml 0.328 mol l−3 iron(II)
and 1200 s delay time. Again the same peak
height was obtained at vertex 18 with exactly the
above conditions.

3.2. Analytical appraisals

With the above optimum conditions, 0.110 mol
l−3 hydrochloric acid, 0.328 mol l−3 iron(II) and
1200 s delay time and following the procedure
stated above, a series of bromazepam standard
solutions were prepared and run. Absorbance
measurements were plotted versus bromazepam
concentrations and the following calibration
equation was obtained:

A= −0.001444+0.00005865C

where C is the concentration of bromazepam in
ppm.

The above calibration equation was found to be
linear over the concentration range 300–1100
ppm with a correlation coefficient of 0.988 with a
relative S.D. of 0.33% for three injections.
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3.3. Application

Under the above stated optimized conditions the
method was applied to the determination of bro-
mazepam in lexotanil proprietary drug in its tablet
form. The above standard calibration equation was
computed and the results obtained were found to
be highly precise with a relative S.D. of not less than
0.3. A percentage recovery of 99.89% of the claimed
content of bromazepam was obtained indicating the
higher degree of accuracy. The results obtained also
showed that no interference from excipients, usu-
ally added to the drug in tablet form, were encoun-
tered, thus rendering the method suitable for
determination of this drug in pharmaceutical prepa-
rations.

4. Conclusion

A successful comprehensive chemometrical opti-
mization treatment for the operating system and

chemical variables has resulted in obtaining the
proper conditions and higher sensitivity for the
product than that obtained previously [1], thus
validating the method. The molar absorptivity was
calculated to be 731.6 l mol−1cm−1 in the present
work compared to 504.85 l mol−1cm−1 previously
[1]. The agreement in both graphical representa-
tions and computation results for the behavior of
the parameters investigated is considered positive
and justifies conducting such a useful study for such
a complicated system.

By using a SIA instrument equipped with a
syringe pump rather than a peristaltic pump, more
accurate and precise uptake of the drug and precise
monitoring of the delay time could be attained.
Automation is considered novel and inevitable for
kinetically controlled reactions, thus overcoming
the drawback of the delay time and reducing the
errors encountered in monitoring reaction rates and
measurements employing the fixed time method. In
this respect the present method is considered supe-
rior relative to the FIA method earlier reported [1].

Table 3
Super-modified simplex optimization progress obtained by injecting 150 ml 900 ppm bromazepam prepared in 0.02 M hydrochloric
acid and 75 ml iron(II) prepared in the appropriate acida

Iron(II) Time (s)Vertex No. HCl Response (mm)

1 2.001200.050.08
190.7 3.000.0610.1462

0.096 0.0973 190.7 2.00
0.146 0.061 402.8 4.00 R4

5 0.0970.179 402.8 4.30
0.184 0.0121 544.26 5.5 R6

7 6.00567.830.0650.206
695.720.058 6.50 R0.1758

9 0.0980.181 880.51 7.00
0.281 0.10610 1017.15 8.00 R

11 9.501077.920.1280.314
12000.14 11.00 R0.26512

13 0.265 0.09 1200 11.00
14 0.0850.230 1200 11.00 R

0.239 0.09515 899.83 9.50
0.328 0.11016 995.25 10.00
0.328 0.11017 1200 14.00

0.1100.328 14.00 R18 1200
10.001079.620.0780.17619

0.286 0.10920 790.5 8.30 R
0.239 0.11121 1148.8 11.50
0.358 12.30 R1169.280.15122

a The flow rate was fixed at 40 ml s−1. R, reflected vertex.
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Fig. 8. Response function progress of the simplex.
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Abstract

A simple and reliable method was developed for analysis of 18 volatile organohalogen compounds (VOHCs) both
indoors and outdoors, consisting of VOHC collection by a passive sampler, extraction with toluene by mechanical
shaking, and automatic separation analysis by capillary gas-chromatography with electron capture detector (GC/
ECD). The passive sampler is a porous polytetrafluoroethylene (PTFE) tube (30.3090.37 mm net collection length,
5.0 mm inside diameter, 0.990 g weight) uniformly packed with activated charcoal (194.493.8 mg). The procedure
was applied to a field survey on indoor and outdoor VOHC pollution in Shizuoka, Japan. Ten VOHCs, including
trichloroethylene, tetrachloroethylene, chloroform, carbon tetrachloride, and p-dichlorobenzene, were detected from
indoor and outdoor air samples. The ratios of maximum to minimum VOHC concentrations, both outdoors and
indoors, were large. The indoor and outdoor concentrations of 1,1-dichloroethylene, dichloromethane, 1,1,1-
trichloroethylene, carbon tetrachloride and trichloroethylene were found to be similar. Indoor concentrations of
trihalomethanes, p-dichlorobenzene and tetrachloroethylene were higher than those of outdoors. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Volatile organohalogen compounds; Indoor pollution; Passive sampler
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1. Introduction

In recent years, the interest in and necessity of
evaluating indoor air pollution have grown sub-
stantially. Indoor air is polluted not only by pene-
tration of outdoor substances, but also by
emissions from various indoor sources, such as
heating, cooking, smoking, other human activities
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and building materials [1–3]. Therefore, levels of
personal exposure to such compounds cannot be
estimated from their outdoor concentrations
alone. The target chemicals in this study, volatile
organohalogen compounds (VOHCs), have re-
ceived special attention as indoor air pollutants.
These chemicals have widely been used in insect
repellents [4], washing clothes and dishes, cleaning
car engines [5], dry cleaning, and a dry cleaned
clothes [6,7]. Trihalomethanes are generated from
tap water when we shower and bath, etc. [8]. The
VOHCs include various suspected carcinogens,
for example, trichloroethylene and tetra-
chloroethylene have been classified as probable
human carcinogens (class 2A) by IARC [9,10].
Because most people spend the greater part of
their time indoors [11–14], it is useful to develop
a simple and highly sensitive analytical method to
determine the sources and types of VOHCs emit-
ted indoors and to quantify the emission rates of
these compounds. However, there are few data on
the occurrence in indoor air, mainly due to the
lack of inexpensive and reliable monitoring
methods.

Recently, our knowledge in the field of indoor
air quality has been increasing steadily [15–18].
Traditional integrative sampling methods for out-
door and personal exposure monitoring are usu-
ally based on active sampling techniques, which
need expensive equipment, a power source and a
skilled staff; thus, they are unsuitable for large
field studies. The passive sampler was originally
designed to monitor elevated concentrations in
working areas, and has been adopted in the last
years to low-concentration monitoring. Although
a passive sampler for indoor air measurements at
environmental concentrations was previously de-
veloped, it used 2-week passive sampling method-
ology [19], and day-to-day variations could not be
determined. Another approach included a passive
sampler and thermal desorption gas-chromatogra-
phy (GC) analysis [20,21]. This system, however,
needed expensive apparatus.

In this paper, an analytical method for mea-
surement of outdoor and indoor VOHC concen-
trations over 24 h is described. The method
consists of VOHC collection by a passive sampler
(a polytetrafluoroethylene tube uniformly packed

with activated charcoal), extraction with toluene
by mechanical shaking, and separation analysis by
capillary GC with an electron capture detector.

2. Experimental

2.1. Reagents

The 18 VOHCs investigated were
dichloromethane, chloroform, bromodichloro-
methane, chlorodibromomethane, bromoform,
1,1-dichloroethylene, 1,1,1-trichloroethane, car-
bon tetrachloride, 1,2-dichloroethane, trichloro-
ethylene, tetrachloroethylene, 1,1,1,2- and 1,1,2,2-
tetrachloroethane, o-, m- and p-dichlorobenzenes,
and hexachloro-1,3-butadiene. Standard com-
pounds of the highest available purity were ob-
tained from Wako Pure Chemical Industries, and
were not further purified. The solvent for extrac-
tion of VOHCs was HPLC grade toluene (\
99.8%, Wako Pure Chemical Industries).
Immediately before use, the solvent was checked
by GC to confirm it free of VOHC
contamination.

Stock standards solution were made by dissolv-
ing the following amounts of VOHCs in 50 ml of
toluene: 4.715 g for 1,1-dichloroethylene; 5.274 g
for dichloromethane; 0.5865 g for chloroform;
0.6453 g for 1,1,1-trichloroethane; 0.4702 g for
carbon tetrachloride; 1.045 g for 1,2-dibro-
moethane; 0.7588 g for bromodichloromethane;
0.9426 g for chlorodibromomethane; 0.4869 g for
trichloroethylene; 0.4869 g for bromoform; 0.5729
g for 1,1,1,2-tetrachloroethane; 0.7786 g for
1,1,2,2-tetrachloroethane; 0.4118 g for hex-
achloro-1,3-butadiene and 3.681, 3.810, 9.118 g
for o-, m- and p-dichlorobenzenes, respectively.
Relative concentrations of the VOHCs in the
environment were considered in preparing the
standard solutions.

2.2. Passi6e samplers

The passive sampler used was an improved type
of passive gas tube (8015-066) from Shibata Scien-
tific Technology, consisting of granular activated
charcoal packed inside of porous polyte-
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trafluoroethylene (PTFE) tubes. The net collec-
tion length and the amount of absorbent were
standardized at 30.3090.37 mm and 194.493.8
mg, respectively. Fig. 1 shows the structure of the
passive sampler. To avoid external contamination,
each sampler was put in an aluminum bag and
sealed. Twelve such bags were put in another,
large aluminum bag and sealed again. The passive
samplers were taken from the bag just before the
sampling and exposed to the air for 24 h to collect
the target compounds. After sampling, the sam-
pler was returned to same aluminum bag. The
inside air was removed, and the bag was zippered,
sealed with cellophane tape and stored at −45°C
until analysis.

2.3. Extraction

The extraction method of the VOHCs was as
follows: The activated charcoal in the passive
sampler was transferred to a glass test tube con-
taining 2 ml of toluene, and stoppered tightly. The
test tubes were shaken mechanically (115 times
min−1) at room temperature for 2 h. They were
centrifuged for 10 min at 4°C, 3000 rpm, and 1 ml
of supernatant was then transferred into autosam-
pler vials for analysis by GC with electron capture
detector (ECD).

2.4. Gas chromatography analysis

The apparatus was composed of a Hewlett-
Packard 5890 series II GC/ECD, an HP 7637
automatic injector and an HP Chem Station sys-
tem. The column used was a VOCOL™ Fused
Silica Capillary Column (60 m in length, 0.32 mm
i.d., and film thickness of 3.00 mm) from Supelco.
The carrier gas was helium (\99.995%), and the
make-up gas was highly pure nitrogen (\
99.9999%). The GC conditions were as follows:
the flow rates of carrier gas and make-up gas were
4.0 and 50 ml min−1, respectively. Injection vol-
ume was 1.0 ml. The initial temperature of the
column was 40°C, and was increased to 210°C by
4°C min−1 and held at 15 min. After the oven
cooled to the initial temperature, the next sample
was injected automatically. The analytical cycle
was almost one hour. The temperature of the
injector was 240°C and that of detector was
280°C.

Compound identification was performed by
comparing the retention times of the peaks of the
sample solution with those of the standards solu-
tion. In the peak identification, permissible varia-
tion in retention time was set within 90.2% for
each peak. Before every measurement of samples,
calibration curves were obtained from the VOHC
concentrations and peak areas, using standards
solution.

2.5. Reco6ery (desorption efficiency)

For recovery test, one of the PTFE caps of the
passive sampler was removed, and a small amount
of VOHC standard solution was injected directly
into the activated charcoal using a micro syringe.
Ten samples were treated together. After capping
and keeping them for 30 min in clean air, 10
spiked samples and two blank samples (not
spiked) were extracted and analyzed as described
above.

2.6. Reproducibility

A small amount of standard compound was
evaporated and diffused homogeneously in a
room (75 m3) in building. Then, 10 passive sam-Fig. 1. Structure of the passive sampler used.
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plers were simultaneously exposed for 24 h to the
air in the room. These samples were extracted and
analyzed as described above.

2.7. Storage of the samples

Loss of VOHCs during storage of samples was
also investigated. The 18 VOHCs were evaporated
and diffused homogeneously in a room in build-
ing. Then, eight passive samplers were exposed to
the air in the room for 24 h. Half of the samples
were analyzed immediately. The rest were packed
separately into aluminum bags, the air in the bags
was removed, and each bag was zippered, sealed,
and put into another larger aluminum bag. They
were stored at −45°C for 1 month.

2.8. Calculation of air concentration of 6olatile
organohalogen compounds from the amount
collected by passi6e sampler

To calculate the concentrations of the VOHCs
in the air, active and passive samplings were
performed simultaneously, and the results were
compared with each other. The active sampler
was a custom-made charcoal tube from Shibata
Scientific Technology, connected to a personal
pump (PAS-500; Shibata Scientific Technology).
The charcoal tube had two separate layers of
activated charcoal: the front layer contained 150
mg of activated charcoal; and the rear layer con-
tained 50 mg; the latter provided a check for any
breakthrough of VOHC. The flow rate of the
pump (50 ml min−1) was measured before and
after the sampling period, and the average was
used to calculate the VOHC concentrations.
These simultaneous measurements were per-
formed 32 times under various conditions.

The extraction procedure of the actively-col-
lected samples was as follows: the activated char-
coal in the active sampler was put into the test
tube containing 3.0 ml of toluene for the front
layer and 1.0 ml of toluene for the rear layer.
After they were shaken mechanically (115 times
min−1) at room temperature for 2 h, the target
VOHCs were separated and analyzed by the GC/
ECD described above. As the adsorption amount
by the activated charcoal was proportional to air

concentration, the efficiencies were calculated
from the ratio of the collection amount by the
front layer of active sampler to that of the rear
layer, according to the literature [22]. The collec-
tion efficiencies were at least 96.4%. The amounts
collected by passive sampling were then compared
with the air concentration obtained by active
sampling.

2.9. Effect of wind 6elocity, temperature and
relati6e humidity

The experiment to compare the amounts of
VOHCs collected by passive samplers with their
concentration in the air, as described above, was
performed under various wind velocity, tempera-
ture and relative humidity conditions. To confirm
the effect of high relative humidity, additional
experiments were performed during the rainy sea-
son, when several 24-h samples were taken in
residences (22–24°C, relative humidity 87–98%)
on rainy days.

2.10. Application to a field sur6ey

Indoor pollution in Shizuoka was surveyed dur-
ing the summer season of 1996. The Shizuoka city
is located in the middle of Japan and has a
population of :470 000. Sampling for 24 h was
carried out in the living room, kitchen, bedroom,
bathroom and outdoors of 70 residences.

Field blank sample was taken at every 10 sam-
ples (every two households).

3. Results and discussion

3.1. Passi6e sampler

Sampling of indoor and outdoor volatile or-
ganic compounds (VOC), including VOHCs, has
often been performed using active samplers con-
taining polymer beads such as Tenax TA as the
collection media. The passive sampler has advan-
tages when personal exposures are determined in
daily life, because the passive sampler is small,
light and noiseless, etc. Collection tubes of the
active samplers have been used for passive sam-
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Fig. 2. Gas chromatograms of volatile organohalogen compounds.

pling [19,20], but sampling rates of these samplers
are low; sample collection took 1–4 weeks. For
example, the sampling rate of Perkin Elmer type
sampling tubes is about 0.5 ml min−1 for some
VOCs, and the sampling duration required 4
weeks. Furthermore, the analytical instruments
and thermal description/GC system are expensive,
and their operation is complicated. Diffusive
badges such as the Organic Gas Monitor (3M),
have high sampling rates (20–40 ml min−1) [23].
Therefore, large amounts of analytical com-
pounds can be collected and the sampling dura-
tion can be decreased (to about 24 h). However, a
field survey needing many samples would be ex-
pensive. The Passive Gas Tube (Shibata), which
consists of activated charcoal and a porous PTFE
tube, is cheap and has a high sampling rate (about
50 ml min−1). This tube had been used in the field
of industrial hygiene, but it had precision prob-
lems when used in an environment with low con-
centrations of VOCs. In the present study, the net
collection length of the sampler and amount of
activated charcoal in passive Gas Tube were im-
proved and standardized. And then the precision
of analysis in the environment was improved to
CV (coefficient of variation) of 1.7–7.8% for all

the compounds tested except dichloromethane
(11%). This method is therefore, simple, cheap,
highly sensitive and precise for determination of
24-h average VOHC concentrations.

3.2. Gas chromatography analysis

Fig. 2 shows gas chromatograms of the 18
VOHC standard solutions and indoor samples
using this method. All peaks were well separated
from each other, and eluted within 51 min. When
standards solution were analyzed 10 times consec-
utively, CV of the peak areas were in the range
0.29–1.03%. The retention time was more precise,
with CV values B0.034%.

3.3. Reco6ery (desorption efficiency)

Table 1 shows the results of the recovery, in
which small and known amounts of VOHC stan-
dards solution were spiked on the activated char-
coal of the passive sampler, and the VOHCs were
extracted and analyzed by the above method.
When the amounts of spiked VOHCs were in the
range 1.27 mg (o-dichlorobenzene) to 8.35 mg (p-
dichlorobenzene), recoveries of the 18 VOHCs
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ranged from 90.8% (carbon tetrachloride) to
104.0% (dichloromethane). The recoveries of 14
out of 18 compounds were more than 95%. This
shows that the 18 VOHCs were extracted effec-
tively by the present method, though these values
were known to over-predict values as compared
with those by a method using a standard gas.

3.4. Reproducibility

When 10 passive samplers were simultaneously
exposed for 24 h to indoor air into which a small
quantity of standard compounds had been evapo-
rated and homogeneously diffused, the reproduci-
bility of the analytical values was shown in Table
2. CV values of the VOHC concentrations ranged
from 1.7% (hexachloro-1,3-butadiene) to 7.8%
(1,1-dichloroethylene), except for dichloro-
methane (11%), suggesting that the 18 VOHCs
can be analyzed precisely in indoor air using this

method. The determination limits were also
shown in Table 2, and were in the range 4.1 pg
(hexachloro-1,3-butadiene) to 12 pg (trichloro-
ethylene), except for 1,1-dichloroethylene (90 pg),
dichloromethane (117 pg), 1,2-dichloroethane
(200 pg), and m-, p- and o-dichlorobenzene (72,
131, and 106 pg, respectively) that have only two
chlorine atoms in the molecule. Clearly, the
method is highly sensitive.

3.5. Storage of the samples

Table 3 shows the variations in the analytical
values of the 18 VOHCs after freezer storage
(−45°C) for 1 month. the resulting concentra-
tions were 85.7% (chloroform) to 97.6% (1,1,2,2-
tetrachloroethane) of those measured immediately
after sampling. Therefore, the samplers can be
stored for at least 1 month, if sealed and frozen as
described earlier.

Table 1
Recovery of volatile organohalogen compounds (VOHCs) collected by passive samplera

VOHC recovered (B) VOHC blank (C)Compounds VOHC spiked (A) VOHC recovery (B−C)/A×100
(%)(mg) (mg) (mg)

2.36 2.301,1-Dichloroethylene 0.00 97.4
5.25Dichloromethane 104.05.46 1.69

0.26 91.4Chloroform 1.45 1.33
1.251.30 0.03 96.11,1,1-Trichloroethane
1.441.59 0.03 90.8Carbon tetrachloride

98.70.006.071,2-Dichloroethane 6.15
Trichloroethylene 0.001.45 94.51.37

98.91.93Bromo- 1.91 0.00
dichloromethane

98.10.001.57Tetrachloroethylene 1.60
101.02.39Chloro- 2.41 0.00

dibromomethane
0.00 96.31,2-Dibromoethane 5.44 5.24

99.21.511,1,1,2-Tetra- 1.50 0.00
chloroethane

2.84 2.78Bromoform 0.00 97.8
99.61.571,1,2,2-Tetra- 1.56 0.00

chloroethane
96.10.001.23m-Dichlorobenzene 1.28

8.35 8.33p-Dichlorobenzene 0.00 99.8
1.27 1.24 0.00o-Dichlorobenzene 97.3

1.99 96.5Hexachloro-1,3-buta- 0.002.06
diene

a Number of the samples was 10.
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Table 2
Reproducibility of analysis using passive samplersa

Compounds Determination limit (pg; S/N=10)Concentration in the air (mg m−3)

SDMean CV (%)

1,1-Dichloroethylene 9.686.6 7.8 90
13.6 11.2175 117Dichloromethane

326Chloroform 15.5 4.7 5.8
2351,1,1-Trichloroethane 15.6 6.7 5.1

8.4 5.2161 3.1Carbon tetrachloride
15.2 5.5 2001,2-Dichloroethane 278

7.6 4.5167 9.4Trichloroethylene
143Bromodichloromethane 9.4 6.6 5.3

2.6 2.5Tetrachloroethylene 2.8103
4.7 2.4196 5.0Chlorodibromomethane

2281,2-Dibromoethane 11.2 4.9 6.4
1441,1,1,2-Tetrachloroethane 5.9 4.1 8.4

7.5 2.5300 6.8Bromoform
1501,1,2,2-Tetrachloroethane 3.7 2.4 8.5

84.8m-Dichlorobenzene 3.6 4.2 72
7.2 3.8189 131p-Dichlorobenzene
3.4o-Dichlorobenzene 5.068.5 106
2.1 1.7 4.1127Hexachloro-1,3-butadiene

a Number of the samples was 10.

Table 3
Stability of volatile organohalogen compounds in passive sampler during storage at −45°Ca

Compounds Recovery (%)Average concentration (mg m−3)

Measured after 11 month (average9SD)Measured immediately (average9SD)

1,1-Dichloroethylene 125912 10995.6 87.2
Dichloromethane 14099120 1288956 91.4

34.991.740.792.3 85.7Chloroform
6.7790.541,1,1-Trichloroethane 6.0090.32 93.1

4.1090.05Carbon tetrachloride 93.24.4090.04
7.2990.127.7890.21 93.7Trichloroethylene

5.9790.52Bromodichloromethane 5.1690.12 86.5
3.8390.31Tetrachloroethylene 3.6390.15 94.7

7.7090.318.7990.81 87.6Chlorodibromomethane
7.9090.761,2-Dibromoethane 6.4490.49 90.8

4.8290.13 93.11,1,1,2-tetrachloroethane 5.1890.53
8.3890.59 88.4Bromoform 9.4890.91

3.5790.031,1,2,2-Tetra- 3.4890.28 97.6
chloroethane

22.191.8m-Dichlorobenzene 90.324.492.1
37.993.341.393.4 91.8p-Dichlorobenzene

47.596.5o-Dichlorobenzene 41.493.6 87.2
1.4890.01Hexachloro-1,3-butadi- 1.4190.04 95.3

ene

a Number of each sample was 4.
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Fig. 3. Relation between logarithms of the amount collected and those of concentrations in the air.

3.6. Con6ersion of 6olatile organohalogen
compounds quantities into concentration in the air

VOHC concentration in the air was calculated
from the amount collected by the passive sampler
using a conversion equation derived from the

results of simultaneous measurements with pas-
sive and active samplers. Linear correlation was
found between the logarithms of the amounts of
VOHC collected by the passive samplers and
those of the concentrations in the air measured by
active sampling over a wide concentration range

Table 4
Equation constants for calculation of VOHC concentrations in the air from amounts collected by the passive samplera

1/nConcentration range (mg m−3)Compounds log(a)

0.99190.008 −1.2190.021,1-Dichloroethylene 8.9�2500
−1.2090.060.91190.028Dichloromethane 19�8200

6.1�7400 0.90390.029Chloroform −1.1190.07
1.0�310 0.90190.0141,1,1-Trichloroethane −1.2390.02

−1.2690.020.92190.014Carbon tetrachloride 0.50�360
−1.1590.020.95390.0131,2-Dichloroethane 11�120
−1.2190.010.92090.009Trichloroethylene 0.14�310

0.90890.019 −1.2190.02Bromodichloromethane 0.48�370
0.90490.009 −1.2390.01Tetrachloroethylene 0.19�480

0.77�430 0.91190.023Chlorodibromomethane −1.2390.03
−1.2690.010.21�1101,2-Dibromoethane 0.96690.011

0.89290.018 −1.2490.031,1,1,2-tetrachloroethane 0.72�260
0.44�590 0.90690.016Bromoform −1.2390.03

0.87990.014 −1.2790.020.067�2601,1,2,2-Tetrachloroethane
0.81590.034 −1.1390.05m-Dichlorobenzene 2.0�190

−0.98390.030.79990.015p-Dichlorobenzene 2.6�1300
1.9�220 0.83790.038o-Dichlorobenzene −1.1590.05
0.025�5.0 0.97790.013Hexachloro-1,3-butadiene −1.4190.01

a Number of each sample was 32.
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(B1 mg m−3 to 100 or 1000 mg m−3) for all
VOHCs, which was different from normal diffu-
sive samplers. The linear correlations of
trichloroethylene and tetrachloroethylene are
given as examples in Fig. 3; the concentration
range of the simultaneous measurements is shown
in Table 4. For trichloroethylene, a linear correla-
tion was found in the range from 0.14 to 310 mg
m−3, and for tetrachloroethylene, a linear correla-
tion was found in the range from 0.19 to 480 mg
m−3.

log(G)=a log(c)+b (1)

c=10{log(G)−b}/a (2)
where: c is the concentration of VOHC in air; G is
the amount collected by the passive sampler, and
a and b are constants.

Using Eq. (2), VOHC concentrations were cal-
culated from the VOHC amount collected by
passive sampler. Table 4 shows the values of the
constants a and b of each compound.

The amount collected by passive sampler and
active sampler were almost the same. Since the
flow rate of the active sampler used was 50 ml
min−1, the sampling rate of the passive sampler
was estimated to be :50 ml min−1.

3.7. Effect of wind 6elocity, temperature and
humidity

The principle of VOHC collection by the pas-
sive sampler is based on molecular diffusion, thus,
wind velocity and ambient temperature affected
the collection amount [24–27]. The effect of wind
velocity, however, can be minimized by indoor
sampling or sheltering the sampler. Porous PTFE
tube also acts to minimize the effect of wind
velocity. The effect of temperature can be ignored
theoretically under Japanese climatic conditions
(Fick’s law).

It was reported that the collection amount was
affected by relative humidity because water vapor
adsorbed on the activated carbon [24,25,28–32].
In the present study, the simultaneous measure-
ments of passive and active samplers were per-
formed in rainy season to estimate the effect of
relative humidity. Then the results show that data
taken in the rainy season (at the end of June),

shown as open circles in Fig. 3, did not vary from
the regression lines of the plots of logarithms of
amounts collected by the passive sampler against
those of concentration in the air. This suggests
that the amount of VOHC collected by the pas-
sive samplers were not affected by relative
humidity.

3.8. Application to a field sur6ey

A field survey of indoor and outdoor pollution
by VOHCs in 70 residences in Shizuoka was
carried out in order to confirm the usefulness of
this method. Eight VOHCs, including 1,1-
dichloroethylene, dichloromethane, chloroform,
1,1,1-trichloroethane, carbon tetrachloride tri-
chloroethylene, tetrachloroethylene and p-di-
chlorobenzene, were detected in all residences.
Bromodichloromethane and chlorodibro-
momethane were detected from several houses as
shown in Fig. 4.

Among the target 18 VOHCs, eight VOHCs
were not detected in this survey. 1,2-
Dichloroethane is produced in large quantities as
a raw material for polyvinyl chloride, etc. [33].
(Annual production in Japan in 1995 was 2.93
million tonnes for 1,2-dichloroethane, whereas
that of trichloroethylene was 0.08 million tonnes
and tetrachloroethylene was 0.06 million tones).
Concentrations of 1,2-dichloroethane in the out-
door environment in Japan range from 0.005 to
14.4 mg m−3 with a geometric mean of 0.30 mg
m−3 [34], but the detection limit (S/N=2) of the
present method for this compound is 6.1 mg m−3.
This compound was not detected in Shizuoka,
because it is a relatively clean city. We selected
1,1,2,2- tetrachloroethane and hexachloro-1,3-bu-
tadiene, since they are highly toxic and the pro-
duction of them has been prohibited. We also
selected 1,2-dibromoethane, 1,1,1,2-tetra-
chloroethane and o-, m-dichlorobenzene because
they are analogs of 1,2-dichloroethane, 1,1,2,2-te-
trachloroethane and p-dichlorobenzene, respec-
tively. These three compounds were not detected
in Shizuoka since they are seldom produced there
for industrial use. Bromoform is one of the tri-
halomethane. Unlike bromodichloromethane and
chlorodibromomethane, bromoform was not de-
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tected perhaps because bromoform concentration
was usually lower than those of bro-
modichloromethane and chlorodibromomethane
[35]. Therefore, monitoring of these compounds
thought to be important.

The distributions of VOHC concentrations
were found to be almost log-normal. Table 5
shows the number of samples, geometric mean
concentration, maximum and minimum concen-
tration, 95th percentile concentration and the ra-
tio of maximum and minimum concentration.
When the geometric mean concentration was cal-
culated, data below detection limit were replaced
to the value of the half of detection limit.

The ratios of maximum to minimum outdoor
concentration of VOHCs were more then 31.3
except for carbon tetrachloride (2.65). These re-
sults suggest that VOHC concentrations outdoors
have large regional differences.

The ratios of maximum to minimum indoor
VOHC concentration were larger than those of
outdoors. The ratios for dichloromethane, chloro-
form and p-dichlorobenzene were more than 900.
Maximum concentration of dichloromethane and
chloroform were found in the houses of chemists
(staffs of the university) that used these chemicals
in the work place. On the other hand, the ratio of
maximum to minimum concentration for 1,1,1-

trichloroethane ranged from 14.8 to 87.5. The
ratios varied largely between compounds. These
data suggest that VOHC concentrations indoors
were significantly affected by lifestyle. Especially,
since there are differences between maximum and
95 percentile concentrations for all VOHCs,
VOHC concentrations of one or two out of 70
houses were found to be very high.

Indoor concentrations of 1,1-dichloroethylene,
dichloromethane, 1,1,1-trichloroethane, carbon
tetrachloride and trichloroethylene were almost
the same as those outdoors. No significant differ-
ences were found by ANOVA (analysis of vari-
ance) between indoor and outdoor concentrations
of these compounds (PB0.05). This suggests that
indoor concentrations of these five VOHCs were
predominantly affected by outdoor VOHC pollu-
tion levels.

Correlations among outdoor concentrations of
the 10 VOHCs were not significant except for that
between 1,1,1-trichloroethane and
trichloroethylene (PB0.01). This may due to
their use together in e.g. cleaning fluid.

Although geometric mean concentrations of tri-
halomethanes, tetrachloroethylene and p-
dichlorobenzene in a certain type of room were
higher than those of outdoors, no significant dif-
ferences were observed between the geometric

Fig. 4. Numbers of households in which bromodichloromethane and chlorodibromomethane were detected.
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Table 5
Indoor and outdoor VOHC levels in Shizuoka, Japan—geometric mean (GM), standard deviation (GSD), range (Min.–Max.), 95th
percentile (P95) and Max/Min ratio, and number of samples (N)a

GSD (mg/m3) Min.−Max. (mg/m3) P95 (mg/m3)Compounds Max/MinGM (mg/m3) N

1,1-Dichloroethylene
2.34 B0.29−23.7 3.740.374 \82Outdoor 70

0.340Living room 2.10 B0.29−28.3 1.72 \98 60
2.51 B0.29−28.8 1.84Kitchen \990.360 69
2.27 B0.29−41.6 1.150.341 \140Bedroom 65
2.29 B0.29−20.7 2.41Bathroom \700.365 68

Dichloromethane
6.70 B0.36−15 400 2519.04 42 700Outdoor 65

17.9Living room 6.61 B0.36−10 500 173 29 100 57
7.11 B0.36−11 400 202Kitchen 31 60014.1 66
7.56 B0.36−8580 55413.1 23 800Bedroom 65
7.94 B0.36−23 000 66.1Bathroom 64 0004.89 61

Chloroform
4.40 0.117−97.7 22.42.53 838Outdoor 55

3.10Living room 4.56 0.111−101 70.6 909 52
5.19 0.122−169 76.1Kitchen 13832.62 60
4.81 0.024−347 30.32.31 14 300Bedroom 62
4.98 0.245−113 26.8Bathroom 4622.52 60

1,1,1-Trichloroethane
1.71 0.341−10.6 2.390.911 31.2Outdoor 70

1.05Living room 1.70 0.388−5.76 2.61 14.8 60
1.83 0.479−22.5 2.55Kitchen 47.01.05 70
2.00 0.365−31.5 3.951.16 87.5Bedroom 70
1.80 0.357−17.3 1.91Bathroom 48.10.843 70

Carbon tetrachloride
1.21 0.514−1.35 1.010.740 2.65Outdoor 70

0.784Living room 1.36 0.489−4.28 1.08 8.73 60
1.36 0.527−3.52 1.21Kitchen 6.640.791 70
1.34 0.556−3.19 1.410.790 5.70Bedroom 70
1.36 0.442−2.58 1.37Bathroom 5.860.704 70

Trichloroethylene
2.71 B0.024−4.43 2.100.392 \180Outdoor 70

0.330Living room 2.82 B0.024−4.48 1.94 \190 60
2.65 B0.024−4.03Kitchen 1.900.371 \170 70
2.82 B0.024−4.58 1.750.353 \190Bedroom 70
2.90 B0.024−11.8 1.87Bathroom \4900.362 70

Bromodichloromethane
Outdoor 0.027 1.52 B0.012−0.215 0.066 \18 70

1.65 B0.012−0.149 0.120.029 \13Living room 60
0.030Kitchen 1.75 B0.012−0.236 0.14 \20 70

1.55Bedroom B0.012−0.1770.028 0.091 \15 70
2.63 B0.012−0.879 0.350.042 \70Bathroom 70

Tetrachloroethylene
Outdoor 0.245 2.34 0.014−3.38 1.16 241 70

2.56 0.035−5.44 3.44 155 600.301Living room
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Table 5 (Continued)

GM (mg/m3) GSD (mg/m3) Min.−Max. (mg/m3)Compounds P95 (mg/m3) Max/Min N

70\900Kitchen 1.33B0.006−5.413.000.279
0.384 2.64 0.091−15.4Bedroom 2.74 169 70

Bathroom 0.241 2.86 B0.006−3.07 1.92 \620 70

Chlorodibromomethqane
Outdoor 70\4.00.012B0.012−0.0511.190.006

\9.00.012B0.012−0.109 601.330.006Living room
B0.012−0.092 0.012 \8.0 70Kitchen 0.006 1.28

70\190.012B0.012−0.080Bedroom 1.250.006
1.92 B0.012−0.233 0.068 \67Bathroom 0.015 70

p-Dichlorobenzene
70\230Outdoor 28.72.80 B0.21−49.53.32

12.1 9.62 1.15−13 800Living room 2060 12 000 60
9.35 9.06 0.961−3130Kitchen 768 3260 70

70951034601.69−16 000Bedroom 11.171.6
10.4 7.67 B0.21−1760Bathroom 375 \8300 70

a When the geometric mean was calculated, data below detection limit was replaced to the value of half the detection limit.

means of indoor concentrations and those of out-
door concentrations except for p-dichlorobenzene.
Numbers of households in which bro-
modichloromethane and chlorodibromomethane
were detected were shown in Fig. 4. These com-
pounds could be detected more frequently in
bathroom and kitchen. Bathroom concentrations
of these two compounds were significantly higher
(PB0.01) than those of other rooms. These sug-
gest that the primary emission sources of tri-
halomethanes are tap water, showers and baths.
But, differences among the concentrations of
chloroform in each room type were not significant
(PB0.05) due to large variations. Bedroom con-
centrations of tetrachloroethylene were higher
than those in other rooms, and significantly
higher (PB0.01) than in bathrooms. Since tetra-
chloroethylene is used as dry-cleaning fluid, the
primary indoor emission source was thought to be
dry-cleaned clothes. The geometric mean concen-
tration of p-dichlorobenzene in bedroom was 71.6
mg m−3, which is about 26 times higher than that
outdoors (Table 5), and was significantly higher
(PB0.01) than in outdoors, kitchen and bath-
rooms, as well as significantly higher (PB0.05)
than that in living rooms. This compound has
been widely used as an insect repellent in closets

that were usually found in bedroom, in Japan.
Then, this compound was emitted indoors, espe-
cially in bedroom. The maximum concentrations
of p-dichlorobenzene found in our survey reached
16 000 mg m−3.

4. Conclusions

The laboratory and field survey results clearly
demonstrate the usefulness of the passive sam-
pler–GC/ECD method for the determination of
VOHC concentrations in indoor and outdoor air.
In the field survey, we found that tri-
halomethanens were emitted from tap water,
showers and baths; the indoor concentration of
tetrachloroethylene was associated with dry-
cleaned clothes; and the primary emission source
of p-dichlorobenzene was insect repellents in
closets.
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Abstract

The modified sorbents with dithizone and zinc dithizonate adsorbed on the silica surface were obtained. The
adsorption of heavy metal ions from aqueous solutions onto loaded silicas was studied. Color scales for Ag(I), Hg(II)
and Pb(II) visual test detection were worked out. The modified silica gels were established to be applicable to
semi-quantitative determination of these metal ions in buttermilk, natural, mineral and waste water. © 1999 Elsevier
Science B.V. All rights reserved.
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1. Introduction

Dithizone (H2Dz) is known to be one of the
effective chelating reagent for a lot of metal ions
extraction-spectrophotometric determination [1].
But these methods require the use of toxic organic
solvents. The extraction of metal ions from solu-
tions by sorbents modified with analytical
reagents is one of the most promising methods of
their determination, especially in environmental
objects [2]. It is caused by two main reasons.
Firstly, such methods permit to combine the re-
covery of metal ions from dilute solutions with
their visual or spectroscopic detection on the sor-

bent surface. Secondly, as the loss of analytical
reagent from the sorbent surface into the aqueous
phase is low, the influence on the original equi-
librium of different forms of metal ions in real
systems is not significant. H2Dz immobilized on
polymer membrane filled with cation exchanger
was used for mercury (II) visual and spectropho-
tometric determination in natural and waste water
[3]. The cross-linked polystyrene gel with
Zn(HDz)2 impregnated was used for mercury (II)
preconcentration [4]. It is known [5] that the
application of highly dispersed silicas offers some
distinct advantages over the use of organic poly-
mer supports: short time for equilibration, excel-
lent swelling resistance in different solvents,
possibility of surface modification with analytical
reagents by different methods. The H2Dz impreg-
nated silica gel was proposed for Pb(II) determi-
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nation using low-temperature luminescent
method [6]. The preparation of modified silicas
via reagent adsorption is rather simple, and their
chemical-analytical properties do not markedly
differ from those of the sorbent with covalent
grafted reagent [7]. As far as we know, no modifi-
cation of silicas with H2Dz and its complexes
adsorption has been reported.

In the present work we have studied the ad-
sorption of H2Dz and Zn(HDz)2 from organic
solvents onto silica surface, and established the
usefulness of modified sorbents in the visual test
determination of Ag(I), Hg(II) and Pb(II) in wa-
ter and buttermilk.

2. Experimental

2.1. Reagents

Water was purified according to Ref. [8]. Hex-
ane and chloroform were purified by flowing over
metallic sodium. Stock Ag(I), Pb(II) and Hg(II)
solutions were prepared as nitrates dissolved in
0.01 mol l−1 nitric acid and standardized by
complexometry. The standard metal salts solu-
tions were acidified with sulfuric or nitric acid
and further diluted as required. Sodium chloride
(4.0 mol l−1), and thiosulfate (0.5 mol l−1)
aqueous solutions were prepared by dissolving
the appropriate substances in water. Ammonia
buffer with pH 8.5 was prepared according to
Ref. [9]. H2Dz (Merck, Germany) was purified by
recrystallization from chloroform [1]. Solution of
H2Dz in hexane (1·10−5 mol l−1), chloroform
(2·10−3 mol l−1) and acetone (2.4·10−4 mol l−1)
were obtained by dissolving the appropriate
amount of substance. Zn(HDz)2 chloroform solu-
tion was obtained by extraction the appropriate
amount of Zn(II) from aqueous solution at pH
6.3 with H2Dz chloroform solution [1]. This solu-
tion was used for preparation of Zn(HDz)2 hex-
ane–chloroform mixtures with different solvents
ratio. Saturated solutions of diphenylcarbazone
(DPhC) in ethanol, p-dymethylaminobenzyliden-
erhodanine (BRh) in acetone and pyridylazore-
sorcinol (PAR) in water were obtained by
dissolving the appropriate amount of substances

(Merck, Germany). All chemicals were of analyti-
cal reagent grade. Silica gel L 40/100 (SG) and
Silpearl UV 254 (SP) for chromatography
(Chemapol, Prague, Czech Republic) was di-
gested in hydrochloric acid, washed with purified
water and dried at 180°C for 18 h.

2.2. Apparatus

The absorbance spectra of solutions and diffu-
sion reflectance spectra (DRS) of sorbents were
recorded with a UV/Vis spectrophotometer
Specord M-40 (Carl Zeiss Jena, Germany). Flame
atomic absorption (FAAS) measurements were
recorded on a model Saturn atomic absorption
spectrometer (Severodonetsk, Ukraine) equipped
with a standard burner for air–propane–butane
flame. Standard hollow-cathode lamps were ap-
plied as a light source for Ag and Zn determina-
tion. A potentiometer model EV-74 with glass
electrode (Gomel, Belarus) was used for pH
measurements.

2.3. Procedures

The batch technique has been used for study-
ing H2Dz and Zn(HDz)2 adsorption onto un-
loaded silicas and metal ions adsorption onto
modified sorbents. The reagent desorption from
surface of modified silicas into aqueous solutions
at different pH was studied by the same tech-
nique, too.

2.3.1. Adsorption of H2Dz and Zn(HDz)2 onto
silicas surface from organic sol6ents

The weighed amount (0.01–0.5 g) of silicas was
stirred with 10 ml of H2Dz hexane solution or
Zn(HDz)2 chloroform:hexane (1:9) solution. The
H2Dz and Zn(HDz)2 residues in solutions were
controlled spectrophotometrically by their own
absorbance at 440 and 526 nm, respectively. The
amount of modifying agent adsorbed was calcu-
lated as: a= (C0−C)·V/m, where C0, C were the
initial and equilibrium adsorbate concentrations
in solution in mol l−1, respectively; V was the
volume of solution in liters; m was the sorbent
mass in grams.
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2.3.2. Adsorption of Ag(I), Hg(II) and Pb(II)
from aqueous solutions onto modified sorbents
surface

The weighed amount (0.01–0.2 g) of sorbents
modified with H2Dz (H2Dz-SP, H2Dz-SG) and
Zn(HDz)2 (Zn(HDz)2-SP) was stirred with 5–
500 ml of aqueous solution of metal salts for
1–60 min. Ag(I), Hg(II) and Pb(II) equilibrium
concentration in solution was controlled by
FAAS, spectrophotometrically by the ab-
sorbance of HgI4

2− at 320 nm [10] and extrac-
tion-spectrophotometrically with H2Dz [1],
respectively. The amount of metal ions adsorbed
onto the silica surface was determined as men-
tioned above. Sorbents with metal ions adsorbed
were separated and dried at room temperature
for 24 h or at 60°C for 1 h and analyzed using
DRS.

2.3.3. Desorption of H2Dz and Zn(HDz)2 from
modified silicas surface into aqueous solution at
different pH

For these purposes SG containing 40 mmol
g−1 and SP containing 46 mmol g−1 of H2Dz
or 8 mmol g−1 of Zn(HDz)2 were used. The
aqueous solution (5–100 ml) at the desired pH
(0–9) was stirred for 1–60 min with the
weighed amount (0.01–0.1 g) of modified sor-
bents. The amount of Zn(II) removed from sur-
face into solution was determined by FAAS.
The residue of H2Dz on the surface was deter-
mined by DRS.

2.3.4. Impregnation of BRh from acetone solution
onto H2Dz-SP with Ag(I) adsorbed

The portion (10 ml) of Ag(I) standard solu-
tion was stirred with 0.02 g of H2Dz-SP at pH
1.0 for 10 min. The sorbent was separated and
treated with 40 ml of BRh solution in acetone.

2.3.5. Impregnation of DPhC from ethanol
solution onto H2Dz-SG with Hg(II) adsorbed

The portion (25 ml) of Hg(II) aqueous solu-
tion containing 1.0 mmol l−1 sodium chloride
was stirred with 0.02 g of H2Dz-SG at pH 4.5
for 5 min. The sorbent was separated and
treated with 40 ml of DPhC solution in ethanol.

2.3.6. Impregnation of PAR from aqueous
solution onto H2Dz-SG with Pb(II) adsorbed

The portion (10 ml) of Pb(II) aqueous solu-
tion was mixed with 0.1 ml of sodium thiosul-
fate (0.1 mol l−1), 1.0 ml of ammonia buffer
solution (pH 8.5) and stirred with 0.02 g of
H2Dz-SG for 30 min. The sorbent was sepa-
rated, washed with 5.0 ml of 1.0 mmol l−1

sodium thiosulfate and treated with 40 ml of
PAR aqueous solution.

3. Results and discussion

3.1. Dithizone adsorption onto silica surface

The adsorption of H2Dz onto SG and SP
from chloroform, toluene, hexane and their mix-
tures was studied. The best reagent adsorption
was observed in the case of hexane. The kinetics
experiments have shown that the equilibrium of
H2Dz adsorption onto SG and SP (0.02 g) sur-
face from hexane solution (10 ml) was reached
in 15 and 30 min, respectively. The isotherms
are represented in Fig. 1. The values of H2Dz
maximum adsorption onto SP and SG were 46
and 40 mmol g−1, respectively. In the present
work H2Dz-SG and H2Dz-SP with this reagent
content on the surface were used.

3.2. Zn(HDz)2 adsorption onto SP surface

The adsorption of Zn(HDz)2 onto SP surface
from chloroform and its mixtures with hexane
was studied. The best complex adsorption was
observed in the case of mixture with the ratio
chloroform:hexane=1:9. The kinetics experi-
ments have shown that the equilibrium of
Zn(HDz)2 adsorption onto SP (0.01 g) surface
from this mixture (5 ml) was reached in 5 min.
The shape of isotherm of zinc dithizonate ad-
sorption (Fig. 1(b)) testifies the stronger complex
binding with the SG surface, in contrast to
H2Dz. It is caused probably by its plane fixation
[11]. In the present work SP containing 8 mmol
g−1 Zn(HDz)2 was used.
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Fig. 1. Isotherms of adsorption of H2Dz (a) onto SP (1), SG (2) and Zn(HDz)2 (b) onto SP. V=10 ml, m=0.01 g, T=293.090.5
K.

3.3. Desorption of H2Dz and Zn(HDz)2 from
modified silicas surface into aqueous solution at
different pH

To establish the possibility of new solid-phase
reagents application to analytical practice, reagent
desorption from H2Dz-SG and H2Dz-SP surfaces
as a function of solution pH was studied. The
data obtained has shown that H2Dz desorption at
pH 0–9 was less than or equal to 5% (sorbent
mass]0.01 g, aqueous solution volume5100 ml,
time of phases contact560 min).

Zinc dithizonate immobilized on the surface
was found to be destroyed when contacted with
an aqueous solution at pHB3.5. The loss of
Zn(II) into solution under these conditions was
confirmed by FAAS. The desorption of dithizone
remaining on the surface at pHB3.5 was similar
to that from H2Dz-SP surface. So, Zn(HDz)2-SP
at pH 0–3.5 may be applied to determine the
metal ions forming more stable complexes with
H2Dz than Zn(II).

3.4. Metal ions adsorption onto silicas with H2Dz
immobilized

H2Dz forms colored chelate complexes with
several metal ions [1]. Adsorption of Zn(II),

Ag(I), Cd(II), Hg(I, II), Mn(II), Pb(II), Cu(II),
Ni(II) and Co(II) onto H2Dz-SG and H2Dz-SP
was studied. It was found, that only Ag(I), Hg(II),
Pb(II), Zn(II) interact with immobilized H2Dz
under optimal conditions of complex formation in
chloroform solution.

Fig. 2. The pH dependencies of Ag(I) adsorption onto H2Dz-
SP (1) and Hg(II) adsorption onto H2Dz-SG (2) and
Zn(HDz)2-SP (3), respectively. a (mmol g−1): 46 (1), 40 (2), 8
(3); CNaCl=1.0 mmol l−1(2); m=0.02 g; V=10 ml; t=10
min.
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Fig. 3. Isotherms of adsorption of Ag(I) onto H2Dz-SP (1),
Hg(II) (2) and Pb(II) (3) onto H2Dz-SG. a (mmol g−1): 46 (1)
and 40 (2, 3). V=10 ml, m=0.02 g, T=293.090.5 K.

3.4.2. Hg(II) adsorption onto H2Dz-SG
As well known [1] Hg(II) forms HgDz in chlo-

roform solution at pH\4.0. To avoid difficulties
with soluble hydroxide formation of Hg(II) under
these conditions of adsorption, sodium chloride
was added. Its necessary concentration was calcu-
lated from the solubility products and stability
constants of correspondent complexes [12,13]. The
optimum concentration of sodium chloride was
greater than 1.0 mmol l−1. The pH dependence of
Hg(II) adsorption (Fig. 2) has shown that its
maximum value was reached at pH 4.4–5.1. The
kinetics experiments have shown that equilibrium
under optimal conditions was reached in 5 min.
The sorbent mass and solution volume dependen-
cies of Hg(II) adsorption onto H2Dz-SP were
studied. The maximum concentration factor was
found to be 2500 ml g−1 at volume of solution 50
ml and mass of sorbent 0.02 g.

The isotherm of Hg(II) adsorption (Fig. 3) may
be characterized as H-type. Chelating capacity of
H2Dz-SG was 38 mmol g−1 Hg(II) for 40 mmol
g−1 reagent. This fact and the similarity of the
spectra shown in Fig. 5 (curves 1, 3) confirmed
the formation of the complex with the ratio
Hg:H2Dz=1:1 on the surface.

3.4.1. Ag(I) adsorption onto H2Dz-SP
The pH dependence of Ag(I) adsorption is rep-

resented in Fig. 2. The kinetics experiments have
shown that equilibrium was reached at pH 1.0 in
10 min. The sorbent mass and solution volume
dependencies of Ag(I) adsorption onto H2Dz-SP
were studied. The maximum concentration factor
was found to be 2500 ml g−1 at volume of
solution 50 ml and mass of sorbent 0.02 g.

The isotherm of Ag(I) adsorption (Fig. 3, curve
1) may be characterized as H-type and testified
about chemical interaction between metal ion and
immobilized reagent. The chelating capacity of
H2Dz-SP was 44 mmol g−1 Ag(I) for 46 mmol g−1

dithizone. That may point to a surface complex
with the ratio Ag(I):H2Dz=1:1. The similarity of
absorbance spectrum of AgHDz chloroform solu-
tion and diffusion reflectance spectrum of H2Dz-
SP with Ag(I) adsorbed (Fig. 4) confirmed this
supposition. It was found that Ag(I) was not
adsorbed onto unloaded silica from aqueous solu-
tion under such conditions.

The possibility of H2Dz-SP application to the
determination of silver traces has been studied.
The DRS method for its determination was devel-
oped. The calibration equation was: R480=8×
10−3·C(mg l−1) at V=50 ml, m=0.02 g. The
calibration graph was linear in the range 5–200
mg l−1 and detection limit was 2.5 mg l−1.

Fig. 4. Standardized diffusion reflectance spectra of H2Dz-SP
with Ag(I) adsorbed (1) and absorbance spectra of AgHDz
solution in chloroform (2).
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Fig. 5. Standardized diffusion reflectance spectra of H2Dz-SG
(1) and Zn(HDz)2-SP (2) with Hg(II) adsorbed and ab-
sorbance spectra of HgDz (3) and Hg(HDz)2 (4) solutions in
chloroform.

or

Zn(HDz)2−SP+Hg(II)UHg(HDz)2−SP

+Zn(II).

3.4.4. Pb(II) adsorption onto H2Dz-SG
Pb(II) adsorption onto H2Dz-SG from aqueous

solution was studied under optimal conditions of
its extraction with H2Dz chloroform solution: pH
7–9 (ammonia buffer) in the presence of the
sodium thiosulphate [1]. The kinetics experiments
have shown that the equilibrium was reached in 5
min at pH 8.5 and 1.0 mmol l−1 Na2S2O3. The
sorbent mass and solution volume dependencies
of Pb(II) adsorption onto H2Dz-SG were studied.
The maximum concentration factor was found to
be 500 ml g−1 at volume of solution 10 ml and
mass of sorbent 0.02 g.

As well known [1] only Pb(HDz)2 is formed in
organic solutions. The spectra represented in Fig.
6 have shown that the surface complex of Pb(II)
was different from Pb(HDz)2. The isotherm of
Pb(II) adsorption onto H2Dz-SG from Na2S2O3

solution is represented in Fig. 3. The chelating
capacity of H2Dz-SG was 39.5 mmol g−1 Pb(II)
for 40 mmol g−1 dithizone. That may point to a
surface complex with the ratio Pb(II):H2Dz=1:1.
The interaction between Pb(II) and H2Dz immo-
bilized was not studied in detail. Pb(II) was also
found to be adsorbed onto unloaded SG, but it

3.4.3. Hg(II) adsorption onto Zn(HDz)2-SP
The formation of Hg(HDz)2 in solution is

known to be more preferable than HgDz [1]. But
interaction of metal ions with more than one
molecule of immobilized reagent is difficult [14].
The optimal dithizone molecules disposition for
Hg(HDz)2 formation on the surface may be ob-
tained by Zn(HDz)2 fixing.

The pH dependence of Hg(II) adsorption onto
Zn(HDz)2-SP (Fig. 2, curve 3) has shown that the
maximum of its value was arrived at pH 0–3.5.
The kinetics experiments have shown that the
adsorption of Hg(II) on the surface of Zn(HDz)2-
SP under optimal conditions is rather complete
and rapid. The equilibrium was arrived in 10 min
(for 0.02 g of loaded sorbent and 10 ml of solu-
tion). The maximum concentration factor was
2500 ml g−1 at volume of solution 50 ml and
mass of sorbent 0.02 g.

The chelating capacity of Zn(HDz)2-SP was 9
mmol g−1 Hg(II) for 8 mmol g−1 Zn(HDz)2. Spec-
trophotometrically it was found (Fig. 5, curves 2,
4) that Hg(HDz)2 was formed on the surface
under optimal conditions. So, the interface trans-
formations at pHB3.5 may be represented by the
following equations:

Zn(HDz)2−SP+2H+UH2Dz−SP+Zn(II),

2H2Dz-SP+Hg(II)UHg(HDz)2−SP+2H+

Fig. 6. Standardized diffusion reflectance spectra of H2Dz-SG
with Pb(II) adsorbed (1) and absorbance spectra of Pb(HDz)2

solution in chloroform (2).
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was easily removed from the surface by 1.0 mmol
l−1 Na2S2O3 solution.

3.5. The interference from foreign ions

Ag(I) determination with H2Dz-SP is rather
selective. No interference was observed for alka-
line, alkaline-earth metals and heavy metal ions at
pH51.0.

It was found that among natural water compo-
nents only Hg(II), Cu(II) and Fe(III) are ad-
sorbed by H2Dz-SG at pH 4.5 in the presence of
1.0 mmol l−1 NaCl. But Cu(II) and Fe(III) at a
concentration of less than or equal to 0.6 mg l−1

do not interfere with Hg(II) determination by
using H2Dz-SG; Hg(II) determination with
Zn(HDz)2-SP was found to be more selective.
Cu(II) and Fe(III) at a concentration of less than
or equal to 30 mg l−1 do not influence Hg(II)
determination with this sorbent at pH51.0.

Pb(II), Cu(II) and Zn(II) were adsorbed onto
H2Dz-SG at pH 8–9. But Cu(II) and Zn(II) may
be easily removed from the surface by 1.0 mmol
l−1 Na2S2O3 solution.

3.6. Application of H2Dz immobilized to Ag(I),
Hg(II) and Pb(II) 6isual test determination

The results obtained testified that the adsorp-
tion of Ag(I), Hg(II) and Pb(II) on the surface of
loaded silicas is rather complete and rapid. But
the surface complexes are colored too light and
could not be used for visual detection. It is well
known, that BRh, DPhC and PAR form colored
complexes with these ions correspondingly [15].
So, the possibility of application of these reagents
to the preparation of color scales was studied. The
results obtained have shown their usefulness for
this purpose.

The color of Zn(HDz)2-SP with Hg(II) ad-
sorbed was brightly orange. This sorbent was
used for visual test scale preparation without any
treatment.

3.6.1. The color scale for Ag(I) 6isual test
determination

The color scale on the base of H2Dz-SP for
Ag(I) visual test determination in the range of

0–50 mg per sample was obtained. It was prepared
by stirring of 0.02 g of H2Dz-SP with 10 ml of
standard solution containing 0, 2.5, 5.0, 7.5, 10,
25, and 50 mg of Ag(I) at pH 1.0. The sorbents
were separated and colored by 40 ml of BRh
acetone solution. The color changing was light
yellow/red–orange.

3.6.2. The color scale for Pb(II) 6isual test
determination

The color scale for lead ions detection was
prepared by Pb(II) adsorption onto 0.02 g of
H2Dz-SG from 10 ml of 1 mmol l−1 sodium
thiosulfate solution, buffered to pH 8.5 with am-
monia buffer solution, containing 0, 5, 10, 20, 40,
and 100 mg of Pb(II) for 30 min. The sorbents
were separated, washed with 5 ml of 1.0 mmol l−1

sodium thiosulfate solution and colored by 40 ml
of PAR aqueous solution. The color changing was
yellow/orange–red.

3.6.3. The color scale for Hg(II) 6isual test
determination with H2Dz-SG

The scale was obtained by stirring of 0.02 g
H2Dz-SG with 25 ml of 1.0 mmol l−1 chloride
solution containing 0, 5, 10, 25, 50, and 100 mg of
Hg(II) at pH 4.5. Sorbents were separated. Damp
sorbents were colored by 40 ml of DPhC ethanol
solution. The color changing was pink–brown/
violet.

Unfortunately the scales mentioned above were
only stable for 1 h. That is why we applied the
imitation of scales which has been computer gen-
erated using Microsoft Power Point program.

3.6.4. The color scale for Hg(II) 6isual test
determination with Zn(HDz)2-SP

The color scale on the basis of Zn(HDz)2-SP
for Hg(II) visual test determination in the range
of 0–20 mg per sample was obtained. It was
prepared by stirring 0.02 g of modified SP with 10
ml of standard solution containing 0, 0.5, 1.0, 2.0,
5.0, 10, and 20 mg of Hg(II) at pH 0. The color
changing was light–violet/orange. The color scale,
in contrast to the one used with H2Dz-SG, has
been stable for more than 1 month.

The data represented in Table 1 show that the
developed visual test method is more sensitive
than known ones.
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Table 1
Comparative description of visual test methods of Ag(I), Hg(II) and Pb(II) determination

Ion Sorbent Detection range, mg l−1 (V, ml) Reference

1.0–3.0 (10)Hg(II) [3]H2Dz-polymer membrane
p-Phenolazo-3-aminorhodanine—polymer membrane 0.02–0.4 (25) [18]

0.1–2.0 (50)H2Dz-SG Proposed
0.01–0.4 (50) ProposedZn(HDz)2-SP

(0.5–10)·103Ag(I) [19]Fixing bath Test Merckoquant (Merck)
0.02–0.2 (20)a [18]Polymer fibers filled with KU-2 ion-exchanger
0.05–2.0 (50)H2Dz-SP Proposed

0.005–0.2 (50)a

Pb(II) 20–500Lead Test Merckoquant (Merck) [19]
0.5–10 (10)H2Dz-SG Proposed

a DRS detection.

3.7. The 6isual test determination of Ag(I),
Hg(II) and Pb(II) in real objects

The sorbents obtained were applied to lead,
mercury and silver ions visual test determination
in buttermilk, natural, mineral and waste water.

Ag(I) determination in mineral water
‘Cyljushcha’. The sample of mineral water (10 ml)
was acidified to pH 1.0 and stirred with 0.02 g of

H2Dz-SP. Sorbent was separated and colored with
40 ml of BRh acetone solution.

Hg(II) determination in synthetic solutions of
waste of chlorine manufacturing by mercury
method. For this purpose H2Dz-SG (0.02 g) was
stirred for 5 min with a portion (50 ml) of waste
water prepared according to Ref. [16] and aci-
dified to pH 4.5. Damp sorbent was colored with
40 ml of DPhC ethanol solution.

Table 2
The results of Ag(I), Hg(II) and Pb(II) visual-test determination in real objects (n=3, P=0.95)

Sample Amount (mg/sample)Ion Type of sorbent

Added Found

5.091.3Standard solutionH2Dz-SP 5.0Ag(I)
Standard solution 25 2595

5.091.35.0Mineral water
Mineral water 5.0 5.090.5a

Standard solution 15Pb(II) 1595H2Dz-SG
Standard solution 209520
Buttermilk 10 1092.5

10 9.590.5aButtermilk

Standard solution 10Hg(II) 1293H2Dz-SG
25Standard solution 2595

Synthetic solutionb 15 2095
0.7590.250.75Standard solutionZn(HDz)2-SP
0.5090.250.50River water

1092.510Synthetic solutionc

a Determined by FAAS.
b Concentration, g l−1: NaCl—300, V(V)—1×10−4, Cr(III)—5×10−6.
c Concentration, g l−1: NaCl–300, V(V), Fe(III)–1×10−4, Cr(III)–5×10−6.
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Zn(HDz)2-SP was applied to Hg(II) determina-
tion in natural and waste water containing 0.1 mg
l−1 of Fe(III). The portion (10 ml) of river water
or (50 ml) of waste was acidified to pH 0 and
stirred with 0.02 g of Zn(HDz)2-SP for 10 min.
The sorbents were separated.

Pb(II) determination in buttermilk. Buttermilk
was digested with 20% trichloroacetic acid solu-
tion for proteins separation [17]. Then the portion
of solution obtained (10 ml) was buffered with
ammonia buffer to pH 8.5, mixed with 0.1 ml of
0.1 mol l−1 Na2S2O3 and stirred with 0.02 g of
H2Dz-SG for 30 min. Sorbent was separated,
washed with 10 ml of 1.0 mmol l−1 Na2S2O3 and
colored with 40 ml of PAR aqueous solution.

The color of the sorbents was compared with
the corresponding standard scales. The data ob-
tained are represented in Table 2. The accuracy
results of Ag(I) and Pb(II) determination were
controlled by FAAS method (Table 2). The rela-
tive standard errors did not exceed 0.3. The data
confirm the usefulness of the proposed sorbents
for the semi-quantitative determination of men-
tioned ions in real objects.
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Abstract

A method for the determination of Se in pharmaceutical samples (nutritional supplements and shampoos) is
proposed. The method involves two steps: (1) digestion of the samples and reduction of all forms of Se to SeIV, which
is complete in only 10 min by the use of a focused microwave digestor; and (2) continuous derivatisation (hydride
formation) and spectrometry detection by atomic fluorescence. The method can be applied over a wide range of
concentrations (0.3–1300 ng ml−1 of Se) with good repeatability (RSD values lower than 4.6%). The method has
been applied successfully to a reference material, and two different types of pharmaceuticals (namely, five different
nutritional supplements—with Se present as sodium selenite and Se-methionine—and two shampoos, with selenium
sulphide), in agreements with the certified and nominal values, respectively. Yields ranged between 86.5 and 104.8%,
and good precision (RSD values lower than 4.2%) were obtained in all instances. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Selenium; Atomic fluorescence; Flow injection; Microwave digestion
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1. Introduction

Selenium is an oligoelement with an ambivalent
behaviour: it is essential at low concentrations but
toxic at high concentrations, with a relatively
small difference between these values. It is an
essential nutrient for animals [1], and for human
health in the range 0.8–1.7 mmol l−1, but toxic

above this value [2]. The essential role of the Se is
due to its presence in the active sites of some
enzymes (namely glutathione peroxidase and
iodotironine-5%-deiodinase) [3] and the catalytic
effect of selenium compounds on the reactions of
intermediate metabolism and inhibition of the
toxic effect of heavy metals [4]. It has been estab-
lished that diets with deficit in Se are associated
with some human diseases [5], but diets with Se
contents higher than 5 mg kg−1 are toxic and
causes important symptoms in humans and ani-
mals [6,7]. All these factors, together with the fact

* Corresponding author. Tel.: +34-957-218615; fax: +34-
957-218606.
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that the concentration levels are extremely low,
call for sensitive and accurate methods for the
determination of this element. Selenium has been
previously determined in nutritional supplements
(or other pharmaceuticals) by voltammetry [8–
11], colorimetry methods [12], spectrophotometry
[13] and atomic spectrometry, with [14,15] or
without [16] hydride generation, but it has been
scarcely determined by hydride generation-
fluorescence spectroscopy [17]. In the methods
previously reported, the pre-treatment of the nu-
tritional supplements (digestion of the sample and
reduction of the forms of Se to SeIV) takes be-
tween 45 min to more than 2 h, so in the present
research a faster pre-treatment step was sought.
Selenium is also employed in the pharmaceutical
industry, as selenium sulphide, in medicated
shampoos used for the treatment of dandruff and
as antiseborrhoeic agent. It has been usually de-
termined spectrophotometrically [18–25], al-
though isotope dilution [26], HPLC [27],
molecular fluorescence [28] and gravimetric [29]
methods have also been reported. All these meth-
ods involve tedious derivatisation steps, with de-
tection limits higher than those obtained by
atomic spectroscopy.

2. Experimental

2.1. Apparatus

An Excalibur atomic fluorescence detector (PS
Analytical, UK) fitted with a boosted discharge
hollow cathode lamp for Se (Photron, Australia),
and a specific ultraviolet filter to allow transmis-

sion of the Se atomic fluorescence spectrum in
conjunction with a solar blind photomultiplier
was used. A Microdigest 301 focused microwave
system (Prolabo, France), with a maximum irradi-
ation power of 200 W, was used. A Minipuls-3
peristaltic pump (Gilson, USA); a Rheodyne 5041
injection valve and teflon tubing of id of 0.5 mm
were used in order to construct the FI manifold in
Fig. 1. A Knauer recorder (Germany) was used in
order to record the signals.

2.2. Reagents and solutions

All reagents were of analytical-reagent grade.
Ultrapure water obtained from a Milli-Q system
(Millipore, USA) was used throughout. Hy-
drochloric acid 3 mol l−1 (Merck, Germany), 2%
NaBH4 solution (Sigma–Aldrich, Germany) in
0.1 mol l−1 NaOH solution (Merck) were used in
the FI system. Sixty-five percent of Nitric acid
(Merck), 33% hydrogen peroxide (Panreac, Spain)
and 6 mol l−1 hydrochloric acid were used in the
digestion step. A Na2SeO3 (Merck) stock solution
of 1 g l−1 was prepared in Milli-Q water. Work-
ing solutions were prepared daily by appropriate
dilution in 3 mol l−1 hydrochloric acid. A few
drops of dibuthyl phthalate (Sigma–Aldrich) were
placed in the gas–liquid separator in order to
avoid foam formation. Argon (Carburos Metáli-
cos, Spain) was used in order to flush the hydride
formed to the detector.

2.3. Procedure

2.3.1. Digestion/reduction step
An appropriate amount of pharmaceutical (1.5

or 2.5 ml for nutritional supplements and 0.05 g

Fig. 1. FI manifold. PP, peristaltic pump; IV, injection valve; GLS, gas–liquid separator; AFD, atomic fluorescence detector; W,
waste; R, recorder.
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for shampoos) or reference material (0.1 g) was
placed in the digestion vessel. 5 ml of nitric acid
and 2 ml of hydrogen peroxide are added and the
mixture subjected to microwave (MW) irradiation
(25% power, 5 min) in order to digest the sample.
After this, 10 ml of 6 mol l−1 hydrochloric acid is
added and the mixture is MW irradiated (75%
power, 5 min) in order to reduce all Se to SeIV.
The mixture is then transferred to a 25-ml volu-
metric flask and made up to volume with Milli-Q
water.

2.3.2. Determination step
The treated sample is injected into the HCl

carrier. After merging with the NaBH4 stream, the
volatile hydride is formed and swept out of the
gas–liquid separator by an Ar stream into a
chemically generated hydrogen diffusion flame.
The flame is maintained by the excess of hydrogen
produced in the reaction between NaBH4 and
HCl. The hydride is then atomised in the flame
and the atoms are detected by fluorescence
spectrometry.

3. Results and discussion

3.1. Optimisation

The optimisation of the overall method was
developed in two steps: first, the detection of SeIV

and the FI system were studied. Then, the diges-
tion of the samples and the reduction step were
optimised, being the main purpose to carry out
them in the shortest time. Table 1 shows the
studied ranges and optimum values for all the
variables. The univariate method was used in both
instances.

3.1.1. Determination step
For the optimisation of this step the FI variable

studied was the flow rates, and the chemical vari-
ables were the NaBH4 and HCl concentrations.
As a compromise between sensitivity, signal-to-
noise ratio and sampling frequency, a flow rate of
4.5 and 2.15 ml min−1 were chosen for the carrier
and reagent, respectively. A concentration of 2%
m/v of NaBH4 (in 0.1 mol l−1 NaOH solution)

Table 1
Optimisation of the method

Optimal valueStudied range

Digestion step
65[HNO3] (%) 6–65

5HNO3 (ml) 2–10
0–5H2O2 (ml) 2

15–50 25MW power (%)
2–20MW irradiation time 5

(min)

Reduction step
[HCl] (mol l−1) 3–12 6
HCl (ml) 5–15 10

7525–100MW power (%)
52–10MW irradiation time

(min)

Determination step
Flow rate of HCl 4.50.65–5.0

(ml min−1)
2.15Flow rate of NaBH4 0.65–4.5

(ml min−1)
[HCl] (mol l−1) 1.5–8 3

0.5–2 2[NaBH4] (% m/v)

was selected as optimum, as concentrations lower
than that were not enough to maintain the hydro-
gen flame as insufficient hydrogen was formed.
The concentration of HCl had a minimal effect on
the analytical signal and a value of 3 mol l−1 was
chosen, which provided enough acidic medium for
hydride generation.

3.1.2. Digestion/reduction step
Different oxidant reagents were tested in the

digestion step, namely hydrobromic acid-bromine
[30], sodium peroxodisulfate [31,32] and nitric
acid. Finally, nitric acid was chosen and the addi-
tion of hydrogen peroxide was necessary in order
both to complete the process and maintain oxidis-
ing conditions throughout the digestion [33]. Once
the volumes of the reagents had been optimised,
the MW power was studied, and 25% of the
nominal value (50 W) was selected. The MW
irradiation time was 5 min as this interval was the
minimum necessary to complete the digestion in
the selected conditions. Once the sample had been
digested, the concentration and volume of HCl
necessary to reduce the Se was studied. The more
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Table 2
Features of the determination methoda

Calibration 1 Calibration 2

Equationb Y=−4.38+0.15Y=4.11+4.94 C
C

r2 (%) 98.53 98.21
0.30–40 40–1300Calibration range

(ng ml−1)
4.6 (at 15 ng 2.86 (at 750 ng%RSD (n=7)
ml−1) ml−1)
0.4 –Detection limit (ng

ml−1)c

1.4 –Quantification limit
(ng ml−1)d

a All concentration are expressed as Se.
b Y is expressed in arbitrary fluorescence unit and C in ng

ml−1.
c As three time SD (IUPAC).
d As ten times SD (IUPAC).

3.2. Features of the method

Two calibration curves were run using standard
solutions of SeIV (injected in triplicate), changing
the sensitivity of the detector in order to cover a
wide range of concentrations, from 0.3 to 40 ng
ml−1 (Calibration 1) and from 40 to 1300 ng
ml−1 (Calibration 2). Table 2 shows the charac-
teristics of both calibration curves, limit of detec-
tion and the repeatability of the method expressed
as RSD (n=7, injected in triplicate), with good
results in all instances. The sample throughput
was ca. 5 samples h−1 for the pre-treatment step
and ca. 50 samples h−1 for derivatisation-
detection.

3.3. Validation of the method

The method was applied to a reference material
of mussel tissue (CRM CRR 278), using the Cali-
bration 1 and the result is shown in Table 3. The
agreement of the certified and found values and
the good precision of the method, make it an
advantageous alternative for the determination of
selenium in pharmaceutical samples.

3.4. Applications

The method was applied to two kinds of phar-
maceuticals: five liquid nutritional supplements

diluted the acid, the longer the irradiation time
necessary to complete the reduction. Finally, 10
ml of 6 mol l−1 HCl was selected as reductant, as
more concentrated acid did not accelerate the
process. Once more, the MW power and irradia-
tion time were optimised in order to provide a
complete reduction in the shortest time, and 75%
(150 W) and 5 min, respectively, were chosen.

Table 3
Validation and applications of the method

ta %YieldSample Found value (n=3) (ng ml−1 ofNominal (or certified) value (ng ml−1 of Se)
Se)

1.6690.04CRM CRR 278 1.6190.05 1.73 97.093.0

Nutritional supplements
501 5291 3.41 104.892.4

94.693.4652 6292 2.59
70 67933 1.70 96.194.0

4 101.7 10292 0.13 99.892.3
97.493.6100 1.245 9794

Shampoosb

251 21.490.3 24.94 86.591.2
252 25.490.4 1.78 101.591.5

a t (0.05, 2 degrees of freedom)=4.30.
b Concentration expressed as g l−1 of selenium sulphide.
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with different concentrations of Se, and two
shampoos. The nutritional supplements, kindly
supplied by Reina Sofı́a Hospital (Córdoba,
Spain), are the following: (1) Dietgrif (Lab. Gri-
fols, Spain), with Se present as Se-methionine; (2)
Ensure HN (Lab. M&R, Holland), with Se
present as sodium selenite; (3) Enrich (Lab.
M&R, Holland); (4) Nepro (Lab. Abbott, Spain);
and (5) Edanec (Lab. Abbott, Spain). In samples
(3), (4) and (5) the Se-compound was not spe-
cified. For samples (1) and (2), 2.5 ml of liquid
sample was taken for the application of the
method, while in all the rest, the analysis was
carried out using 1.5 ml. Each pharmaceutical was
analysed three times, and injected in triplicate.
Calibration 1 was used in all instances. The results
obtained are shown in Table 3, with yields rang-
ing between 96.1 and 104.8, and good precision.
The shampoos were acquired in local pharmacies,
and were as follows: (1) Bioselenium (Lab. J.
Uriach & Cia., Spain); and (2) Abbott Selsun
(Lab. Abbott, Spain). Approximately 0.05 g of
shampoo was accurately weighted and subjected
to the treatment described in Section 2. 0.25 ml of
the final solution was taken, diluted to 10 ml with
3 mol l−1 HCl, and analysed. Calibration 2 was
used for these samples. The results thus obtained
are shown in Table 3. As can be seen, a good
agreement between nominal and found values was
obtained for one of the samples, but not for the
other, although the precision was excellent in both
instances.

4. Conclusions

A new method for the analysis of pharmaceuti-
cal samples (nutritional supplements and sham-
poos) has been developed and validated, and
good results have been obtained in almost all the
cases. The digestion and reduction steps are quite
short (only 10 min), as compared with other
recently described in the literature. It could be
applied to other kind of matrices (as different
foods or other pharmaceuticals), although it
should be optimised in each case. The derivatisa-
tion-detection method is very sensitive, covering a
wide range of concentrations with good linearity,

reproducibility and excellent sampling frequency.
This is also the first time that FI-HG-AFS is
applied to this kind of samples. The method
reported here follows the trend of increasing au-
tomation in the pharmaceutical field.
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Abstract

A flow-injection spectrofluorimetric method for the determination of Hg(II) is described. The method is based on
the complex that is formed between Hg(II) and calcein at pH 11–12. This reagent was not used before for
determining Hg(II). The excitation wavelength is 324 nm and the emission wavelength is 522 nm. The calibration
graph shows a linear range between 7.7 and 128 mg l−1 (relative standard deviation 2.0%), the sampling rate was 90
h−1. The effect of several interferents has been examined. Trace mercury in natural waters were determined
satisfactorily using a modified manifold, which has an EDTA stream in order to minimize the calcium and magnesium
interference. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: FIA; Hg; Fluorimetric determination; Calcein
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1. Introduction

The determination of traces of heavy metals in
natural waters is becoming increasingly interesting
in environmental analysis. The Hg(II) is consid-
ered a chemical pollutant and for low concentra-
tion its toxicity can be dangerous hence its
importance in the detection of mercury.

There are well-established laboratory methods
such as atomic absorption spectrometry [1,2], with
cold vapor [3,4], ICP emission spectrometry cou-
pled with mass spectroscopy [5,6]. They are char-

acterized by their high sensitivity but at present
the easier, faster and inexpensive analysis for
monitoring Hg(II) in natural waters is becoming
important.

The aim of the present paper is to develop a
simple and fast method which can be considered
as a screening flow injection analysis (FIA)
method for a fluorimetric determination of Hg(II)
based on the Hg(II)-calcein complex formation in
alkaline medium. The literature contains no re-
port of quantitative determination of Hg(II) by
using this reagent. For this purpose, a manifold
was designed and optimized. The proposed
method has reached a linear range of Hg(II)
concentration that turned out to be wider than
the fluorimetric determination of Hg(II) by using

* Corresponding author. Fax: +54-291-4595160.
E-mail address: usband@criba.edu.ar (B.S. Fernández

Band)
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an optochemical sensor [7] or the fluorimetric
flow-injection method applied in soil samples [8].

2. Experimental

2.1. Apparatus

An Aminco Bowman Serie 2 luminescence spec-
trophotometer equipped with a Hellma 176752-
QS flow cell with an inner volume of 25 ml and 1.5
mm light path. All the reaction coils were made of
PTFE tubing (i.d. 0.5 mm). A Gilson Minipuls-3
peristaltic pump and Rheodyne 5041 injection
valve were used.

2.2. Reagents

Calcein stock solution: a stock solution of 1000
mg ml−1 calcein was prepared by dissolving 0.25 g
of calcein (Hopkin & Williams) in 250 ml of 0.6
M potassium hydroxide (Mallinckrodt). This so-
lution was stored in a plastic bottle and kept in a
refrigerator.

Calcein working solution: the reagent working
solution of 30 mg ml−1 was prepared daily, by the
dilution of 3 ml of calcein stock solution to 100
ml with 0.6 M potassium hydroxide.

Mercury standard solution: a solution of 0.01
M Hg(II) was prepared, by dissolving 0.6785 g of
HgCl2 (Sigma) in 250 ml of bidistilled water.

Mercury working solution: the reagent working
solution of 8×10−4 M Hg(II) was prepared
daily. More dilute solutions were prepared as
required.

Disodium ethylendiamine tetraacetate (EDTA)
(Mallinckrodt): an aqueous solution 4×10−4M
was prepared.

2.3. General procedure

The configuration showed in Fig. 1 was de-
signed and optimized for the application of the
proposed method.

The sample was injected into bidistilled water
as a carrier that merged with the alkaline calcein
reagent, the complex was formed along the reac-
tor and its fluorescence was monitored as it

passed through the flow cell. Fluorescence intensi-
ties were measured at 522 nm (excitation wave-
length 324 nm). The baseline was adjusted while
the calcein reagent was continuously flowing
through the system.

3. Results and discussion

3.1. Optimization of 6ariables

3.1.1. Chemical 6ariables
The pH required for the formation of the bi-

nary complex was 11–12. At 4BpHB10 there
was an important interference owing to the en-
hancement of the fluorescence of the baseline by
calcein reagent.

The effect of reagent concentration was studied,
with a concentration of potassium hydroxide fixed
at 0.6 M the calcein concentration was varied
from 15 to 120 mg ml−1. Calcein concentration
(30 mg ml−1) gave the greatest slope of the cali-
bration curve.

The potassium hydroxide concentration was
studied with a fixed calcein concentration of 30 mg
ml−1, it was varied between 0.2 and 1.0 M, the
slopes of the calibration curves only changed
slightly with the increase of the potassium hydrox-
ide concentration. The optimum concentration
was 0.6 M.

3.1.2. FIA 6ariables

3.1.2.1. Manifold configuration. For designing the
manifold we have considered three types: two-
and three-channel systems, and a double injection
system.

Fig. 1. Flow injection manifold for the fluorimetric determina-
tion of Hg(II). F, spectrofluorimeter; I.V., injection valve; P,
peristaltic pump, R, reaction coil; W, waste.
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Table 1
Optimization of FIA variables

Optimum valueVariable Studied range

Reactor length 100 cm10–200 cm
Sample volume 200 ml50–300 ml

1.5 ml/min0.8–2.6 ml/minReagent flow rate (q1)
1.3–3.2 ml/minCarrier flow rate(q2) 2.6 ml/min

Fig. 2. Flow injection response of standard solutions with 7.7,
16, 26, 51, 77, 102 and 128 mg l−1 by working with the
optimized FIA system which is shown in Fig. 1

1. In the two-channel system, the sample was
injected into bidistilled water, then it merged
with the calcein reagent and the binary com-
plex was formed inside the reaction coil.

2. In the three-channel system, the sample was
injected into bidistilled water, it merged with
0.6 M of potassium hydroxide solution into a
reaction coil, then it merged with calcein
reagent into a second reaction coil to form the
complex.

3. In a double injection system, the sample and
the calcein reagent were both injected into
their carriers, bidistilled water as a carrier for
the sample and 0.6 M potassium hydroxide as
a carrier for the calcein.

The two-channel system was the manifold se-
lected because the fluorescence signal of the sam-
ple increased sharply and it was obtained more
sensitivity for the lower mercury (II)
concentration.

The double injection system produced a high
peak for the blank reagent and a consequent loss
of sensitivity when low concentration of mercury
(II) was measured.

The range of the FIA variables studied and
their optimum values are listed in Table 1.

The calibration curve was linear over the range
7.7–128 mg l−1 (Fig. 2) and the regression equa-
tion is: y=0.036 (Hg2+, mg l−1)+1.0, r2=0.996.
The relative standard deviation after 11-fold trip-
licate processing of 77 mg l−1 Hg(II) solution was
estimated as 2.0%. The sampling throughput was
90 h−1.

3.2. Interferences

A systematic study of potential interferents in
the determination of 80 mg l−1 mercury was per-

formed. The tolerance limits shown in Table 2
were obtained by considering that foreign ions do
not cause interference if its signal is not different
than 3% of the analyte signal. Ca2+, Mg2+

caused the greatest interference. Good tolerance
to most of the species commonly found in waters
was observed.

3.3. Determination of Hg(II) in real samples

The flow injection manifold above presented,
was modified by incorporating an EDTA stream
to minimize the calcium and magnesium
interference.

Table 2
Interferences

Tolerance limits (mg/l)Interferences

Mn2+ 12.0
Cu2+ 11.6
Mg2+ Interfere

InterfereCa2+

Ni2+ 12.0
Fe3+ 2.3

120Na+

F− 6.0
372.2EDTA

Citrate 2.0
30Oxalate

NO3
− 10

100Cl−

SO4
2− 120
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Table 3
Hg(II) determination in real samples

Samplesa Hg(II) added (mg/l) % RecoveryHg(II) found (mg/l)

13.5 1051 12.8
12.8 13.0 101.52

101.7 99.4135.017.63 35.2 17.9
35.2 17.8 35.6 101.1 101.14 17.6

a Water samples obtained from different places of the Casa de Piedra lake. (Lat. 38° 10% S, Long. 67° 20% W, Colorado River,
Argentine).

Fig. 3. Flow-injection manifold for the fluorimetric determina-
tion of Hg(II) in real water samples. F, spectrofluorimeter;
I.V., injection valve; P, peristaltic pump, q1, 1.5 ml/min; q2, 2.6
ml/min; R1, reaction coil (30 cm, F=0.5 mm); R2, reaction
coil (100 cm, F=0.5 mm); S, sample; W, waste.

spiked samples, an appropriate sample volume
was taken and in agreement with this dilution, a
4×10−4 M EDTA solution was used in the
above FIA system, so the interference of Ca2+

and Mg2+ was minimized.
The obtained results were shown in Table 3.

4. Conclusion

A new, fast and simple fluorimetric FIA
method for the determination of Hg(II) has
been developed. Given the simplicity of the sys-
tem and the easily instrumentation availability it
can be a useful method to control effluents that
may have a certain content of Hg(II) as a
screening method.

In order to determine Hg(II) in real samples,
it requires the incorporation of an EDTA
stream in the FIA system to minimize the cal-
cium and magnesium interference. This fluori-
metric method is an alternative to other
methodologies and provides good results in
terms of accuracy and precision (RSD%=2%)
and a sample throughput of 90 h−1.
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The sample volume is injected into a carrier
stream merging with the EDTA stream inside
the first reactor (R1). Then it merges with the
reagent stream inside the reactor R2. Fig. 3
shows the optimized system.

The total Ca2+ and Mg2+ concentration in
water samples were determined by the titrimetric
method [9], therefore the EDTA concentration
to be used in the FI manifold was calculated,
keeping in mind that EDTA does not interfere
in a concentration up to 1×10−3 M (Table 2).

The real samples showed that Hg was not
present in them, so they were spiked with stan-
dard mercury solution and then the samples
were analyzed by standard addition method.

The greatest concentration of Ca2+ and
Mg2+ in real samples tested was 210 mg
CO3Ca/l. As the addition standard method in-
volves a sample dilution for preparing the
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Abstract

A simple, rapid and sensitive spectrophotometric method has been developed for the assay of ceterizine hydrochlo-
ride (CTZH) in bulk drug and its pharmaceutical preparations. This method is based on the ion-pair complex reaction
between CTZH and Alizarin Red S in Clarks–Lubs buffer. The chromogen being extractable with chloroform, could
be measured quantitatively at 440 nm. All variables were studied to optimise the reaction conditions. Regression
analysis of Beer’s Law plot showed good correlation in the concentration range 2.5–22 mg ml−1. The method has a
detection limit of 0.1328 mg ml−1. The proposed method has been successfully applied for the analysis of the bulk
drug and its dosage forms such as tablets and syrups. No interference was observed from common pharmaceutical
adjuvants. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Ceterizine hydrochloride; Ion-pair complex; Spectrophotometric method
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1. Introduction

Ceterizine hydrochloride, CTZH, (2-(4-(4-
chlorophenyl) phenylmethyl)-1-piperazinyl)-
ethoxy)-acetic acid dihydrochloride is a new
antihistaminic drug [1–3], currently marketed in
India under the trade names cetzine, zyncet,
zyrtec, cetrizet and cetiriz. It is indicated for the
treatment of perennial and seasonal allergetic
rhinitis and also for chronic uticaria. Currently,
CTZH and its formulations are not to be found in
any pharmacopoeia. Only two gas-chromato-

graphic methods [4,5] and three high performance
liquid chromatography (HPLC) methods [6–8]
have been described for the determination of ce-
terizine in biological materials. Recently [9], El-
Walily et al. have reported derivative
spectrophotometric and HPLC methods for the
determination of CTZH in pharmaceutical
tablets. No methods based on colour formation
have been reported for CTZH.

This paper describes a spectrophotometric
method based on ion-association complex forma-
tion between CTZH and the acid dye, Alizarin
Red S in Clarks–Lubs buffer of pH 3.2 (Fig. 1).
The proposed method is simple, sensitive and the
complex formed is stable for more than 24 h.

* Corresponding author. Tel.: +91-821-421-263; fax: +91-
821-520-600.
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2. Experimental

2.1. Apparatus

An Elico Model SL 171 digital spectrophoto-
meter with 1-cm matched glass cells was used for
the absorbance measurements. pH measurements
were made with an Elico Model L1-120 digital pH
meter, calibrated with buffer solution (pH 49
0.05).

2.2. Chemicals and reagents

All chemicals and reagents were of analytical
grade. CTZH 99.62% purity (UNI-UCB, Mum-
bai, India) was used as the working standard.
Alizarin Red S ARS (s.d. Fine Chemicals) was
0.05% w/v in Clarks–Lubs buffer of pH 3.2.
Clarks–Lubs buffer of pH 3.2 was prepared by
mixing 125 ml of 0.1 M potassium hydrogen
phthalate and 36.75 ml of 0.1 M HCl and diluting

to 250 ml. Spectroscopic grade chloroform was
used.

Dosage forms used in this investigation were:
cetzine tablets and syrup (Glaxo Lab); cetiriz
tablets and syrup (Alchem Labs); zyncet tablets
and suspension (Unichem India); cetrizet-D
tablets (Sunpharm); alerid tablets and syrup (Ci-
pla); Zyrtec tablets (UNI-UCB) and zirtin tablets
(Torrent Pharm).

2.3. Preparation of standards

Twenty mg of CTZH, accurately weighed, were
transferred into a 100 ml volumetric flask, dis-
solved in water and completed to volume with the
same solvent. This solution was diluted appropri-
ately to get a working solution of 50 mg ml−1.

2.4. Assay procedure

Aliquots of solution containing 2–22 mg ml−1

of CTZH were transferred into a series of 125 ml
of separating funnels; then 5 ml of Clarks–Lubs
buffer of pH 3.2 and 2 ml of 0.05% ARS were
added. The total volume was adjusted to 15 ml by
adding distilled water. Chloroform (10 ml, accu-
rately measured) was added to each separating
funnel and the contents were shaken for exactly 1
min. The two phases were allowed to separate and
the chloroform layer was passed through anhy-
drous sodium sulphate and the absorbance was
measured at 440 nm against the reagent blank.
The reagent blank was prepared exactly like the
procedure described above, but in the absence of
CTZH. A calibration graph was drawn or regres-
sion equation calculated.

2.5. Assay procedure for tableted dosage

Tablets: twenty tablets were weighed and pow-
dered. An amount of the powder equivalent to 20
mg of antiallergic drug was weighed into a 100 ml
volumetric flask, 60 ml of distilled water were
added and shaken thoroughly for about 20 min.
The contents were diluted to the mark, mixed well
and filtered through a quantitative filter paper
(Whatman 40) to remove the insoluble matter
remaining. Twenty five ml of this filtrate was

Fig. 1. Structure of (a) ceterizine dihydrochloride; (b) Alizarin
Red S.
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Fig. 2. Absorption spectra of (a) ceterizine (CTZ)–ARS complex; (b) reagent blank.

diluted to 100 ml and a suitable aliquot was taken
for analysis using the procedure described earlier.

2.6. Syrup and suspension

In respect of syrup and suspension, 20 ml
equivalent to 20 mg of drug were transferred into
a 250 ml separator. The sample was rendered
alkaline to litmus with 6 N ammonia solution and
1 ml in excess was added. The mixture was then
extracted with 3×15 ml portions of chloroform,
the chloroform extracts were evaporated to dry-
ness and the residue was dissolved in 0.1 N HCl
and made upto 100 ml with distilled water. This
solution was diluted to get 50 mg ml−1 of drug
and an aliquot was analysed as above.

3. Results and discussion

Ion-pair extraction spectrophotometry has re-
ceived considerable attention for quantitative esti-
mation of many pharmaceutically important
compounds [10–14]. CTZH reacted with ARS in
an acidic buffer to form a yellow ion-pair complex
which was extracted into chloroform. This com-
plex has an absorption maximum at 440nm
against reagent blank, hence this wavelength was

used for all subsequent measurements. Under the
same experimental conditions the reagent blank
gave negligible absorbance (Fig. 2).

3.1. Optimum conditions for complex formation

The optimum conditions for quantitative deter-
mination of the associated ion-pair formed were
established via a number of preliminary experi-
ments. The effect of pH was studied by extracting
the coloured complex formed in the presence of
various buffers of different acidic pH values. Of
the various buffers tried, Clark–Lubs (pH 2.2–
3.8) was found to be more suitable compared to
Walpole or Sorenson buffer in terms of sensitiv-
ity. In order to establish the optimum pH range,
CTZH was mixed with ARS in selected buffer of
pH 2.2–3.8, and the absorbance of the ion-associ-
ated complex was measured. Fig. 3 shows that the
absorbance increases and reaches a maximum and
a constant value at 3.0–3.4 pH range. At pH
values greater than 3.4, the decrease in ab-
sorbance of the complex and increase in ab-
sorbance of the blank were observed. Hence, a pH
of 3.2 was used in all subsequent experimental
work. The shape of the absorption spectrum and
maximum position did not vary with pH, so, it
was concluded that only one complex was formed
in this pH range.
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The optimum volume of the dye used was also
studied. Fig. 4 revealed an increase in the ab-
sorbance readings with the increase of volume of
ARS upto 3.0 ml. However, a significant increase
in the absorbance value of the blank was observed
at volumes larger than 3 ml. Therefore, 3 ml of
0.05% w/v ARS was found to be quite adequate

in a total volume of 15 ml of aqueous phase.
Several organic solvents were tried to provide an
effective extraction of the drug-dye complex from
the aqueous phase and chloroform was preferred
for its selective extraction. A ratio of 3:2 of
aqueous to chloroform phases was required for
efficient extraction of the coloured species. Shak-

Fig. 3. Effect of pH on the absorbance of the ceterizine hydrochloride (CTZH)–ARS complex (final concentration of CTZH was
10 mg ml−1).

Fig. 4. Effect of concentration of ARS (final concentration of ceterizine hydrochloride, CTZH, was 10 mg ml−1).
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Table 1
Analysis of pharmaceutical preparations containing ceterizine hydrochloride (CTZH) by the proposed method

Preparation* Recovery by the proposed method (%)Label claim (mg tablet−1 or ml−1) RSD (%)

97.5810 1.32Ceterzine tabletsa

103.26Cetzine syrupa 0.841
98.3510 1.06Cetiriz tabletsb

1Cetiriz syrupb 97.64 0.95
102.1410 0.72Zyncet tabletsc

96.58Zyncet suspensionc 0.641
98.4210 0.26Cetrizet-D tabletsd

10Alerid tabletse 97.95 0.52
98.121 0.75Alerid syrupe

10Zyrtec tabletsf 101.54 0.68
10Zirtin tabletsg 98.73 1.26

* Marketed by: a, Glaxo Lab; b, Alchem; c, Unichem; d, Sun Pharmaceuticals; e, Cipla; f, UNI-UCB; g, Torrent Pharmaceuticals.

ing times of 0.5–5 min produced a constant ab-
sorbance, and hence a shaking time of 1 min was
used throughout. Only one extraction was ade-
quate to achieve a quantitative recovery of the
complex. Absorbances of the separated extracts
were stable for more than 24 h. The drug-dye
ratio as evaluated from the slope-ratio method
was 1:2.

3.2. Quantification

A linear correlation was found between ab-
sorbance and concentration of CTZH in the range
2–22 mg ml−1. The equation for one representa-
tive calibration curve is:

A440= (0.0115+ (0.035)C), where A and C cor-
respond to absorbance and CTZH concentration
in mg ml−1, respectively. The correlation coeffi-
cient, r=0.9995 (n=8), indicates excellent linear-
ity. The molar absorptivity coefficient was
1.60×104 l mol−1 cm−1, and Sandell sensitivity
was 0.3019 ng cm−2. The method has a detection
limit of 0.1328 mg ml−1.

The precision of the proposed method was ex-
cellent as indicated from the relative standard
deviation (S.D.B1%) calculated from eight repli-
cate analysis of 10 mg ml−1 of pure CTZH.

3.3. Application

The applicability of the method to the assay of
dosage forms was examined by analysing tablets,

syrups and suspension marketed under different
trade names. Table 1 shows the quantities ob-
tained by the proposed method and labelled
amount. The relative S.D.s are lower than 1%
indicating good precision and the independence of
the matrix effect over the absorbance. The
method is simple and inexpensive as compared to
the currently available methods [4–9] which are
tedious and involve expensive experimental set-up
which ordinary laboratories cannot afford.
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Abstract

A rapid and sensitive flow-injection kinetic spectrophotometric method is proposed for the determination of
ascorbic acid. The procedure is based on the inhibiting effect of ascorbic acid on the enhancing effect of oxalate on
the potassium dichromate-potassium iodide/rhodamine 6G system. The detection limit and linear ranges are 0.08 and
0.10–4.00 mg/ml, respectively. The relative standard deviation of 11 replicate measurements is less than 2.0%. This
method has been successfully used to determine ascorbic acid in pharmaceuticals, tomatoes and oranges. © 1999
Elsevier Science B.V. All rights reserved.
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1. Introduction

Ascorbic acid (Vitamin C) is an essential vita-
min and participates in many different biological
processes. It occurs naturally in most fruit juices
and vegetables. The content of Vitamin C in
vegetables and fruits is a maturity index and its
determination in such samples is of special inter-
est in quality control. Therefore, numerous meth-
ods have been established for the determination of
ascorbic acid based on its reducing property.
These methods have been recently reviewed [1,2].

Flow injection analysis (FIA) has been applied
to the determination of ascorbic acid with detec-

tion techniques such as spectrophotometry [3–10],
amperometry [11–13], potentiometry [14], cou-
lometry [15], spectrofluorimetry [16] and chemilu-
minescence [17,18]. The big advantage of FIA is a
short analysis time and a reduced human partici-
pation in operations. The kinetic spectrophoto-
metric method is one of the most attractive
approaches for trace determination of some spe-
cies because of its high sensitivity. Therefore,
flow-injection kinetic spectrophotometric analysis
combines the advantages of both FIA and kinetic
spectrophotometric analysis. However, few inves-
tigations have been reported for the flow-injection
kinetic spectrophotometric determination of
ascorbic acid [5,6,9,10]. To the best of our knowl-
edge, no inhibitory system has been reported for
the kinetic spectrophotometric determination of
this analyte.

* Corresponding author. Fax: +86-373-3383145.
E-mail address: wjjly@public.zz.ha.cn (J. Fan)
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In this work, a new flow-injection kinetic spec-
trophotometric method is developed for the deter-
mination of ascorbic acid. The procedure is based
on the inhibiting effect of ascorbic acid on the
enhancing effect of oxalate on the potassium
dichromate-potassium iodide/rhodamine 6G sys-
tem. A controlled and weighted centroid simplex
method has been used to optimize the operating
conditions. The suggested method is rapid and
sensitive. It has been applied for the determina-
tion of ascorbic acid in pharmaceuticals, tomatoes
and oranges with satisfactory results.

2. Experimental

2.1. Apparatus

A schematic diagram of the flow-injection sys-
tem used is outlined in Fig. 1. The manifold
consisted of 0.7 mm i.d. polytetrafluoroethylene
(PTFE) tubing which was cut to the required
lengths and wound around a 15-mm o.d. glass
tube. The following equipment also formed part
of the flow-injection analysis system: a six-channel
peristaltic pump (Shanghai Instrument Factory)
fitted with Tygon pump tubing was used for
propulsion of fluids; sample solutions were intro-
duced into the flow-line by a valve fitted with a
by-pass coil; a spectrophotometer (Model 722,
Shanghai No.3 Analytical Instrument Factory)

with a 10-mm flow-through cell was used as the
detector; the signal output of the detector was
recorded with a recorder (XWT-204, Shanghai
Dahua Instrument Factory); the reaction coil was
immersed in a circulating thermostated bath
(Model 501, Chongqing Instrument Factory).

2.2. Reagents

All reagents were of analytical or guaranteed
grade, and all solutions were prepared using dis-
tilled-deionized water.

Ascorbic acid stock solution (1.0 mg/ml) was
prepared freshly before measurement by dissolv-
ing 0.1000 g of ascorbic acid in 100 ml of water.
The stock solution must be stored in a refrigerator
when not used. Working solutions were prepared
by suitable dilution. Oxalate stock solution
(1.14×10−3 mol/l) was prepared by dissolving
0.1532 g of sodium oxalate in 100 ml of water.
Rhodamine 6G stock solution (1.0×10−3 mol/l)
was prepared by dissolving 0.1194 g of rhodamine
6G into 250 ml of water. Solutions of lower
concentration were prepared by dilution of the
stock solution with water. Dichromate stock solu-
tion (2.0×10−2 mol/l) was prepared by dissolv-
ing 0.5884 g of potassium dichromate in 100 ml of
water. Potassium iodide solution (0.5 mol/l) was
prepared by dissolving 8.3 g of potassium iodide
in 100 ml of water. Sulfuric acid solution, 1.0
mol/l.

2.3. Treatment of samples

2.3.1. Vitamin C tablets
Several tablets of vitamin C drug were accu-

rately weighed, ground and powdered. An
amount of this powder equivalent to about 50 mg
of ascorbic acid was transferred into a 100-ml
volumetric flask. Water was added up to the
mark. The content of the flask was shaken for
about 5 min. Then it was filtered and the first
portion of the filtrate was rejected. This solution
was further diluted with water to adjust the con-
centration to meet the requirement of the experi-
mental conditions adopted.

Fig. 1. Manifold used for the determination of ascorbic acid.
C, water carrier; D, spectrophotometric cell; P, peristaltic
pump; R, recorder; R1, rhodamine 6G solution; R2, a mixed
solution of potassium dichromate and sulfuric acid; RC, reac-
tion coil in a water bath at 30°C; S, sample or standard
solutions (potassium iodide+sodium oxalate+ascorbic acid);
V, injection valve; W, waster.
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2.3.2. Vitamin C injection
A known volume of vitamin C injection equiva-

lent to about 50 mg of ascorbic acid was trans-
ferred into a 100-ml volumetric flask. Water was
added up to the mark and the mixture was well
mixed. This solution was further diluted for
determination.

2.3.3. Tomatoes and oranges
Tomatoes and oranges were squeezed, respec-

tively. The juice obtained was diluted quantita-
tively with water for determination.

2.4. Manifold and procedure

Fig. 1 shows the FIA system used to implement
the method. Carrier solution (water), rhodamine
6G solution and a mixed solution of potassium
dichromate and sulfuric acid, are each pumped
into the analytical lines at the same flow rate. The
sample solution, premixed with potassium iodide
and sodium oxalate solutions, was introduced into
the carrier stream by a loop-valve injector when
the absorbance of rhodamine 6G was maximum
and stable, and then merged with the reagent
solutions. The reaction takes place in a reaction
coil immersed in the thermostated bath at 30.09
0.1°C. The absorbance (A) at 528 nm was moni-
tored and the peak height measured. At least
three injections were made for every sample solu-
tion. A blank containing no ascorbic acid was
treated in the same way as the sample, and used
to obtain the absorbance (A0) and the correspond-
ing peak height. Concentration of the analyte can
be found from the calibration curves of DA (=
A−A0) versus ascorbic acid concentration ob-
tained from standards under the same working
conditions.

A calibration curve was obtained by injecting
0.00, 0.10, 0.50, 1.00, 2.00, 3.00, 4.00 mg/ml ascor-
bic acid standard solutions. These standard solu-
tions were prepared by adding 1.25 ml of 0.5
mol/l potassium iodide and 3.2 ml of 1.14×10−3

mol/l sodium oxalate solution into 25 ml flasks,
and diluting to the mark with water. Three injec-
tions were also made for the standard solutions.

3. Results and discussion

Rhodamine 6G is one of the triphenylmethane
dyes. It was widely used in analytical chemistry.
For example, it has been used as an indicator in
titration analysis and a chelating agent in the
extraction-spectrophotometric and extract-spec-
trofluorimetric determinations of metal ions and
non-metal ions.

It is observed in the experiment that the reac-
tion between potassium dichromate and potas-
sium iodide was accelerated by oxalate; the
reaction product (I2) reacts with rhodamine 6G to
form a colorless compound. The reaction rate of
this system can be inhibited by ascorbic acid. In
other words, a maximum peak (negative peak)
was obtained in the absence of ascorbic acid. The
presence of ascorbic acid caused a decrease in the
analytical signal. This difference in absorbance
intensity of rhodamine 6G is proportional to the
ascorbic acid concentration. Based on this fact, a
new flow-injection kinetic spectrophotometric
method is proposed for the determination of
ascorbic acid, although the detailed reaction
mechanism is not clear. The kinetic curves [19] of
ascorbic acid reaction at different concentrations
are displayed in Fig. 2.

3.1. Optimization of 6ariables

Flow-injection and chemical variables were op-
timized for the proposed flow-injection method.
This was carried out by the controlled and
weighted centroid simplex method [20]. The opti-
mum flow-injection and chemical variables chosen
were those that yielded the maximum absorbance
difference (DA) between the blank and the
sample.

3.1.1. Simplex optimization of 6ariables
A univariate method was conducted over a

wide range of values for each factor. The experi-
mental factors include the best dose of different
reagents, temperature and physical parameters of
FIA.

On the basis of the results of the univariate, the
controlled and weighted centroid simplex method
[20] was used to achieve the maximum absorbance
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Fig. 2. Progress curves when ascorbic acid is at concentrations of: ---
---, 0 mg/ml; ---�---, 1 mg/ml; and ---	---2 mg/ml.

Fig. 3. Response function progress of the simplex.

difference. The factors chosen each affect the
absorbance of the system. The simplex was halted
after 41 vertexes. The progress of the simplex is
shown in Fig. 3, indicating a gradual improve-
ment in peak height. The centroid (the mean of
ten retention points) was taken as the optimum
operating conditions. Table 1 lists the optimal
values obtained for each of the nine factors
investigated.

3.1.2. Choice of medium
The following media have been tried in the

proposed experiments: sulfuric acid, phosphoric
acid, hydrochloric acid, potassium hydrogen ph-
thalate-hydrochloric acid and Britton–Robinson
buffer solutions. It was found that the sensitivity
of reaction is very low in phosphoric acid, potas-
sium hydrogen phthalate-hydrochloric acid and
Britton–Robinson buffer solutions; and the
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inhibiting effect of ascorbic acid is strong in sulfu-
ric acid and hydrochloric acid solutions. But the
sensitivity is higher and the reproducibility is bet-

ter only in sulfuric acid solution. Therefore, sulfu-
ric acid was selected as the best reaction medium.

3.2. Features of the method

A series of standard solutions were injected into
the manifold under the optimized conditions to
test the linearity of the calibration graph. A linear
relationship between DA and ascorbic acid con-
centration was obtained in the range of 0.10–4.00
mg/ml. The calibration equation obtained by the
least-squares method is given by:

DA=0.0124+0.0746C (r=0.9979, n=6)

Where C is the concentration of ascorbic acid in
mg/ml and r is the linear correlation coefficient.
The detection limit was 0.08 mg/ml. The relative
standard deviations of 0.50 and 3.00 mg/ml ascor-
bic acid solutions were 2.0% (n=11) and 1.2%
(n=11), respectively. The analysis can be per-
formed at a rate of 100/h.

A comparison of the proposed method with the
flow-injection kinetic spectrophotometric analysis
methods for Vitamin C reported in the literature
[5,6,9,10] is shown in Table 2. Obviously, the
suggested method in this work has higher sensitiv-
ity and sampling frequency.

3.3. Effect of foreign ions

The effects of foreign ions on the determination
of 2.00 mg/ml ascorbic acid were investigated.
When the permitted relative deviation from DA is
less than 95%, the interferences are listed in
Table 3.

3.4. Applications to real samples

The proposed method was applied to the deter-
mination of ascorbic acid concentrations in Vita-
min C tablet, Vitamin C injection, tomatoes and
oranges by using the procedure described in the
experimental section. The results were statistically
compared with those obtained by iodimetry [21]
in Table 4. It is evident from the calculated t-test
values that our results for ascorbic acid in Vita-
min C tablet, Vitamin C injection, tomatoes and
oranges were in good agreement with those ob-

Table 1
Optimal conditions for the determination of ascorbic acid
obtained by the controlled and weighted centroid simplex
method

Operating parameters Simplex optimum

Coil length (cm) 100
Sample volume (ml) 193
Flow rate (ml/min) 1.60
H2SO4 (mol/l) 4.1×10−2

Rhodamine 6G (mol/l) 5.4×10−5

K2Cr2O7 (mol/l) 9.9×10−4

KI (mol/l) 2.5×10−2

C2O4
2− (mol/l) 1.45×10−4

30.0Temperature (°C)

Table 2
Comparison of the methods of flow-injection kinetic spec-
trophotometric analysis for ascorbic acid

Sampling frequence (perBeer’s lawReference
range hour)

[5] 3610.6–29.9 mg/
ml

100100–400 mg/ml[6]
17.6–1761mg/ml[9] 60

[10] —0.02–0.09 mg/
ml

This work 1000.10–4.00 mg/
ml

Table 3
Influence of foreign ions

Ion added Ratio
(ion/ascorbic acid)

Br−, Cl−, K+, NO3
−, Urea 400–600

Vitamin B1, Vitamin B6, Na+, Citric 100–200
acid

ClO3
−, SO4

2−, PO4
3− 70

40F−, Glucose, Mg2+

CH3COO−, Glycine, Fructose, 20
Sodium bitartrate

Ni2+, Starch, Mn2+ 10
Vitamin B12, Ca2+, Cd2+, Pb2+ 2
NO2

− 1
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Table 4
Comparison of ascorbic acid concentrations determined by the
proposed FIA and by iodimetry

Sample ProposedIodimetrya tc

methodb

97.790.3 97.190.6 2.24Tablet (mg/
tablet)

191.990.5Injection (mg/ml) 1.34192.290.3
25.190.4 24.990.3 1.49Tomato (mg/100

ml)
39.990.5 39.690.4Orange (mg/100 1.68

ml)

a Average of three determinations.
b Mean9standard deviation of five determinations.
c Theoretical value=2.78, n=5 with 95% confidence limits.
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tained by iodimetry. This confirms the validity of
the method proposed in this work.

4. Conclusions

A new reaction system for the flow-injection
kinetic spectrophotometric determination of
ascorbic acid was suggested. The main features of
the proposed method are rapid, simple and sensi-
tive. These facts encourage the application of this
method in routine analysis of ascorbic acid in
pharmaceuticals, vegetables and fruits.

.
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Abstract

A flow injection (FI) spectrophotometric procedure for determining reducing sugars content in sugar cane juices
using a focalized PTFE coiled reactor positioned at the output antenna of a domestic microwave oven at 700 W is
proposed. In this system, sample solution converge to 1.0 mol l−1 NaOH and 5.2 mmol l−1 K3Fe(CN)6 solutions
previously mixed and the decrease of hexacyanoferrate(III) concentration was monitored at 420 nm. Under best
analytical conditions, there was a direct relationship between absorbance decrease and reducing sugar content
(fructose plus glucose concentrations) in the concentration range from 50 to 1200 mmol l−1 with a detection limit of
15 mmol l−1. The relative standard deviations (rds) were less than 1.4% for ten injection of 400 and 800 mmol l−1

fructose solution and the analytical frequency was 70 h−1. A paired t-test showed that all results obtained for sugar
cane juices using this FI procedure and the Somogyi–Nelson batch procedure agree at the 95% confidence level.
© 1999 Elsevier Science B.V. All rights reserved.

Keywords: Flow injection spectrophotometric; Reducing sugars; Coiled reactor; Domestic microwave oven
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1. Introduction

The frequent determination of reducing sugars
content (glucose plus fructose concentrations) in
raw material, final products and during the fer-
mentation in industrial bioprocess, such as wine,
hydrated alcohol, penicilins production is very
important [1–3].

Several analytical procedures using chemical
oxidation of reducing sugar have been proposed
in the literature [4,5]. However, these procedures
need a time consuming heating step, before the
reducing sugars content determination. Several
flow injection procedures for determining reduc-
ing sugars content have been employing a hot
water batch [6–10].

Microwave ovens have been largely used as an
energy source in the mineralization of samples for
metals, Kjeldahl nitrogen, COD and total phos-
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phorus determinations [11–14]. Flow injection
systems using microwave ovens have been also
proposed for the determination of several sub-
stances and the distribution of radiation in the
oven cavity has been studied only on its floor, or
simply, the coil was centered inside the microwave
oven cavity [15–17].

In this work, a fast and efficient heating of the
reaction medium was obtained by positioning
strategically a flow-coiled reactor at the output
antenna of a domestic microwave oven. With this
heating form, a flow injection system with a mi-
crowave oven coupled is proposed to reducing
sugars content determination by decolorization of
hexacyanoferrate(III) in alkaline medium, without
the need of the employment of colorimeters com-
pound to improved the procedure sensitivity, such
as ferroin or prussian blue formations [8].

2. Experimental

2.1. Apparatus

The flow injection manifold is shown in Fig. 1.
An eight-channel Ismatec (Zurich, Switzerland)

Model 7618-40 peristaltic pump supplied with
Tygon pump tubing was used for the propulsion
of fluids. All flow tubes used inside the microwave
oven cavity were 0.8-mm i.d. PTFE. Spectropho-
metric measurements were carried in a Micronal
(São Paulo, Brazil) Model B342II spectrophoto-
meter with a Hellma flow-through cell (optical
path 1.0 cm) at 420 nm coupled to a Cole Parmer
(Nile, IL, USA) Model 12020000 two channel
strip-channel recorder. Sample and reagents were
inserted into the carrier stream using a Micronal
(São Paulo, Brazil) Model B352 automatic
proportional-comutator.

A Panasonic (Manaus, Brazil) Model Junior
domestic microwave oven equipped with a mag-
netron of 700 W at 2.45 GHz was used. PTFE
coiled reactor was used strategically positioned
onto the output antenna localized in one wall of
the oven cavity, allowing thus a focused mi-
crowave radiation. The turning plate and its mo-
tor were removed to allow the passage of tubings
for the circulation of tap water at a flow rate of c.
500 ml min−1 in two 500 ml glass closed vessels
(CV1 and CV2) attained in series. The aim of the
use these vessels, was for attenuation of radiation
excess not absorbed by fluids in the coiled reactor,
i.e. a dummy load.

Fig. 1. Schematic manifold FI system for spectrophotometric determination of reducing sugar contents determination. B1–B4

indicates 100, 200, 150 and 25 cm coil lengths, respectively; C, water carrier (3.4 ml min−1); CV1 and CV2, 500 ml glass closed
vessels supplied with tap water at flow rate of c. 450 ml min−1; D, detector, DB, debubbler; R1, 5.2 mmol l−1 hexacyanoferrate(III)
solution (0.8 ml min−1); R2, 1.5 mol l−1 sodium hydroxide solution (0.8 ml min−1); S, sample loop (50 ml); W waste.
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2.2. Reagents and solutions

All reagents used were of analytical reagent-
grade. All solutions were prepared with water
from Millipore (Bedford, MA, USA) Model UV
Plus Ultra-Low Organics Water Milli-Q System.

Glucose, fructose or sucrose stock sugar solu-
tion was prepared by dissolution of sugar from
Sigma (St. Louis, MO, USA) in water and the
solution was kept at 4°C. The reference solutions
were prepared daily from each stock solutions,
before use.

The potassium hexacyanoferrate(III) solutions
were prepared by dissolution of appropriated mass
of K3Fe(CN)6 (Riedel) in a 500-ml volumetric
flask and diluting to volume with water.

2.3. Methods

2.3.1. Analysis of sugar cane juice samples
Aliquots of sugar cane juices varying from 0.5

to 2 ml were filtered through four layers of cheese-
cloth and diluted with water to 100 ml. Then, a
volume of 50 ml of diluted sample was rapidly
inserted in the flow injection system.

2.3.2. Reference methods
In order to compare the results obtained by flow

injection (FI) procedure, the Somogyi–Nelson
batch procedure used in the Brazilian alcohol
industry [3] was carried out with minor modifica-
tions. An aliquot of 1.0 ml of diluted sample with 1.0
ml of Somogyi reagent was heated in a boiling water
bath for 2 min. This solution was quickly cooled,
and 1.0 ml of Nelson reagent and 7.0 ml of water
were then added. After 15 min, the absorbance of
the colored solution was measured at 720 nm.

2.4. Study of radiation distribution in microwa6e
o6en ca6ity

The distribution of radiation in the oven cavity
was realized similarly to a literature procedure
[18], but in three different heights (bottom, middle
and top of oven cavity). On a Perspex plate, 16
plastic flasks containing 10 g of water were intro-
duced simultaneously into the oven cavity and
heated for 2 h in 20% of total power to avoid the

water boiling. The relative mass loss in each posi-
tion was then calculated. This same procedure was
repeated in triplicate in other two heights.

2.5. Flow injection procedure

Fig. 1 shows the FI system used. Milli-Q water
at a flow rate of 3.4 ml min−1 was used as carrier.
A sample solution contained in the sample loop
(50 ml) was transported by the carrier. At point X,
R1 and R2 solutions (previously mixed at point Y)
were introduced so that the reducing sugar oxida-
tion by potassium hexacyanoferrate(III) proceed
in the PTFE coiled reactor B1 (100 cm; 0.8 mm
i.d.). As can be seen, the reactor B1 was placed at
the output antenna of microwave oven turn on at
maximum power level (700 W) where the stream is
heating and partially volatilized. For safety rea-
sons, these PTFE tubes were passed through the
walls the microwave oven using the external oven
air vents. The oxidized samples passed through a
PTFE coil B2 (200 cm; 0.8 mm i.d.) and then, the
vapor was condensed in a PTFE coil B3 (150 cm;
0.8 mm i.d.) immersed in a 450-ml circulated tap
water batch. The remainder bubbles produced by
dissolved gases were removed with a T-shaped
glass debubbler DB at an aspiration rate of 0.4 ml
min−1. The residual potassium hexacyanofer-
rate(III) concentration in the sample zone was
measured at 420 nm in a spectrophotometer cell
after passing through a coiled reactor B4 (25 cm;
0.8 mm i.d.). The height of the recorded transient
signal was proportional to the reducing sugar
content in the sample. To avoid damage in the
magnetron two 500-ml closed vessels (CV1 and
CV2) were placed inside the microwave oven cav-
ity. These two vessels attained in series were sup-
plied with tap water at a flow rate of c. 500 ml
min−1.

3. Results and discussions

3.1. Study of radiation distribution in a
microwa6e o6en ca6ity

A proposed schematic profile of radiation for
the microwave oven used was present in Fig. 2. As
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Fig. 2. Profile of microwave radiation emited by the antenna of magnetron: (A) frontal view; and (B) lateral view of the microwave
oven. The shading regions represent the main ways of microwave radiation. This drawing is not to scale.

can be seen in this figure, the point where the
microwave energy is more intense was in the
output antenna, so the coil B1 was localized in
this point. With the manifold used, the zone sam-
ple stayed inside the coil by c. 6 s, time enough for
boiling NaOH solutions at the concentrations
equal to or higher than 0.1 mol l−1. This system
has a high elevation temperature rate, once a
partial volatilization of the carrier was observed
after an irradiation time of 4–6 s. This volatiliza-
tion also increased the total linear velocity owing
to the increase of pressure.

The maximum power is chosen, once the rela-
tive high oven cycling time of 11 s when the
microwave oven is operated in other power levels
led to a decrease of the repeatability.

3.2. Study of chemical parameters

The oxidation rate of sugar by potassium hexa-
cyanoferrate(III) in FI system depends on the
temperature and also on K3[Fe(CN)6] and NaOH
concentrations. Mattos et al. [8] reported that the
glucose peak height was always lower than the
fructose peak height at the same concentration
when the temperature of water bath was less than
75°C, emphasizing the differences in the fructose
and glucose rates. At temperatures higher than
90°C, this difference was not relevant when more
concentrated reagents (2.0 mol l−1 NaOH and 1%
m/v potassium hexacyanoferrate(III)) were used.

In order to attained a high temperature a PTFE
coiled reactor (B1) was placed at the output an-
tenna of a domestic microwave oven turned on at
the maximum power level (700 W).

The effect of potassium hexacyanoferrate(III)
(R1) concentration ranged from 1.3 to 6.4 mmol
l−1 on the analytical signal for 800 mmol l−1

fructose solution and 1.5 mol l−1 NaOH solution
was initially evaluated using the FI manifold pre-
sented in Fig. 1. The absorbance increased with
increasing K3[Fe(CN)6] solution concentration,
but the 5.2 mmol l−1 potassium hexacyanofer-
rate(III) concentration was selected as the maxi-
mum baseline absorbance, once in this procedure
a decolorimetric reaction was exploited.

The increase of NaOH concentration (R2

reagent) can increase both the fructose and glu-
cose oxidation rates and the absorption of mi-
crowave radiation. Thus, the effect of NaOH
concentration in the concentration range from 0.5
to 1.5 mol l−1 for 5.2 mmol l−1 potassium hexa-
cyanoferrate(III) and 800 mmol l−1 fructose and
800 mmol l−1 glucose solutions were studied, re-
spectively. As can be seen in Fig. 3, the variation
of absorbance (DA) for fructose and glucose in-
crease with the increase of NaOH concentration
and reached a similar value at a NaOH concentra-
tion equal to or higher than 1.1 mol l−1. As
discussed before, a similar sensitivity to both ana-
lytes is necessary, aiming to obtain an accurate
reducing sugar content that represents the sum of
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Fig. 3. Effect of the NaOH concentration on the oxidation of
���: glucose and 


 fructose using 5.2 mmol l−1

potassium hexacyanoferrate(III) and 800 mmol l−1 of each
sugar.

l−1 fructose solutions. Recoveries varying from
97.5 to 102.1% fructose from three sugar cane
juices (n=6) were obtained using the FI spec-
trophotometric procedure under experimental
conditions of Fig. 1. In this study, 100, 200 and
500 mmol l−1 fructose were added to each sample.
This is a good evidence of absence of matrix
effects.

Several potential interferents such as sucrose,
polysaccharides and inorganic salts were evalu-
ated at concentration levels equal to or higher
than that normally found in sugar cane juices. In
this study, 400 mmol l−1 fructose containing 100
mmol l−1 sucrose, 1% m/v starch (in the place of
polysaccharides) and 1.0 mol l−1 NaCl (in the
place of the electrolytes) solutions, respectively,
were inserted in the FI system and no interference
was observed.

Triplicate signals for five reference fructose so-
lutions and quadruplicate signals for four sugar
cane juice sample solutions demonstrate good pre-
cision and baseline stability (Fig. 5). Under the
experimental conditions shown in Fig. 1, there
was a direct relationship between absorbance de-
crease and reducing sugars concentration (fruc-
tose) in the concentration range from 50 to 1200
mmol l−1 with a detection limit of 15 mmol l−1

and an analytical frequency of 70 h−1. Table 1
presents the results obtained using the Somogyi–
Nelson [3] and the proposed FI procedures. Ap-
plying t-test to the results obtained by either
procedure, it was found that all results were in
agreement at the 95% confidence level. Due the
high sensitivity of this FI procedure, very little
sugar cane juice volume was used in the reducing
sugar determination without the need of removing
the previous color and/or sample treatment.
Moreover, the manifold of the proposed FI proce-
dure is much more sensitive and simple than those
described earlier [7–9] and/or does need the use of
colorimeters compound to improve the procedure
sensitivity [7–9] and thermostatic bath with tem-
peratures varying from 50 to 95°C. Also, the
procedure presented here is precise, inexpensive
and rapid and it may be suitable for routine
analysis.

these analyte concentrations. Sodium hydroxide
concentration higher than 1.8 mol l−1 cannot be
used due to the higher back-pressure that arises in
the FI system. Thus, a 1.5-mol l−1 NaOH solu-
tion was used in further experiments.

3.3. System characteristics and applications

In the study of repeatability (Fig. 4), the rela-
tive standard deviations were less than 1.4% for at
least eleven 50-ml insertions of 400 and 800 mmol

Fig. 4. Repeatibility of the FI system. A, 800 and B, 400 mmol
l−1 fructose solutions. The direction of measurements in from
left to right and the experimental conditions were the same of
Fig. 1
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Fig. 5. Triplicate transient signals for five reference fructose solutions and quadruplicate transient signals for four sugar cane juice
samples solutions (A, B, C and D) and reference solutions again.
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Abstract

A fast and simple method is proposed for determination of copper by electrothermal atomic absorption
spectrometry in biological samples. Pulverized solid samples were placed in autosampler cups, slurried in an acidic
diluent and subsequently treated by sonication under optimized conditions. Parameters influencing extraction such as
sonication time, ultrasound amplitude, acid concentration and particle size were optimized so that quantitative copper
recovery could be achieved. Quantitative recoveries for copper in mussel tissue were obtained using a 3 min sonication
time, a 60% ultrasound amplitude, a 3% V/V HNO3 concentration along with a particle size of the solid particles less
than 50 mm. Under these extraction conditions, quantitative recovery of copper was also seen to be achieved for
several certified reference materials such as BCR 278 mussel tissue, NRCC DORM-2 dogfish muscle and BCR CRM
60 (Lagarosiphon major) aquatic plant. The LOD of copper in the biological samples was 0.16 mg g−1 when a sample
mass of 10 mg were slurried in a volume of 1.5 ml. When comparing within- and between-batch precision values no
significant differences occurred, hence indicating good homogeneity at the 10 mg mass level. Potential advantages of
the method proposed over conventional slurry sampling such as an improved precision, since the representative
subsample is the whole mass weighed in the autosampler cup, a decreased build-up of carbonaceous residues inside
the graphite tube and the removal of volumetric and sedimentation errors can be anticipated. © 1999 Elsevier Science
B.V. All rights reserved.

Keywords: Solid–liquid extraction; Ultrasound; Copper determination; Electrothermal-AAS
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1. Introduction

Slurry sampling has emerged as a reliable tech-
nique for trace metal determination by elec-
trothermal atomic absorption spectrometry
(ETAAS), being implemented in many laborato-
ries in order to avoid intensive sample pretreat-
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ment (i.e. wet or dry ashing procedures) [1]. Suc-
cesful slurry analysis requires characterization of
a number of variables, e.g. sample homogeneity,
slurry mixing, grinding and sieving, addition of
stabilizing and wetting agents, slurry diluent and
particle size. Application of slurry sampling is not
free from some drawbacks. Thus, sedimentation
and volumetric errors are reported to be present
when a slurry of the finely ground material is used
for sampling [2,3]. In spite of the simplicity inher-
ent to the slurry technique, good accuracy and
precision are only achieved provided that a homo-
geneous slurry is maintained during the time re-
quired for sample introduction into the atomizer
[1].

So far, several workers have observed the ex-
traction of analyte in some extent when develop-
ing slurry methods [4–6]. Partial extraction of the
analyte into the liquid medium of the slurry pro-
vides some advantages in the slurry technique,
mainly concerning precision. When quantitative
analyte extraction (i.e. solid–liquid extraction) oc-
curs, the representative sub-sample is the whole
amount of solid material weighed in the cup,
which is much larger than the amount of solid
material introduced into the furnace, and the
precision should approach to that achieved with a
liquid sample.

Miller-Ihly reported quantitative extraction of
Cu and Mn in some biological samples such as
rice, spinach leaves and bovine liver when using
ultrasonic slurry sampling [5,7]. In a few papers
addressed to achieving solid–liquid extraction
from slurried samples some controversial results
arise, quantitative metal recoveries being appar-
ently dependent on both the analyte-to-matrix
interaction in the solid and the performance of the
ultrasonic processor. For instance, Takuwa et al.
[6] found that a Co, Cu and Ni remained partly
occluded into the solid particles when using ultra-
sonic slurry sampling. However, Minami et al. [8]
reported quantitative extraction of Cd, Cu, Pb
and Mn from several biological samples.

In a previous paper the authors showed that
quantitative ultrasound-assisted extraction of Cd
from slurried biological samples could be reached
provided that a high intensity ultrasonic processor
was used along with optimized extraction condi-
tions [9].

In this work, a high intensity ultrasonic proces-
sor is employed for extraction of Cu from biolog-
ical and environmental slurried samples prepared
in autosampler cups for the subsequent determi-
nation by ETAAS. Variables such as ultrasound
amplitude, sonication time, particle size, acid con-
centration and sample mass are optimized so that
complete extraction of Cu can be achieved. Sono-
chemical extraction of the analyte from slurried
samples should be advantageous over slurry sam-
pling since the representative sub-sample is the
whole amount of solid material weighed in the
cup, the build-up of carbonaceous residues inside
the furnace diminishes, and more importantly,
there is no need to maintain a homogeneous
slurry, hence eliminating this source of variability.

2. Experimental

2.1. Apparatus

An Unicam Solar 939 atomic absorption spec-
trometer (Cambridge, UK) was used in combina-
tion with an Unicam GF-90 graphite furnace and
an Unicam FS 90 autosampler. Pyrolytically
coated graphite tubes with pyrolytic platforms
were used thoughout. The spectrophotometer was
equipped with a CCD camera so that sample
introduction into the furnace could be monitored.
An Unicam hollow cathode lamp of Cu operated
at 8 mA and a deuterium background corrector
were used. The resonance line at 324.8 nm and 0.5
nm slit width were used. Peak area measurements
was used for signal quantitation. The graphite
furnace operating conditions are shown in Table
1. A MM-2000 Retsch micro-mill (Haan, Ger-
many) was employed to obtain a ground sample
from an unknown mussel tissue. Sieves made of
nylon with mesh-sizes of(50 mm,(100 mm,(150 mm
and(200 mm were used to study the influence of
particle size on recovery. A 100 W, 20 kHz VC-
100 Sonics and Materials ultrasonic processor
(Danbury, CT, USA) equipped with a 3 mm
titanium microtip was used for sonochemical ex-
traction. A 45 ml capacity Parr reactor was used
together with a 1000 W domestic microwave oven
(Samsung, Korea) for acid digestion of an un-
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known mussel tissue sample. Autosampler cups
made of polyethylene were used for ultrasonic
treatment of slurried samples.

2.2. Reagents

All reagents used were of analytical reagent-
grade. Ultrapure water of Milli-Q quality (18.3
MV) was used throughout the work; the stock
solution of Cu (1000 mg ml−1) was obtained by
dissolving the appropriate amount of Cu metal
(Merck, Darmstadt, Germany) with 65% v/v ni-
tric acid (Merck). Calibration standards were ob-
tained by suitable dilution of the stock solution;
magnesium nitrate (Merck) at a 1600 mg ml−1

concentration was used as matrix modifier. Di-
luted nitric acid solutions used as extractants
were prepared from the concentrated acid by
suitable dilution. The following reference certified
materials were employed for validation of the
method: BCR 278 mussel tissue BCR 60 (La-
garosiphon major) aquatic plant, supplied by the
Commnity Bureau of Reference, and NRCC
DORM-2 dogfish muscle supplied by the Na-
tional Research Council of Canada.

2.3. Sample pretreatment

About 50 mussels (Mytilus edulis) were col-
lected from the Ria de Vigo (Galician, Spain).
Once in the laboratory, samples were homoge-
nized using a mixer and dried for 48 h in an
oven at 40°C to constant weight. Then, they
were ground in the vibrational agate ball mill for
5 min. The powdered samples were sieved so that

separation in several fractions with different par-
ticle size could be achieved. Powdered samples
were stored in capped polypropylene flasks at
4°C. CRMs were used as received and no addi-
tional grinding was performed.

2.4. Sonochemical extraction

Slurries of the different powdered samples
were prepared by accurate weighing an amount
of the solid material (typically 10–20 mg) in 2 ml
capacity autosampler cups and adding 1.5 ml of
diluted nitric acid. Slurries were subjected to son-
ication for a time at a preselected ultrasound
amplitude, placed in the autosampler tray and
left without further stirring. Experiments showed
that sedimentation of the disrupted solid parti-
cles was very fast so that centrifugation was un-
necessary.

2.5. Microwa6e digestion

Cu concentration in the unknown mussel tis-
sue was determined after microwave digestion.
Approximately 100 mg of sample and 4 ml of
nitric acid 65% m/m were placed in a PTFE
vessel and capped. The vessel was put into a
Parr reactor and closed. The reactor was irradi-
ated for 150 s at 400 W. After cooling to ambi-
ent temperature, it was opened and 1 ml of 30%
m/m hydrogen peroxide was added. The reactor
was irradiated again for 60 s at 400 W. After
cooling, the resultant solution was transferred
into a 10 ml calibrated flask and diluted to vol-
ume with ultrupure water.

Table 1
Thermal program for Cu

Stage
Dry Ash AshDry Atomize* Clean-up

2800300225 25001300150Temperature (°C)
20 15 25Ramp 100 0 300

Hold time (s) 25.5121220 15
– – – – Yes –Read

* The purge gas flow-rate was 300 ml min−1 in all stages excepting the atomization stage, where stop-flow was used.
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Fig. 1. Ashing and atomisation curves for Cu in an aqueous
standard (	, ashing curve; 
, atomisation curve) (500 pg Cu
mass) and a supernatant obtained after sonication of a mussel
tissue slurry (�, ashing curve; , atomisation curve) (600 pg
Cu mass).

3.2. Extraction conditions

Ultrasonic treatment of slurries for ETAAS
applications has been shown to cause metal extrac-
tion as a result of the acoustic cavitation and the
consequent disruption action caused by ultrasound
[1]. However, the percentage of extraction depends
of factors such as analyte-to-matrix interaction
and the capability of the ultrasonic processor used
to dissipate ultrasound. Thus, quantitative extrac-
tion was reported for biological matrices but it is
more difficult for typical inorganic matrices. Like-
wise, the use of high intensity ultrasonic processors
should be attempted in order to achieve good
performance for extraction [10].

Optimization of the following variables was
performed in order to assess the extraction capabil-
ity of probe sonication for Cu extraction: (i)
sonication time; (ii) ultrasound amplitude; (iii) acid
concentration; (iv) sample mass; and (v) particle
size. Unlike slurry sampling where a surfactant
(e.g. Triton X-100) is recommended as wetting
agent in order to prevent the solid particles to float
on the top of the liquid, addition of surfactants in
sonochemical extraction might cause the intensity
to decrease. Furthermore, the use of wetting agents
such as Triton X-100 could be unnecessary due to
the capability of ultrasound in wetting particles as
well as dispersing solids. Therefore, the addition of
a wetting agent was omitted for sonochemical
extraction from slurries.

The study was carried out with the unknown
mussel tissue after separation in different particle
size fractions. Microwave digestion of the mussel
tissue yielded a Cu concentration of 8.9690.35 mg
g−1 for three different digestions.

3.3. Effect of acid concentration

Previous work carried out in slurry sampling
using ultrasonic stirring has demonstrated the im-
portance of adding an acidic diluent so that ana-
lyte extraction is facilitated [5]. The use of an
acidic diluent combined with the ultrasonic action
makes the solid particles more floculent hence
helping the extraction process. Among the acids
employed as diluents, HNO3 shows an enhanced
performance due to its oxidant properties. In this
study, the HNO3 concentration was varied from 0

3. Results and discussion

3.1. Ash–atomize cur6es

In order to evaluate the behaviour of Cu from
a supernatant obtained upon sonication of a
slurry as compared to an aqueous standard, ash/
atomize curves were performed (Fig. 1). The solid
material chosen for this experiments was the un-
known mussel tissue after determination of its Cu
content following microwave digestion. Around
10 mg of sample (particle size less than 50 mm)
were slurried with 1.5 ml of 3% v/v HNO3 and
subsequently sonicated for 5 min at 40% ampli-
tude. 10 ml of the resulting supernatant and 5 ml of
Mg nitrate modifier (1600 ppm as salt) were in-
jected into the graphite furnace. Monitoring of
the drying and ashing steps by means of the CCD
camera allowed to observe that some boiling oc-
curred when only a drying step was used. The use
of an additional ashing step was also seen to be
convenient in order to avoid some sputtering of
sample. Maximum ashing temperatures for Cu in
both the supernatant obtained after sonication
and a Cu aqueous standard was 1300 and 1500°C,
respectively, when using matrix modifier. Maxi-
mum ashing temperatures achieved without ma-
trix modifier were the same as compared to the
use of matrix modifier, meaning that the matrix
modifier was unnecessary. In all cases, the opti-
mum atomization temperature was 2300°C.
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to 5% v/v. From Fig. 2 (A), it can be concluded
that a 3% v/v acid concentration is at least neces-
sary for quantitative extraction. This acid concen-
tration is close to that typically employed for
slurry sampling in ETAAS [5].

3.4. Effect of sample mass and particle size

Slurry concentration can usually be varied in a
large extent for slurry sampling applications [1],
the limitating factors being the insufficient number
of particles in the liquid medium when using very
diluted slurries or difficulties in pipeting when the
slurry is too concentrated. When solid–liquid ex-
traction is persued, the influence of slurry concen-
tration should be carefully established. Fig. 2 (B)
shows that no influence of sample mass slurried in
1.5 ml on extraction efficiency in the range of 3–10
mg. Lower sample mass caused the precision to
worsen as a result of the increased influence of
inhomogeneity. Particle size showed a remarkable
influence at values higher than 150 mm (Fig. 2 (C)).

3.5. Effect of sonication time

In constrast to ultrasonic baths, the use of high
intensity ultrasonic processors can drastically ac-
celerate extraction of analytes from solid samples
[10]. In this study, sonication times between 30 s
and 5 min were attempted. The remaining vari-
ables affecting extraction efficiency were fixed as
follows: a 60% ultrasound amplitude; a 3% v/v
HNO3 concentration; a 10 mg sample mass and a
particle size less than 50 mm. As can be observed
in Fig. 2 (D), quantitative extraction takes place
even using very short sonication times which is
advantageous for expeditious extraction of Cu.

3.6. Effect of ultrasound amplitude

The amplitude control of the ultrasonic proces-
sor allows the ultrasonic vibrations at the probe
tip to be set to any desired level.

Extraction efficiency should increase with in-
creasing ultrasound amplitude. Fig. 2 (E) shows
the influence of this variable on Cu extraction
using the remaining variables at the values fixed
above. The curve obtained indicates that at least a
30% amplitude is necessary for quantitative ex-
traction. With the 100 W ultrasonic processor used
in combination with the 3 mm microtip, amplitude
values higher than 60% should be avoided so as to
prevent the slurry to come out the cup.

Fig. 2. Optimisation of the variables that influence Cu extrac-
tion from mussel tissue. (A) Acid concentration (% v/v); (B)
sample mass (mg); (C) particle size (mm); (D) sonication time
(s); (E) ultrasound amplitude (%). The dashed line indicates
the average Cu concentration (mg g−1) found as determined
by ETAAS after microwave digestion.
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Table 2
Between-batch and within-batch precision for Cu

Within-batch precision (RSD, %) Fexp*Between-batch precision (RSD, %)Sample Fcrit*

0.90Unknown mussel tissue 0.93.60 2.78
BCR CRM 278 Mussel tissue 7.21 2.50 9 4.30

3.53 1NRCC DORM-2 Dogfish muscle 4.303.20
1.47 1.4 4.302.61BCR CRM 60 Aquatic plant

* Fexp is the ratio between s2 (between-batch, n-1 freedom degrees) and s2 (within-batch, m-1 freedom degrees) where n,
m=number of determinations and s is the standard deviation. Fcrit is the tabulated F-ratio for the same freedom degrees. The
two-sided F-test was used [11]. Significant differences (P=0.95) occur when Fexp(Fcrit.

3.7. Analytical figures of merit

The equation for the linear range of the Cu
calibration graph was the following:

Y=8.2(10−3 X+8.3(10−2

where Y is integrated absorbance (A.s) and X is Cu
concentration (mg l−1). The regression coefficient
was 0.998. Characteristic mass for Cu was 5.37 pg.
The LOD was defined as 3 s/m, where s is the
standard deviation corresponding to ten blank
injections and m is the slope of the calibration
graph. The LOD for Cu was 0.16 mg g−1 when 10
mg of solid sample were slurried in 1.5 ml of
diluent. The LOQ, defined as 10 s/m, was 0.55 mg
g−1. When within- and between-batch precision
(RSD) were compared (Table 2), no significant
differences were found (P=0.95) with exception of
Cu determination in BCR CRM 278 mussel tissue
which means that an inhomogeneous distribution

of Cu in this material occurs at the 10 mg mass
level.

Identical absorption profiles were obtained for
Cu atomised from a standard, a slurry (unknown
mussel tissue; particle size less than 50 mm) and a
supernatant obtained after sonication (unknown
mussel tissue; particle size less than 50 mm), which
suggests the absence of matrix effects.

3.8. Analytical results

Table 3 shows the Cu concentration found in
three CRMs and the unknown mussel tissue sam-
ple. Extraction conditions used in all cases were: a
60% ultrasound amplitude; a 3 min sonication time;
a 10 mg sample mass; a 3% v/v HNO3 concentra-
tion (1.5 ml volume). The particle size used for the
unknown mussel tissue was(50 mm whereas CRMs
were used as provided without further grinding.
Certificates for CRMs ensured a particle size less
than 125 mm. Concentration values found for Cu

Table 3
Analytical results for Cu as determined in slurries after solid-liquid extraction using probe sonication

tcritRecovery (%)Certified value (mg g−1) (x9 texpSample Founda concentration (mg g−1)
(x9 ts/
n) ts/
n)

9.2490.30b 103.1691.30 2.78 2.64Unknown mussel tissue 8.9690.35
5.134.3082.3995.94BCR CRM 278 Mussel 9.6090.167.9191.41

tissue
2.3490.15 93.1693.00NRCC DORM 2 4.302.1890.15 3.95

Dogfish muscle
51.491.90 102.3592.68BCR CRM 60 Aquatic 4.3052.4093.40 1.52

plant

a Average value of three different extractions. Results are expressed as mean9confidence interval (P=0.95).
b Average value9confidence interval (P=0.95) for three different digestions.
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were expressed as average value9confidence inter-
val (P=0.95), for n=3 different extractions. The
Cu concentration in the unknown mussel tissue was
also determined after microwave digestion accord-
ing to the procedure pointed out above. Recovery
was calculated as the ratio between the found value
and the certified one, expressed as percentage. As
can be observed, recoveries ranged from 82 to
103%. In order to ascertain whether there were
significant differences between the found and cer-
tified concentration values for Cu, the t-test was
applied. As can be observed, texp was usually less
than tcrit for P=0.95, hence meaning that the null
hypothesis can be retained.
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Abstract

A rapid, sensitive and highly selective spectrophotometric method for the determination of manganese oxide
content of Portland cement and cement raw meal is developed. The method is based on the reaction of manganese(II)
with 1,2,4 trihydroxyanthraquinone (purpurin, PURP) in 50% v/v ethanol–water solution at pH 8.5. The solution
equilibria of manganese chelates are demonstrated and characterized for delineating optimal conditions of the
complexation reaction and analytical aspect of the Mn–PURP system. The analysis of cement materials of variable
manganese content is feasible over the concentration range 1.67–8.13 mg ml−1 Mn, the limit of detection (at the 95%
confidence level) of the method is 68 ng ml−1 for manganese. Under optimum conditions, the use of first derivative
spectrophotometry has the advantage of high sensitivity than normal spectrophotometric method and allows the
determination of 0.5 mg ml−1 of manganese. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Manganese(II) determination; Portland cement analysis; Spectrophotometry; Complexation equilibria
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1. Introduction

The hydraulic cement is a cement that sets and
hardens by chemical interaction with water and
that is capable of doing so under water. One of
the minor components of hydraulic cement (usu-

ally below 0.5% each) is manganese oxide. The
standard methods applied for manganese content
analysis of cements are complicated and time
consuming [1]. The continuing need for better
methods for the determination of minor compo-
nents of hydraulic cement, cement clinker and raw
mixes has led to several investigations. The au-
thors of this work have recently presented data* Corresponding author. Fax: +20-88-312564.
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from their newly developed spectrophotometric
test method [2] for the analysis of titanium(IV) as
a minor component of Portland cement to ASTM
subcommittee of cement compositional analysis.

Several instrumental methods for cement analy-
sis are fairly common such as AAS, XRF, ICP-
AS, NAA and absorption spectrophotometry.
The common availability and low cost instrumen-
tation, the simplicity of the procedures and the
accuracy of the technique make spectrophotome-
try advantageous for several determinations. It
was the main objective of this work to make use
of spectrophotometry in the determination of
manganese oxide content of Portland cement and
raw meal.

The majority of the spectrophotometric proce-
dures applied for the determination of manganese
was based on the oxidation of an organic reagent
by hydrogen peroxide, catalized by manganese(II)
[3–7]. Use of a selective reagent for direct spec-
trophotometric determination of manganese is
particularly difficult and several methods have the
draw-back of interference from many cations and
anions. Much work has been discussed for over-
coming these interferences [7].

In this paper, complexation reaction of man-
ganese(II) with purpurin (1,2,4 trihydroxyan-
thraquinone) is described and a method for the
direct spectrophotometric determination of man-
ganese oxide content of Portland cement is pro-
posed. No studies have yet been reported
demonstrating the solution equilibria of Mn with
purpurin or the use of this reagent for the analysis
of cement matrices. The validity of the proposed
method was thoroughly examined by using several
NIST SRM Portland cement samples and variety
of Portland cement materials.

2. Experimental

2.1. Chemicals and solutions

All chemicals were of analytical–reagent grade
and doubly distilled water (or pure ethanol) was
used for the preparation of solutions.

Manganese stock standard solution: a 5×10−3

mol l−1 stock solution was prepared using

AnalaR manganese(II) chloride and standardized
with EDTA, it was diluted as required, just before
use.

Purpurin (PURP)–Aldrich-stock solution:
10−3 mol l−1 stock solution in absolute ethanol
was prepared by dissolving an accurately weighed
amount of the purified reagent. More dilute solu-
tions were obtained by appropriate dilution.

Iron(III) chloride stock solution: a stock solu-
tion of iron(III) (1 ml=0.675 mg iron) was pre-
pared using AnalaR iron(III) chloride in 0.05 mol
l−1 HCl and standardized as recommended.

Buffer solution: a pH 8.5 buffer solution was
prepared from 2 mol l−1 ammonium chloride and
2 mol l−1 ammonia solutions.

Other solutions included sodium citrate (0.5
mol l−1), sodium perchlorate (1 mol l−1), stan-
dard solutions of sodium hydroxide and perchlo-
ric acid. Solutions of diverse ions used for
interference studies were prepared from AnalaR
products of chlorides or nitrates of the metal ions
and potassium or sodium salts of the anions to be
tested. The ionic strength of solutions was main-
tained at a constant value of I=0.1 mol l−1

(NaClO4). All measurements were made in 50%
(v/v) ethanol at 25°C.

2.2. Cement samples

NIST standard reference materials (SRM):
1880, 1881, 1885 and 1889 were used as Portland
cement matrix in this study. Precautions for han-
dling and use were taken in accordance with the
instructions [8] on the NIST data sheet and certifi-
cate of analysis of percent constituents. Other real
samples of cement, clinker, clay and raw meal
were analysed using XRF spectrometry by F.L.
Smidth and Co. A/S (Copenhagen; Denmark)

2.3. Apparatus

A Perkin–Elmer (M Lambda 40) double beam
spectrophotometer was used for ordinary and first
derivative spectral measurements using 1 cm
matched quartz cells. pH values were measured
using a radiometer pH meter (M 210) equipped
with a radiometer combined glass electrode. The
pH-values in water–ethanol medium were cor-
rected as described elsewhere [9].
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2.4. Spectrophotometric determination of
manganese (procedure A)

Into a 25-ml standard flask transfer 6.5 ml of
10−3 mol l−1 PURP solution and 6 ml of pure
ethanol to ensure a final ethanol content 50% v/v.
Add 6 ml of pH 8.5 buffer solution and suitable
volume of manganese(II) solution containing 45–
280 mg of manganese. Dilute to volume with
re-distilled water and measure the absorbance of
the solution at 590 nm against a reagent blank as
the reference.

2.5. First-deri6ati6e spectrophotometry (procedure
B)

Operate as described above, but use a volume
of manganese(II) solution containing 14–130 mg
of manganese. Record the first derivative spec-
trum from 750 to 500 nm against a reagent blank
at a scan-speed of 240 nm min−1 and slit width of
2 nm. A calibration curve covering the range from
0.5 to 5.2 mg ml−1 of manganese(II) was
established.

2.6. Manganese oxide content analysis of
Portland cement

Weigh accurately 1.0 g of the sample (dried at
110°C, for #2 h) into a beaker and dissolve it in
the minimum volume of hydrochloric acid. Heat
to dryness, add 25 ml of HCl (6 mol l−1) to the
residue, digest and filter the insoluble residue into
100 ml calibrated flask and then dilute to volume
with redistilled water. Transfer 5–7.5 ml aliquot
of the sample solution into a 25-ml calibrated
flask, add 6.5 ml of PURP (10−3 mol l−1), 2.5 ml
of sodium citrate (0.25 mol l−1). and 6 ml of pure
ethanol. Adjust the pH to 8.5 and dilute to vol-
ume while keeping final ethanol content of 50%
v/v. Measure the absorbance of the solution at
590 nm against a regent blank as the reference. If
the first-derivative spectrophotometric method is
used take a smaller aliquot of the sample solution
(2.0–4.0 ml) and prepare the test solution as given
but without addition of citrate.

3. Results and discussion

In 50% v/v ethanol–water medium and in the
pH range 2.5–10.5, the reagent PURP exists in
four different acid–base forms depending on the
acidity of the medium, these forms include the
cationic (LH4

+), neutral (LH3), monoanionic
(LH2

−) and dianionic (LH2−) species. Further
proton dissociation of reagent seems to be
difficult under the given conditions. The pH-de-
pendence of the absorption spectrum of PURP in
mixed aqueous solvents has been discussed earlier
[10]. In this work, the variation of absorbance
with pH was re-examined through a systematic
study of the acid–base equilibria of reagent and
solution equilibria of its manganese(II) com-
plexes. Refined values of acidity constants of
PURP were evaluated by a general least squares
method, treating the original data [A= f(pH)] and
calculated the estimated standard deviation con-
cerning scattering of experimental data [11]. The
values of pKa1

(LH4
+/LH3), pKa2

(LH3/LH2
−),

pKa3
(LH2

−/LH2−), as determined in this work
were found to be 5.1890.02, 7.6590.01 and
10.2790.03, respectively.

3.1. Complexation reaction of manganese(II) with
PURP

We studied the complexation reaction of man-
ganese(II) with PURP spectrophotometrically in
solutions containing 50% v/v ethanol over the pH
range 5–10.5. The solution spectra, measured
within the wavelength range 400–750 nm, exhibit
primarily a low intensity band at 540 nm in the
pH range 5.4–6.6. At higher pH values, the spec-
tra revealed a new absorption band at �590 nm
which continuously increased in height with rise
of pH. The maximum intensity of this band was
attained at pH 8–8.7, above which a gradual
decrease of absorbance was observed. The ab-
sorbance versus pH graphs at l=590 nm, for
solutions of different component ratio, show the
ranges of formation of Mn complexes which indi-
cate the existence of two chelate equilibria within
the pH range 5.5–9.0. The addition of the
cationic surfactant cetyltrimethyl ammonium bro-
mide (5×10−3 mol l−1) causes an insignificant
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change of the absorbance values of Mn–PURP
complex, but prevents the decrease of absorbance
at higher pH values. The absorbance versus pH
graphs were interpreted using the relationships
derived by Voznica et al. [12] and Idriss et al. [13]
and by the generalized approach described previ-
ously [14,15].

The analysis of the absorbance versus pH
graphs of Mn–PURP system (containing a pre-
ponderance of reagent) proved the existence of
equilibrium (Eq. (1)) at pH 5.5–6.7 and formation
of Mn(LH2)2 complex at pH 7.0–8.5.

Mn2+ +LH3 X MnLH2
++H+ (1)

The analysis of the descending branch of the
graphs (in the pH range 9.0–10.5) confirmed the
existence of a hydrolytic reaction of the Mn(LH2)2

complex. The stoichiometry of Mn–PURP
chelates was further verified by the method of
continuous variation. A component ratio of 1:2
(metal to ligand) was obtained at pH 8.5. The
calculated values of the apparent equilibrium con-

stant (log *K), stability constant (log b) and mo-
lar absorptivity of the Mn(LH2)2 complex are
given in Table 1.

3.2. Effect of matrix elements

Owing to the existence of high concentrations
of other (accompanying) elements such as, Al3+,
Fe3+, Ca2+, Mg2+, Sr2+, Ti4+ in cement ma-
trices, a systematic interference study of these
elements and many other cations and anions on
the determination of manganese was performed.
Solutions containing 0.14 mg of Mn2+ per 25 ml
and varying concentrations of each ion to be
tested were prepared. The manganese was then
determined as Mn(LH2)2 complex under the opti-
mum conditions as described in the given proce-
dure of normal spectrophotometry. The tolerance
criterion for a given ion was taken as the devia-
tion of the absorbance values by more than+2%
from the value expected for manganese alone. The
results of this work indicate that the presence of

Table 1
Mean values of equilibrium constants (log *K)a, stability constants (log b) and molar absorptivities of manganese(II) and iron(III)
complexes with PURP, 50% v/v ethanol, I=0.1, 25°C. Values in parentheses were obtained in presence of CTAB 5×10−3 mol l−1

Constant Molar absorptivity (l mol−1Equilibriumb Log constant
cm−1)

Manganese–PURP complexes [Mn (LH2)] [H]/[Mn] *K1 −3.7290.02 (−
[LH3] 2.70+0.02)

*K2 −3.54+0.03[Mn (LH2)2] [H]/[Mn (LH2)] [LH3] 3.85×103 (4.12×103)
l=590 nm(−2.5590.02)

3.93 (4.08)b1[Mn (LH2)]/[Mn] [LH2]
b2 8.04 (8.31)[Mn (LH2)2]/[Mn] [(LH2)]2

(b1=*K1Ka2

−1, b2=b1*K2Ka2

−1)
Iron(III)–PURP complexes

0.690.01[Fe (LH3)] [H]/[Fe] [LH4] *K1

(0.9590.01)
*K1H

[Fe (LH2)] [H]/[Fe (LH3)] −3.8590.03
(−2.8590.02)

*K2[Fe (LH2)2] [H]/[Fe (LH2)] [LH3] −3.6890.04 1.5×104 (7.2×103)
(−2.9090.03)c l=600 nm

b1[Fe (LH3)]/[Fe] [LH3] 5.78 (5.91)
[Fe (LH2)]/[Fe] [LH2] b1H

9.57 (9.84)
b2 13.54 (13.72)[Fe (LH2)2]/[Fe] [LH2]2

b1=*K1*Ka1

−1, b1H
=b1*K1*Ka2

−1

b2=b1H
* K2*Ka2

−1

a From the absorbance–pH graphs.
b Charges of the species are omitted.
c In the presence of excess reagent.
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�12 mg each of alkali metal or alkaline-earth ions
(Mg2+, Ca2+, Sr2+, Ba2+), Al3+, Ti4+, Cr3+,
NH4

+, Cl−, Br−, PO4
3−, SO4

2−, NO3
−, B4O7

2−,
SO3

2−, ClO4
− had no effect on the procedure. The

determination of manganese was also possible in
the presence of V+5, Zn2+, Mo6+, Ag+, Cd2+,
Pb2+ (�8 mg each), and Co2+, Ni2+, Cu2+,
Zr4+, Hg2+ (5 mg). Using the present experimen-
tal conditions, it was observed that Mn2+ could
not be determined in the presence of EDTA, CN−

or F− ions. Although the determination of man-
ganese using the given procedure was not affected
by the commonly associated elements in cement
matrix, iron(III), normally present in Portland
cement and cement raw meal, was found to be
seriously interfered by absorbing very close to the
wavelength of measurement. For this reason, the
effect of iron(III) on the determination of man-
ganese(II) was specially investigated.

Our preliminary results indicated that iron(III)
and manganese(II) were analogously reacted with
PURP, we felt that it would be of interest to
investigate the complexation reaction between
iron(III) and the reagent used. The solution spec-
tra of Fe3+ –PURP binary system with reagent
blank as reference were characterized by an ab-
sorption band with lmax at �600 nm in the pH
range of 6.0–9.5. The band was broadened, shifted

Fig. 2. First derivative absorption spectra of (1) manganese(II)
complex, [Mn]=2.75 mg ml−1; (2) iron(III) complex, [Fe]=
2.8 mg ml−1; (3) mixture of manganese(II) and iron(III) com-
plexes [Mn]=5.5 mg ml−1; [Fe]=2.8 mg ml−1.
(CL=2.5×10−4 mol l−1, [CTAB]=5×10−3 mol l−1; pH
8.5, 50% v/v ethanol).

to shorter wavelengths and became of lower inten-
sity at higher acidity. The study of the spectral
changes as a function of pH for solutions contain-
ing equimolar concentrations of components or an
excess of ligand or metal ion have led us to
conclude that the initial Fe3+ –PURP complex
formed at pHB3.5 was deprotonated in the pH
range 4–5.5 and a bis-binary complex was formed
at pH 7.5–8.5. When the absorbance versus pH
graphs for the Fe3+ –PURP system were inter-
preted by direct and logarithnic analysis using
transformations given elswhere [12,13,16], the
complexation equilibria involving formation of
Fe(LH3)3+, Fe(LH2)2+ and Fe(LH2)2

+ complexes
were established. In solutions containing excess
iron(III), the Fe(LH2)2+ was proved to be the
predominate species at pH 6–9.5. The basic char-
acteristics of the iron–PURP complexes were de-
termined and listed in Table 1.

Fig. 1. Absorption spectra of (1) Mn–PURP complex; (2)
Fe–PURP complex; (3) mixture of Mn2+ and Fe3+ com-
plexes; (4) the same mixture as (3) in the presence of 0.025 mol
l−1 citrate; (5) PURP solution 5×10−5 mol l−1. (CL=2.5×
10−4 mol l−1; CMn=CFe=10−4 mol l−1, [CTAB]=5×
10−3 mol l−1; pH 8.5, 50% v/v ethanol).
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Table 2
Application of the PURP-spectrophotometric method to the direct determination of Mn2O3 in some Portland cement materials

Manganese determinationc (% Mn2O3) (normal procedure) XRF Mn2O3 (%)Material

Statistical termbSamplea

x̄ S 95% CL

x̄90.029Clay 1 0.168 0.172.73×10−2

0.24x̄90.0474.47×10−20.2542
x̄90.0969.1×10−2 0.110.1051Raw meal

0.132 0.125 4.66×10−2 x̄90.049
0.09x̄+0.0413.9 x10−2Clinker 0.088

x̄+0.084Cement 0.161 0.148 2.97×10−2

x̄+0.055 0.352 0.340 5.19×10−2

3 0.380 8.88×10−2 x̄+0.093 0.39
NIST standard cementd (SRM)

6.02×10−20.236 x̄90.0631889 0.23
1885 0.115 6.52×10−2 x̄90.071 0.12

0.25x̄90.0989.34×10−21881 0.258
x̄+0.0908.53×10−20.0751880 0.07

a Number of determinations for each sample (n)=5.
b x̄=Mean recovery (% Mn2O3); S=standard deviation (%); CL=confidence limit (%).
c Test solutions of the samples investigated contained 50–75 mg of cement material per 25 ml.
d Certified amounts (% Mn2O3), SRM 1889 (0.24); 1885 (0.12); 1881 (0.26); 1880 (0.08).

To try out the reliability of the proposed
method for manganese determination in cementi-
tious systems, we analysed mixtures of varying
proportions of manganese(II) and iron(III) to-
gether with appropriate amounts of other ele-
ments frequently found in cement matrices. In the
ordinary spectrophotometric procedure, the only
interfering ion was iron(III) and could be elimi-
nated by sodium citrate (0.025 mol l−1) (Fig. 1).
On the other hand, manganese(II) could be deter-
mined in the presence of iron(III) without using
masking agent by measuring the first-derivative
spectral signal at 600 nm (zero-crossing point of
iron(III)). The precision (RSD, five determina-
tions) was 0.85% for manganese in mixture con-
taining 3.72 mg ml−1 of manganese and 18 mg
ml−1 of iron(III).

The first-derivative spectrum of Mn(II)–PURP
complex was shown in Figs. 1 and 2. Effects of
the scan speed and slit width on the measurement
of the first-derivative signal were examined. The
change of the scan speed from 120–480 nm
min−1 did not affect the value of the signal. A
scan speed of 240 nm min−1 was chosen for the

measurements. There was also no significant dif-
ference in sensitivity among various slit widths, a
slit of 2 nm was selected to perform the
measurements.

3.3. Calibration graph, precision and accuracy

In the ordinary spectrophotometric method,
Beer’s law was obeyed over the range 1.37–12.36
mg ml−1 of manganese with a molar absorptivity
of 4.1×103 l mol−1 cm−1 at 590 nm. A Ringbom
plot showed that the optimum working range for
manganese determination was 1.75–11.2 mg ml−1.
The calibration graph for the first-derivative spec-
trophotometric method was linear in the man-
ganese concentration range of 0.5–5.2 mg ml−1.
The calibration sensitivity of the method (2.21 ml
mg−1) was higher than that of the normal spec-
trophotometric method (0.074 ml mg−1).

To assess the reliability of the method for man-
ganese oxide content analysis of Portland cement,
several samples of certified NIST SRM [8] were
used to analyses their manganese content which
normally expressed as manganese trioxide. The
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analysis of samples of cement materials contain-
ing various proportions of manganese was feasible
over the concentration range 1.67–8.13 mg ml−1

Mn. The calculated detection limit was found to
be 68 ng ml−1 for Mn using normal method and
42 ng ml−1 using first derivative spectrophotome-
try. Some results obtained for the analysis of
cement materials were given in Table 2.

4. Conclusion

The proposed purpurin spectrophotometric
method for the determination of manganese oxide
content of Portland cement has proved to be
reliable, sensitive and highly selective. The method
is efficient and precise enough and has the poten-
tial to be used as a rapid test method for cement
analysis.
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Abstract

The coupling of adsorptive accumulation with catalytic reactions results in remarkably low (sub-picomolar)
detection limits. This review assesses various strategies for attaining such dual-amplification effects, that lead to the
most sensitive voltammetric technique, adsorptive-catalytic stripping voltammetry (AdCtSV). © 1999 Elsevier Science
B.V. All rights reserved.
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1. Introduction

The significance of ultratrace levels of metal
ions in environmental, industrial or clinical sam-
ples has led to continued efforts for enhancing the
sensitivity of analytical methods. Various ad-
vances during the past 50 years have ‘pushed’ the
detectability of voltammetric techniques from the
submicromolar level for pulse voltammetric tech-
niques to the subpicomolar level in connection to
adsorptive-catalytic stripping voltammetry (Ad-

CtSV). These efforts and related progress have
been discussed elsewhere [1–5].

The purpose of this review is to assess the state
of the art of adsorptive-catalytic stripping voltam-
metry, trying to account for earlier results and to
elucidate the factors which may be important in
guiding further improvements in detectability.
The focus is on approaches to increase the signal
(S) for enhancing the signal-to-noise ratio (S/N)
with the aim of attaining extremely low detection
limits (DL). Some instrumental or methodological
approaches to reduce the noise (N, capacitive
current, for example) in electrochemical analysis
have been reviewed by Galus [6].

* Corresponding author. Fax: +82-2-2299-0762.
E-mail address: mzczae@email.hanyang.ac.kr (M.-z. Czae)
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2. Amplification factors

There are many levels of electrodic (electro-
chemical) complexity that contribute to the en-
hancement of the voltammetric signal, including
accumulation, adsorption, catalysis (including
enzyme-related), and/or recycling. The recycling
or repetition occurs naturally in the catalytic
processes as a chain reaction or catalyst regen-
eration. Coupling several of these gives the
overall gain G, an amplification factor in de-
tectability, as

G=kabg (1)

where a, accumulation factor; b, adsorption
effect; g, catalytic effect; and k, a factor contri-
buting to change in DL due to improve-
ments in signal measuring (analytical instru-
mentation) and in signal (chemometric) process-
ing. The estimated values, a, b, and c of a, b,
and g respectively, which denote the effects
of electrodic processes may have variations
due to the differences in practical procedures
or protocols used for estimating the DL.
Hence it is helpful to express the effects
properly; an adjusting factor K may be introduced
as:

a=Ka, b=Kb, g=Kc

The literature shows that K may vary between 1
and 5 depending on the differences in target ana-
lyte and their reversibility, schemes used, wave
forms in stripping mode, preconcentration period,
electrode variation (MFE vs HMDE), etc. All the
factors have a value of 1, i.e. no improvement in
DL is observed when the corresponding process is
not operative. The significance of adsorption fac-
tor, b, in distinction from accumulation factor, a,
deserves to be discussed and understood at this
point. The factor a refers to the effect of pro-
longed time in the preconcentration on the re-
sponse by whatever route it may be electrolytic or
nonelectrolytic in connection with or without a
faradaic process. Adsorption is also a preconcen-
tration process (nonelectrolytic). Being an interfa-
cial (surface) process, however, besides its
enrichment effect, the adsorption (of metal-
chelate) may exert many favorable effects to en-

hancing the detectability. Effective collection,
change in peak shape (the sharper, the more the
peak height increases), and increase in faradaic
current as a result of simultaneous reduction of
the bound ligand (Ref. [7] for examples), may
account for most of the effect, b.

We can estimate an empirical value for each
factor (a–c) by surveying the literature.

From Fig. 1 [8–27] the amplification factor
for catalysis, c, is estimated to be about 20-fold
for common metals (Table 1) and more than
several thousands for platinum and rhodium
which can be detected at the lowest detection
limit.

The accumulation factor, a, can be estimated by
comparing the detection limit obtained by differ-
ential pulse polarography (DPP) (i.e. no accumu-
lation) with that obtained in stripping
voltammetry (SV) (i.e. after accumulation). Accu-
mulation factors of 100 and 120 have been ob-
served for platinum using the formazone
[22,28] and formaldoxime [29,30] systems, respec-
tively. For nickel, a is calculated to be about 340
[31,7].

The adsorption factor, b, can be estimated from
the detection limit or current difference between
those obtained in the presence and absence of a
complexing ligand. Flora et al. [31] have found
that the detection limit of DPP measurement of
nickel can be lowered by ca 15-fold in the pres-
ence of DMG (dimethylglyoxime). In stripping
voltammetry, b corresponds to the ratio of detec-
tion limits of ASV to that of AdSV. Some values
of b are: 20 for Bi-cupferron [32], 10 for Bi-(5-
Br-PADAP) (5%-bromo-2%-pyridylazo)-5-diethyl-
amino-phenol) [33], 50 for Co-DMG system [11]
and 100 for Zn-APDC system [34]. The remark-
ably low detection limit for mercury attained by
anodic stripping voltammetry on glassy carbon
electrode [27] without any further apparent com-
plexity, may be ascribed to the strong adsorption
of the atomic (gaseous state) mercury generated
under UPD (underpotential deposition) condi-
tions [35]. Hence we included it in the category of
AdSV in Fig. 1. The adsorptive accumulation is
characterized by the restrictions imposed upon
detection limits, hence it will not be discussed
here.
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Fig. 1. Survey of the target metals with their detection limits achieved by the method expressed on the ordinate.

3. Catalysis

Catalysis refers to the reaction rate amplifica-
tion as a response to the catalyst input to a
chemical system. Exploiting the catalytic effect for
enhancing the detectability relies on the catalytic
action of the catalysts that are of three general
types: mediator catalysts, electrocatalysts and en-
zymes (biocatalysts).

3.1. Mediator catalysts

If in a redox reaction (Eq. (2)), the so-called
indicator reaction [36]:

R2+O1�O2+R1 (2)

can be accelerated by a catalyst, Ctox, then the
rate increment is a measure of the catalyst (target
analyte) concentration. In this (catalytic) kinetic
method of analysis the catalyst always acts as a

mediator, that is, it shuttles electron from the
electron source, R2 (for a reduction process), to
substrate O1 (Fig. 2Ab). The catalytic amplifica-
tion of the reaction rate to be produced by a

Table 1
Survey of the catalytic systems that enhance the sensitivity

AmplificationCatalyst/ ReferenceSubstrate
analyte factora

[47]Bromate Ti-EDTA 20
[23]20Chlorate Ti-mandelic

acid
[13,21]45Cupferron Cr-Cupferron

Hydrogen 23Fe-BHA [10]
peroxide

–Ru-NH2OH [20]Hydroxy-
lamine

[12]20Nitrite Co-DMG

a Amplification factor denotes the ratio of the current in the
presence and absence of substrate.
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Fig. 2. Schematic representation of the catalytic action for the reduction of O1 (A, B) and H+ (C) utilized in (A) kinetic method;
(B,C) voltammetry; (a) uncatalyzed, (b) catalyzed reaction for the determination of a catalyst (analyte). (Aa) depicts the indicator
reaction used to determine catalyst, Ctox, a target analyte, showing the difficulty of electron transfer to O1 from the electron source
R2 in the absence of catalyst. (B) shows the role of analyte Ctox as an electron mediator. In B, the electron source is changed to an
electrode, as in usual voltammetry and the mediating process results in catalytic current in EC%. (C) depicts the electrocatalytic
process. In C, substrate (an enzyme terminology) is a proton, not O1. The proton receives an electron from the electrode directly
via Ct, an electrocatalyst which consists of reduced (to metallic state) analyte complexes, evolving as hydrogen gas (Cb).

catalyst, the standard redox potential (E ct
0 ) of it

should lie between those (E1
0 for O1/R1 and E2

0 for
O2/R2 couple) of the components of the catalyzed
reaction:

E2
0BE ct

0BE1
0 (3)

Transition metals, especially platinum group
metals that exhibit many different oxidation
states, can exert a powerful catalytic effect on
many reactions. Ultrasensitive procedures for de-
termining the metal catalyst can thus be devised
by monitoring the reaction rate [37].
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3.2. EC % processes

In an electrochemical reaction, the electron
source is an electrode instead of R2 (Fig. 2B), and
the current is simply a measure of the rate. In
these processes, electrochemically produced medi-
ator Ctred passes electron from electrode to the
substrate O1. Therefore, the activation of the cata-
lyst is electrodic but the coupled overall process,
the transformation of the substrate, is a redox
chemical reaction. A catalytic action to be pro-
duced in voltammetry (Eq. (3)) must be satisfied,
namely the substrate O1 should be a stronger
oxidant than a mediator catalyst, Ctox. Moreover,
the O1/R1 couple must be irreversible so that
substrate O1 can be reduced at a more negative
potential than Ctox reduction whose couple
should be reversible. Catalytic systems that meet
these two requirements (EC% processes) are sum-
marized in Table 1. All substrates are rather the
strong oxidants but the amplification factors are
less than 50. The ‘catalytic’ for common metals
means the EC% process. It is evident that detection
limits lower than 10−11 M cannot be achieved by
utilizing the EC% process regardless of the target.

3.3. Mediatorless processes

Beside EC%, there is another type of catalytic
process in which the substrate receives electrons
(discharge) directly from the electrode without
mediator. A system in which the proton (H+) is
the substrate (Fig. 2Cb) yields catalytic hydrogen
currents. It is well known that many O-, N-, or
S-containing organic compounds themselves [38]
or in the presence of some metals (e.g. Co), yield
a voltammetric (polarographic) catalytic hydrogen
signal known as the Brdicka current (BC) [39].
Two types of mediatorless catalytic processes are
possible for the proton reduction to molecular
hydrogen. One is a catalytic chain reaction (BC
type) and the other is electrocatalysis depending
on whether the ligand site (Eq. (5)) or metal site
(Eq. (6)) is activated in the protonation step.

The metal complex (precatalyst),
MNLxDy(H2O)z (M denotes the central metal ion
with oxidation number N, L is p-complexing lig-
ands, D is any hard ligand from the buffer or

supporting electrolyte) is preconcentrated by ad-
sorption and reduced to the catalyst, M0-L, by
electronation:

MNLxDy(H2O)z+ne

�M0L+ (x−1)L+yD+zH2O (4)

Eq. (4), which initiates the catalytic chain reac-
tion, followed by a protonation step, as in Eq. (5).

3.4. BC process

M0-L+HB�M0-L–H++B− (5)

 – – – – – – – – – – – – – – – – – – – ¡ propagation

M0-L–H++e(electrode)�M0-L+1
2H2

M0-L�M0(Hg)+L termination

and/or

M0-L–H+�M0(Hg)+L+H+

It has been observed that the ruthenium-hy-
droxylamine/hydrazine system yields this type of
hydrogen catalytic currents [19,20]. The catalytic
effect in these systems was not so large that the
system was misunderstood as an EC% process.
When the catalyst (Ru) concentration, however, is
high enough, the evolution of hydrogen gas can
be visually observed. From the analytical (trace
metal) point of view, the BC type catalytic effect
is not very helpful for improving the detectability.

3.5. Electrocatalysis

If the protonation step follows Eq. (6) instead
of Eq. (5), the following step is the hydrogen
evolution reaction on the metal (M0) electrode, a
typical example of electrocatalysis, which is
among the most intensively studied and the mech-
anism is well established [40]. It is typical of
electrocatalytic reactions that the rates depend
strongly on the electrode material and on the
composition of the electrode–solution interface.

In the case of hydrogen evolution, the electro-
catalytic effects on platinum and rhodium (Eq. (7)
and following steps) can be attained as large as
109-fold [41] to which the large catalytic effects for
platinum and rhodium can be ascribed. This large
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value comes from the difference in − log i0 (ex-
change current density for the hydrogen-evolution
reaction in amp cm−2) on mercury (12.3) and on
platinum (3.1) and rhodium (3.6) electrodes.

M0-L+HB�H+–M0-L+B− (6)

H+-M0-L+e(M0)�H-M0-L Discharge (Volmer) step (7)
J– – – – – – – – – – – – ¡
2 H-M0-L�2M0-L+H2 Recombination (Tafel) step (8)
J– – – – – – – – – – – – – – – – – – ¡
H-M0-L+H+(aq)+e�M0-L+H2 Electrodic desorption (Heyrovsky) step (9)

Electrocatalysts depend on the rate-determining
step of the reaction concerned. We can see that
the rate-determining step is the discharge step
(Eq. (7)) for common metals and chemical desorp-
tion (Eq. (8)) or diffusion of molecular hydrogen
away from the catalyst surface for platinum and
rhodium [41]. Czae et al. [42] demonstrated that
the inverted peak (observed only with the
rhodium–formaldehyde system) is due to the rate
determining electrochemical desorption step (Eq.

(9)). This inverted peak may be attributed to a
strong M�H bond and a stable organometallic
formyl complex with the strong back bonding of
rhodium. It suggests a new strategy for enhancing

the sensitivity for rhodium measurement by accu-
mulation of the intermediate, M�H. As a conclu-
sion, we summarize our discussions in Table 2.

4. Biocatalysis–accumulation

Ultrasensitive measurements can also be
achieved by coupling efficient biocatalytic reac-
tions with preconcentration processes. Of particu-
lar interest, in this context, is the enzyme AP
(alkaline phosphatase), a biological catalyst,
which is known to be determined with the lowest
detection limit to date, 4×10−16 M [43]. AP is
one of the most commonly used labels in affinity
sensing methods (e.g. immunoassays), due to its
high turnover number and broad substrate specifi-
city. Remarkable sensitivity (with subfemtomolar
detection limits) could be achieved with the
proper choice of substrate/product couples and
accumulation of the cationic electroactive product
onto cation-exchanger (Nafion) film covering a
screen-printed electrode.

5. Towards a femtomolar level

How far can we go? What are the limits? Can
we go into a femtomolar, attomolar, or even
further into the zeptomolar (10−21 M) regime
without any limit in the concentration detection
limit? This question leads to other interrelated
questions: first, is there a theoretical limit in de-
tectability? Second, are we fully exploiting the
various factors for analytical purpose? Various

Table 2
Factors that exert profound effects on the reaction rate am-
plification

Amplification/Factor Examples utilized
fold (DL reached /M)

a:100Accumulation
b:20Adsorption Most of the metals

(10−10)
Mercury (5×10−14)

Catalysis
Analyte as a
catalyst:

EC% c:20 Common metals
(10−11)

c:10 Ruthenium (10−10)BC
c]103Electro- Pt (4×10−14),

catalysis Rh (5×10−14)
Affinity AP (alkaline phos-c]104

phatase enzyme)assays
(4×10−16) [43]
Uranium (10−8) [48]Analyte as a

substrate
(EC%)

Kinetic method Ru, Os (3×10−12)
Mn (5×10−11) by
chaotic process [44]
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advances answer ‘yes’ to the first question, sug-
gesting it to be 0.1 fM. Detecting one (0.6)
molecule means yoctomole (10−24 mol, amount
not concentration!) detection limit. If the sample
volume can be reduced to nanoliters (nl volumes
are becoming routine), one (0.6) molecule corre-
sponds to 0.1 femtomolar (10−16 M) which is the
detectable concentration limit. Bagel et al. [43]
achieved this limit (4×10−16 M for alkaline
phosphatase) by an affinity assay technique that
consists of all types of contributing factors (Table
2). Yatsimirskii et al. [44] showed the theoretically
attainable detection limit to be 10−15 M for
Mn(II) by a catalytic kinetic method based on the
chaotic process in the Belousov–Zhabotinskii
reaction.

Estimations for the gain G (Eq. (1)) from Table
2 show 4×104 (with k=1) and 1×106�8 for EC%
and electrocatalysis factors in the coupled Ad-
CtSV, respectively. By taking the micromolar
level as the detection limit of standard linear scan
voltammetry, we can obtain the detection limits as
10−11 M for common metals (EC%) and 10−12�14

M for Pt and Rh by current AdCtSV.
As a conclusion, we are not fully exploiting the

great advantages of the electrocatalysis (enzyme-
like) process, using only a small fraction, say
0.01% (maximum 105 out of 109) for the metal
target. Various chemical and instrumental ap-
proaches have been used to reduce the concentra-
tion detection limits. ASV with collection at IDA
(interdigitated array) microelectrode [45], espe-
cially with redox cycling [46] is, in principle,
analogous to AdCtSV, the most integrated elec-
trodic complexity (due to its unique ability to
regenerate the analyte).

So far we have focused on various means for
enhancing the current signal in connection to
adsorptive catalytic stripping voltammetry. Since
the overall detectability is determined by the sig-
nal-to-noise (S/N) characteristics, proper atten-
tion needs to be given to advanced means for
compensating the various components of the
background current (faradaic and non-faradaic)
and minimizing the associated noise (in connec-
tion with signal averaging). In addition to ad-

vanced microprocessor-controlled baseline fitting
and noise-filtration strategies, attention should be
given to the minimization of contamination risks
through proper laboratory practice (expected for
ultratrace work).

6. Concluding remarks

Voltammetric techniques have advanced very
rapidly during the second half of the 20th century.
The judicious combination of effective preconcen-
tration and catalytic processes has opened the
door to remarkably sensitive protocols, suitable
for centralized and in situ detection of trace
metals. The judicious design and coupling of
proper methodologies should further lower the
detection limits to the ppq (femtomolar) regime.
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Abstract

Several procedures for the determination of Ca, Mg and Sr in soils have been compared on the basis of the
accuracy of analysis of two NIST reference materials (Montana Soils SRM 2710 and SRM 2711). Samples were
dissolved in a mixture of hydrofluoric and nitric acids in sealed vessels in a microwave oven and in teflon beakers on
a hot plate. The digests obtained from both dissolution methods were evaporated to dryness in an attempt to remove
silicon. Boric acid was added to prevent the precipitation of the lanthanum releasing agent (as lanthanum fluoride)
and potassium was added as an ionization buffer. Determinations were made by flame atomic absorption spectrome-
try with both the nitrous oxide–acetylene flame and the air–acetylene flame, with calibration either by standard
additions or against external standards matrix matched with respect to nitric acid, boric acid, lanthanum and
potassium. The silicon remaining in the solution was also determined by external calibration. A single-line flow
injection manifold was used to overcome any problems due to the presence of high dissolved solids. A volume of 300
ml was injected into a water carrier stream flowing at 8 ml min−1. To determine Ca in the air–acetylene flame, it was
necessary to remove silicon. Magnesium was determined in either flame without complete removal of the silicon,
however, for the determination of Sr, it was necessary to remove the silicon and use the nitrous oxide–acetylene
flame. The indicative value for Sr in SRM 2710 was too low: the value determined was 360930 mg g−1. © 1999
Elsevier Science B.V. All rights reserved.

Keywords: Calcium; Magnesium; Strontium determination; Soil dissolution; Silicon removal; Flow injection; Flame atomic
absorption spectrometry
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1. Introduction

As part of an on-going study of the uptake of
elements by marine phytoplankton, it has been

necessary to devise validated methods for the
determination of major and minor components by
a number of different procedures. Although the
main emphasis of our study has been on the use
of plasma source mass spectrometry, methods in-
volving flame atomic absorption spectrometry,
and gas chromatography (following derivatiza-
tion) with microwave induced plasma atomic
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emission detection are also under development.
As there are, at present, no standard reference
marine plankton materials available, suitable al-
ternative materials for use in the method valida-
tion have been sought. We considered that soil
would be a suitable surrogate reference material
in this study as, to a first approximation, phyto-
plankton consist of a silicate skeleton together
with plant-like organic material. Part of the study
of plankton concerns whether it is necessary to
dissolve the skeletal material to obtain informa-
tion on the total elemental composition or
whether an acid leaching procedure would be
satisfactory. Initial experiments were conducted,
in which the total elements (selected as those
which could be readily determined by flame
atomic absorption spectrometry) were determined
following complete dissolution.

A critical stage in silicate analysis is the com-
plete dissolution of siliceous materials. The con-
ventional methods used are based on attacking
the material with strong oxidizing acids or the use
of fusion methods. The use of acids has advan-
tages compared with fusion methods since it not
only provides lower concentrations of dissolved
salts, but also allows the removal of silicon by
volatilization as fluoride [1]. Various workers have
described methods for the complete dissolution of
silicates using hydrofluoric/perchloric/nitric acids
[2,5–7] hydrofluoric/sulphuric/nitric acids [2] and
hydrofluoric/hydrochloric/nitric acids [2–4,6,8] in
polytetrafluoroethylene (PTFE)-lined pressure
vessels. However, great care must be taken if
perchloric acid is used due to the risk of
explosion.

Although atomic absorption spectrometry is
practically free from spectral interferences, chemi-
cal interferences have to be taken into account in
the development of new methods. The effect of
chemical interferences and the steps needed to
avoid or to compensate for, these effects have
been well studied in flame atomic absorption spec-
trometry (FAAS). Silicon, aluminum and phos-
phate suppress the absorption signals of calcium,
magnesium and strontium in the air–acetylene
flame through the formation of stable com-
pounds. These effects can be reduced by the addi-
tion of releasing agents such as lanthanum or

vanadium [4,7]. However, the addition of lan-
thanum to sample solutions containing fluoride
results in the precipitation of lanthanum fluoride.
Therefore, it is necessary to complex the excess
hydrofluoric acid with boric acid prior to the
addition of lanthanum [4,6,8]. However, it has
been reported that for the determination of cal-
cium by FAAS, it was necessary to use the nitrous
oxide–acetylene flame and to matrix match with
respect to silicon and aluminum since the lan-
thanum–fluoroborate–boric acid matrix did not
completely eliminate the chemical interferences of
silicon and aluminum [9].

Roos and Price [4] described the determination
of calcium, magnesium and strontium in cement
samples. However, they used the air–acetylene
flame emission technique for calcium and magne-
sium, and determined strontium by absorption in
the nitrous oxide–acetylene flame to eliminate the
chemical interferences, despite the addition of
boric acid and lanthanum.

Langmyhr et al. [6] used the bomb technique
for decomposition of inorganic siliceous materials,
and added saturated boric acid solution to the
sample solutions. The authors recommended the
nitrous oxide–acetylene flame for the determina-
tion of calcium and magnesium. EDTA was first
used by Adams and Passmore [7] as a chelating
agent to increase the effectiveness of lanthanum as
a releasing agent in the air–acetylene flame. They
reported that the pH of the solution was critical
and should be adjusted to alkaline with ammo-
nium hydroxide before final dilution to avoid
subsequent precipitation of lanthanum fluoride.

Córdoba et al. reported the determination of
calcium and magnesium in cements [10], soils [11],
vegetables [12] and other samples with high silica
content [13] with slurry nebulization flow injection
flame atomic absorption spectrometry (FI-
FAAS). Hydrochloric/hydrofluoric and nitric/hy-
drofluoric acids were used as suspension media.
The major problems reported were nebulizer clog-
ging and poor reproducibility due to the large
particle size and instability of the suspensions,
respectively. Thus, it was necessary to further
grind the materials for approximately 30 min
prior to preparation of slurries. A T-piece was
also placed between the FI manifold and the



Z. Arslan, J.F. Tyson / Talanta 50 (1999) 929–937 931

nebulizer to overcome the clogging problem ob-
served for conventional FI sample introduction.
Air sucked up through the T-piece allowed the
introduction of the slurries in a discrete manner to
the nebulizer [10,13]. For the vegetable samples, a
precalcination step in a muffle furnace was also
performed and the slurries made from the ground
ash to overcome the clogging problems [12]. Soil
slurries were heated in a microwave cavity
for approximately 2 min to promote extraction
of species into the suspension medium [11]. Vari-
ous reagents such as glycerol [10] and Triton
X-100 [12] were used to increase the stability of
suspensions with continuous magnetic stirring
during the introduction of slurries to the FI man-
ifold.

David [14] described the determination of
strontium in soils and plants by FAAS with an
air–acetylene flame. An anion-exchange column
was used to eliminate the interference of phos-
phate, and the standard additions method was
used for calibration. Gutteridge et al. [15] re-
ported a method for the determination of stron-
tium in serum, in which strontium was
coprecipitated with calcium oxalate. The precipi-
tate was dissolved in hydrochloric acid and lan-
thanum was added. Recently, Lin and co-workers
[16] have reported a continuous co-precipitation
dissolution procedure for the determination of
strontium in silicate rocks. In this method, sam-
ples were dissolved by hydrofluoric/perchloric/hy-
drochloric acid and followed by the
co-precipitation of strontium with lead sulphate
with dissolution in hot EDTA.

The advantages of flow injection sample intro-
duction in atomic spectrometry over the conven-
tional methods are well documented [17–21]. The
major advantages can be summarized as the use
of reduced sample volume without loss of sensitiv-
ity, reduced analysis time due to the high sample
throughput (typically in the range of 100–120
samples h−1), improved precision (carrier solu-
tion is continuously introduced keeping the spray
chamber saturated and the burner temperature
constant). Another important advantage is the
higher tolerance to the dissolved solids content,
since a small volume of sample solution is intro-
duced to the carrier stream, and the nebulizer-

burner system is continuously flushed with the
carrier solution, which minimizes the blockage of
nebulizer orifice and burner slot, as well as trans-
port interferences and solute volatilization
interferences.

We have developed a method for the determi-
nation of calcium, magnesium and strontium in
silicates, based on dissolution in a mixture of
hydrofluoric and nitric acids in which the depres-
sive effect of silicon on the subsequent FAAS
analysis was removed by the volatilization of sili-
con as the tetrafluoride. To minimize the prob-
lems associated with the build up of salts on the
burner head, sample solutions were introduced to
the spectrometer by a single-line FI manifold.
Two methods of dissolution were evaluated. Dis-
solution in PTFE beakers on a hot plate was
found to be preferable to dissolution of the sam-
ples in closed vessels in a microwave field.

2. Experimental

2.1. Apparatus

All measurements were made with a Perkin–
Elmer (Norwalk, CT, USA) Model 1100 B atomic
absorption spectrometer equipped with an Epson
Model LQ-850 printer. Two types of interchange-
able burner heads were used, a single-slot solid
titanium air–acetylene burner with 100 mm path
length and a nitrous oxide–acetylene burner with
a 50 mm path length. Intensitron (Perkin–Elmer)
hollow cathode lamps were used for the determi-
nation of Sr and Si. A multi-element (Ca, Mg and
Zn) hollow-cathode lamp was used for Ca and
Mg. Instrumental and operational parameters are
given in Table 1. For the microwave digestion of
the samples a CEM (Indian Trail, NC, USA)
Model MSD-81D oven providing 630970 W
output power at 100% power setting was used.
The 12-vessel turntable drive system rotates the
samples 360° within the microwave field at 6 rpm.
The vessel body and the cap are made of
polyetherimide (Ultem), and the liner, cover and
the rupture membrane are made of Teflon® pe-
rfluoralkoxy (PFA). The vent screw is constructed
of PTFE. The volume of the liner is 100 ml. The
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Table 1
Instrumental parameters used for determination of Ca, Mg, Sr and Si by FI-FAAS

Nitrous oxide–acetylene flameSlit width (nm) Lamp currentWavelengthElement Air–acetylene flame
characteristics (l min−1)(nm) characteristics (l min−1)(mA)

Air Acetylene Nitrous oxide Acetylene

0.7Ca 7422.7 8 2.5 7 6.5
0.7 4 8285.2 2.5Mg 7 6.5
0.4 15 8 2.5Sr 7460.7 6.5
0.2 40 – –251.6 7Si 6.5

digestion power and time were adjusted from
the operation control panel, and displayed during
the operation. A single line flow injection
manifold was used. A pump (IsmaTec sa MS-
REGLO) was used with Tygon pump tubes 1.5
mm internal diameter (i.d.) delivering a water
carrier stream 8 ml min−1. Samples were
introduced by a six-port rotary flow injection
valve with a 300-ml sample loop. All connecting
tubing and the sample loop were made from
0.8 mm i.d. PTFE tubing. To minimize the
dispersion, the length of tubing connecting the
valve to the nebulizer was the minimum (300
mm).

2.2. Data collection and processing

The peak absorbance was measured at a 10 Hz
data collection frequency. Five replicate measure-
ments were made. The absorbance value for
each replicate was displayed on the screen of
the spectrometer. After five replicates, the
mean peak height absorbance, the standard devia-
tion and the relative standard deviation (RSD) of
data were calculated and displayed by the instru-
ment, and then printed by the printer. The cali-
bration data for each element was processed on a
personal computer using a graphics software
(Cricket Graph Version 1.3.2) to construct the
calibration curve and to obtain the equation of
the calibration curve. Visual inspection of all
scatter plots indicated that the external calibration
and standard additions calibration plots were
linear over the concentration range used.
Correlation coefficients (r) ranged from 0.998 to
1.00.

2.3. Reagents and standard solutions

All reagents used were of analytical grade un-
less specified otherwise. High-purity deionized dis-
tilled water with a resistivity of 18 MV cm was
used to prepare all standard and sample solutions.
A boric acid stock solution (2% m/v) was pre-
pared from high purity solid boric acid (Alfa) by
dissolving 5 g of the solid boric acid in 250 ml of
deionized water. Standard working solutions of
Ca, Mg, Sr and Si were prepared from 1000 mg
ml−1 stock standard solutions by one-stage dilu-
tion with 4 ml of concentrated HNO3 (Fisher), 30
ml of 2% m/v H3BO3 and diluting to 100 ml with
water. Lanthanum nitrate (Aldrich) and KNO3

(Fisher) were added to all standards to yield the
concentrations of 0.5% m/v and 1% m/v for lan-
thanum and KNO3, respectively.

Standard and sample solutions were stored in
polyethylene bottles which had been soaked in 5%
v/v nitric acid and rinsed with water before use.

2.4. Method de6elopment

An alternating variable search procedure was
used to investigate the effect of operating parame-
ters and to select suitable values for these. As the
variables studied were not interactive to any great
extent, this procedure is satisfactory and has the
advantage (over a multivariate procedure) of
providing useful information about the effect of a
particular parameter on the method performance.

The flow injection variables were optimized to
obtain the greatest peak height sensitivity for a 5
mg ml−1 calcium standard solution. The flow rate
of carrier was varied from 2 to 14 ml min−1. The
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volume of the sample loop was varied from 50 to
1000 m1.

For the studies of the various other parameters
(reagent concentration, heating program, and cali-
bration procedure) the figure of merit was accu-
racy in the analysis of the standard reference
materials. The concentration of KNO3 added to
standard and sample solutions as ionization sup-
pressor was varied from 0 to 2% m/v. The volume
of concentrated hydrofluoric acid required for
complete dissolution of samples was varied from 1
to 12 ml. For dissolution of samples on a hot
plate, the temperature of the hot plate was varied
from 100 to 180°C. For microwave-assisted diges-
tion, the applied power of microwave system was
varied from 20 to 60%. Preliminary experiments
were performed to investigate the effect of the
addition of lanthanum and boric acid sequence to
the sample solutions.

2.5. Procedures

Two different methods were used to dissolve
the soil samples. One was a microwave assisted
digestion (Method 1), the other involved the di-
gestion on a hot plate in PTFE beakers (Method
2). For determination of calcium and magnesium,
approximately 100 mg of sample, 7 ml concen-
trated HNO3 and 3 ml concentrated HF were
placed in the PTFE vessels of the microwave
digestion system. The vessels were tightly capped
and irradiated at 40% power for 10 min with
continuous monitoring. At the end of the pro-
gram, the vessels were removed and allowed to
cool for 2–3 min in a fume hood and the pressure
inside the vessels slowly released. After re-tighten-
ing, the vessels were irradiated for a further 10
min. This step was repeated three times alto-
gether. At the end of the third time, the vessels
were cooled to room temperature and opened to
check if the complete dissolution, yielding color-
less solutions, had been accomplished. In cases of
incomplete dissolution, the microwave program
was continued until the sample had dissolved. The
vessels were then loosely capped and irradiated
almost to dryness (30–40 min). After cooling, the
residue was dissolved in 4 ml concentrated HNO3;
and diluted to 100 ml in a calibrated flask with

water after the addition of 30 ml of 2% m/v
H3BO3, lanthanum nitrate (0.5% m/v as La) and
potassium nitrate (1% m/v). For the determina-
tion of strontium, approximately 150 mg of the
sample was treated with the same digestion proce-
dure, but the final dilution was made to 50 ml
after the addition of 2 ml of HNO3 and 15 ml of
2% m/v H3BO3, lanthanum nitrate (0.5% m/v as
La) and potassium nitrate (1% m/v).

In Method 2, the same volumes of HF and
HNO3 and sample masses as for Method 1 were
placed in PTFE beakers. The beakers were cov-
ered with PTFE covers and heated on a hot plate
at 140°C (measured with a mercury in glass ther-
mometer) for 3–4 h under the fume hood. After
complete dissolution, the solutions were heated at
the same temperature until all acid was removed.
The temperature was decreased to 70°C and the
solid residue was heated on the hot plate for 4–5
min to remove all volatile silicon tetrafluoride.
The dried samples were dissolved by warming
with 4 ml of concentrated HNO3 and the solu-
tions were transferred to 100-ml calibrated flasks
for calcium and magnesium determinations. For
strontium, 2 ml concentrated HNO3 was added to
dissolve the residue by warming, and the solution
was transferred to a 50-ml calibrated flask. Boric
acid, lanthanum and potassium were added as for
the Method 1.

In both digestion methods, two reagent blank
solutions were also prepared with the particular
digestion procedures. One was diluted to 100 ml
for Ca and Mg determinations, the other to 50 ml
for Sr determination. The concentrations of
HNO3, La, KNO3 and H3BO3 were all matched
with those of the sample solutions.

The concentrations of Si remaining in the solu-
tions after evaporation were determined, for SRM
2710, with the nitrius oxide–acetylene flame using
the optimized flow injection parameters.

2.6. Method 6alidation and calibration procedures

Two NIST reference materials were used for
method validation, SRM 2710 Montana Soil
(Highly Elevated Traces) and SRM 2711 Mon-
tana Soil (Moderately Elevated Traces). The con-
centration of Ca, Mg and Sr are similar in both
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samples, but only SRM 2711 is certified for the Sr
content. All three elements were determined in the
SRM 2710, whereas only Sr was determined in
SRM 2711. Four replicate analyses were made for
each SRM.

Calibration was carried out by both external
and standard additions methods. For external
calibration, a blank and four standards contain-
ing 4% v/v HNO3, 0.5% m/v La, 1% m/v KNO3

and 30 ml of 2% m/v H3BO3, were used. The
external standards were 0.5, 1.0, 2.0 and 5.0 mg
ml−1 for Ca and Sr, and 0.1, 0.2, 0.4, and 0.6 mg
ml−1 for Mg. For the determination calcium and
magnesium by external calibration, original solu-
tions were diluted 5-fold by measuring 20 ml
aliquots from the original sample solutions and
diluting to 100 ml with a solution of 4% v/v
HNO3, 0.5% m/v La, 1% m/v KNO3 and 30 ml of
2% m/v H3BO3. Strontium was directly deter-
mined from the original (50 ml) solutions.

In the standard additions method, the data for
one unspiked and three spiked sample solutions
were used to construct the calibration curve. For
the determination of Ca and Mg, 24 ml portions
of the five-fold diluted sample solution was trans-
ferred to a 25-ml calibrated flask by using 20-ml
and 2-ml bulb pipettes. The solution was spiked
with either 25, 50 or 125 ml of the 1000 mg ml−1

Ca standard solution, and either 5, 10 or 25 ml of
the 1000 mg ml−1 Mg standard solution. For the
determination of Sr, 9 ml portions of the original
sample solution were transferred to a 10-ml cali-
brated flask by a 10-ml graduated pipette and
spiked with either 10, 20 or 50 ml of 1000 mg ml−1

Sr standard solution. All spiked sample solutions
were then diluted to volume with a 100 ml solu-
tion of 4% v/v HNO3, 0.5% m/v La, 1% m/v
KNO3 and 30 ml of 2% m/v H3BO3.

For the determination of Si, only external cali-
bration was performed with a blank and three
aqueous standard solutions, 20, 50 and 100 mg
ml−1, which contained 4% v/v HNO3, 0.5% m/v
La, 1% m/v KNO3 and 30 ml of 2% m/v H3BO3.

Five replicate measurements were made for
each solution, and the mean peak height ab-
sorbances calculated. To calculate the concentra-
tion of each analyte, the mean peak height
absorbances for the samples from the analysis

solutions were substituted into the appropriate
calibration equation. In the determination of the
elements by the standard additions method, the
concentrations of analytes were directly calculated
by dividing the intercept on the absorbance axis
by the slope of the calibration curve. The quotient
was then corrected for the appropriate dilution
factor.

3. Results and discussions

The optimum flow rate of the carrier stream
was 8 ml min−1. The optimum sample loop vol-
ume was 300 ml. For injection volumes greater
than 300 ml, there was no significant increase in
the absorbance signal compared with that for
direct aspiration. The optimum concentration of
KNO3 was 1% m/v. For the concentrations lower
than 1% m/v, the recoveries of the analytes from
the soils were significantly low due to the ioniza-
tion interference which produced high absorbance
values for the standards. The effect of volume of
HF added into the digestion vessel is shown in
Fig. 1 in terms of relative recoveries of Ca and
Mg obtained from the N2O–C2H2 and air–C2H2

flames, respectively. The results indicated that 1

Fig. 1. The effect of concentrated hydrofluoric acid volume on
the dissolution of silicate structure of soils (SRM 2710).



Z. Arslan, J.F. Tyson / Talanta 50 (1999) 929–937 935

Table 2
Ca, Mg and Sr content of the samples solutions obtained by Method 1 in the air–acetylene and nitrous oxide–acetylene flames by
FI-FAASa

Air–acetylene flame Nitrous oxide–acetylene flameSample Certified valueElement

By aqueous By aqueousBy standard By standard
standards additionsstandardsadditions

1.0190.05Ca (%) 1.3090.06 1.1990.05 1.2890.11 1.2590.03
0.87690.035 – 0.80990.073Mg (%) 0.81390.011SRM 2710 0.85390.042

214915 350911 348921 367927 240bSr (mg g−1)
13592.4 241915 245914 248933 245.390.7Sr (mg g−1)SRM 2711

a Results are given as mean995% confidence interval for four separate analyses.
b Indicative value.

ml of concentrated HF was sufficient to dissolve
the samples. However, 3 ml was added to all soil
samples to avoid any possible incomplete dissolu-
tion. The optimum hot plate temperature was
140°C. At higher temperatures, distortion of the
bottom of the PTFE beakers was observed. The
optimum power for the microwave oven was 40%,
which gave a digestion time of 1–2 h. At lower
power settings, not only did the digestion take
longer, but did not completely dissolve some sam-
ples. A rapid increase in pressure inside the vessels
occurred at higher power settings. For safety rea-
sons, these values were not used.

A white precipitate of LaF3 was rapidly formed
for method 1 solutions, when lanthanum (0.5%
m/v) was added prior to the H3BO3 solution (30
ml v/v of 2% m/v H3BO3), which did not dissolve
on the addition of up to 2 ml of concentrated
HNO3. For the solutions digested by method 2, a
faint turbidity was observed, indicating that some
fluoride was still present, which dissolved slightly
in 2 ml of concentrated HNO3. No precipitation
occurred if the boric acid solution was added
prior to the lanthanum solution. Thus, the boric
acid solution was added first throughout the
preparation of all standard and sample solutions
to avoid any possible precipitation.

The concentrations of Ca, Mg and Sr obtained
from the soil solutions are given in Tables 2 and 3
for methods 1 and 2, respectively. It is clear from
the results of the standard additions analyses that
complete dissolution of the soil samples were
achieved in both digestion methods. Although the

magnesium results were unaffected by the diges-
tion method and flame conditions, those of cal-
cium and strontium from method 1 were
significantly lower than those for method 2 when
the air–acetylene flame was employed. The mag-
nesium results are in agreement with those of
Oguma et al. [22], who determined magnesium
(only) in silicate rock by FI-FAAS after fusion
with lithium carbonate and boric acid. Interfer-
ences were overcome by the addition of lan-
thanum. It was thought that the depression of the
calcium signals was due to the incomplete re-
moval of silicon by method 1. The certified con-
centration of silicon in SRM 2710 is
28.9790.18% (m/m). Thus, the concentration of
silicon would be approximately 300 mg ml−1 for
Ca and Mg solutions and 900 mg ml−1 for Sr
solutions if silicon was not removed by evapora-
tion. The silicon content of the solutions from
method 1 varied from 10 to 50 mg ml−1 whereas
for those of method 2 it was less than 1 mg ml−1.
These results indicated that for complete removal
of Si, heating to dryness is necessary. Although
the majority of Si was also removed in Method l
by irradiating almost to dryness, the remaining
one or two drops of liquid residue at the bottom
of the digestion vessel, due to the equilibrium of
evaporation and condensation process, contained
a significant amount of Si. This could not be
removed by evaporation to complete dryness, as
for method 2, because of possible damage to the
vessel body and liner by microwave radiation. The
addition of lanthanum to the sample solutions did
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Table 3
Ca, Mg and Sr content of the samples solutions obtained by Method 2 in the air–acetylene and nitrous oxide–acetylene flames by
FI-FAASa

Air–acetylene flame Nitrous oxide–acetylene flame certifiedSample Certified valueElement

By aqueous By aqueousBy standard By standard
standards additionsstandardsadditions

1.2990.03 1.3690.11Ca (%) 1.2290.14 1.3590.12 1.2590.03
0.85890.039 — 0.85690.065Mg(%) 0.84890.062SRM 2710 0.85390.042

304914 377917 377927 381925 240bSr (mg g−1)
204915 275914 262926 286925 245.390.7Sr (mg g−1)SRM 2711

a Results are given as mean995% confidence interval for four separate analyses.
b Indicative value.

not, therefore, completely compensate for the sup-
pression of silicon on calcium and strontium in
the air–acetylene flame. However, the suppression
was eliminated by use of the hotter nitrous oxide–
acetylene flame.

In the case of strontium, it appears that the
indicative value of 240 mg g−1 for SRM 2710 is
inaccurate. It is also apparent from the results for
SRM 2711 that even with the removal of silicon,
inaccurate results are obtained with the air–
acetylene flame. However, the results of the stan-
dard additions method in the air–acetylene flame
agreed with those of both external and standard
additions methods in the nitrous oxide–acetylene
flame. It is thought that the suppression of the Sr
signal in the air–acetylene flame is due to the
interference of other species such as aluminum
and phosphate which are present at 6.44, and
6.53% for Al and 0.106, and 0.086 mg g−1 for P in
SRMs 2710 and 2711, respectively.

The slopes of the calibration curves of the
standard additions methods for Sr in the air
acetylene flame were 0.152 and 0.208 for methods
1 and 2, respectively, and they were significantly
lower than that of the external method (0.239).
This result also supports the hypothesis that
there is a significant suppression of the Sr signal
in the air–acetylene flame despite the removal of
silicon.

The concentration of total dissolved solids in
100 ml diluted analysis solutions was around 2%
m/v due to the addition of lanthanum (0.5% m/v),

KNO3 (1% m/v) and 30 ml of 2% m/v H3BO3. No
blockage of nebulizer and burner was observed
with the air–acetylene flame due to the flow injec-
tion introducing 300 mL of 2% m/v sample solu-
tions, and analysis was performed at
approximately 60–70 h−1 sampling frequency
with manual injection. However, with the hotter
nitrous oxide–acetylene flame, depositions were
observed on the burner slot possibly due to the
melting of metals and salts, which were frequently
removed by a spatula to prevent the subsequent
flame noise.

The absorbance data obtained from the air–
acetylene flame were more precise than those for
the nitrous oxide–acetylene flame. The relative
standard deviation (RSD) in the peak height ab-
sorbance for five replicate measurements varied in
the range of 0.8–3.1% for calcium, 1.0–4.1% for
magnesium, 1.2–3.6% for strontium. The major
problem during the measurements with the hotter
and fast-burning nitrous oxide–acetylene flame
was the substantial flame noise caused by the
freezing of nitrous oxide at the cylinder outlet.
Although the gas supply line was electrically
heated at the outlet, it was not possible to control
the temperature closely. Thermostatic heating is
necessary to avoid any possible change in the
flame conditions. Thus, the relative standard devi-
ation (RSD) in the peak height absorbance in the
nitrous oxide–acetylene flame was significantly
higher than that of the air–acetylene flame and
varied from 2.5–8.5% for calcium, 2.8–7.4% for
magnesium, 2.7–7.4% for strontium.
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4. Conclusion

It is concluded that a mixture of hydrofluoric
and nitric acids can completely dissolve the sili-
cate materials in soils without the need for
perchloric or hydrochloric acids, thus minimizing
reagent contamination. The calibration by stan-
dard additions method requires further treatment
of the analysis solutions, which increases the total
analysis time and also the risk of contamination.
Thus, external calibration is recommended pro-
vided that matrix matched standard solutions are
used. Calcium can be determined accurately with
the nitrous oxide–acetylene flame without com-
plete removal of silicon, while the removal of the
silicon is necessary for the accurate determination
in the air–acetylene flame. It is not necessary to
remove the silicon to obtain accurate analyses for
magnesium determination, both air–acetylene and
nitrous oxide–acetylene flames can be used, but
the former is twice as sensitive as the latter.
Considering the problems associated with the op-
eration and the lower precision, however, the use
of fast-burning nitrous oxide–acetylene flame is
not recommended for calcium or for magnesium
determination. For the determination of stron-
tium, it is concluded that the removal of silicon is
not sufficient to perform accurate analysis in the
air–acetylene flame despite the addition of lan-
thanum as a releasing agent and potassium as an
ionization suppressor. Thus, the nitrous oxide–
acetylene flame should be used to eliminate the
interferences (possibly due to aluminum and
phosphates) on strontium.

It is thought that the indicative value of stron-
tium in SRM 2710 reported by NIST is inaccu-
rate. This hypothesis has been confirmed1.
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Abstract

2,6 Didodecyl b cyclodextrin (2,6ddbCD) modified ion-selective electrodes (ISEs) were used in discrete solutions
and in a flow injection analysis manifold for monitoring the local anaesthetic lidocaine hydrochloride (lignocaine) in
the presence of endogenous cations and proteins. Membrane matrices comprised of either high molecular weight poly
(vinyl chloride) (PVC) or polyurethane (Tecoflex SG 80) were compared. The behaviour of these electrodes in the
presence of bovine serum albumin (BSA), a1 acid glycoprotein (AAG) and human serum (HS) indicate that the
Tecoflex-based membrane matrices are preferable to PVC as the drift induced by proteins on baseline lines and peak
height reproducibility was considerably reduced in the former. Interference from ‘serum’ levels of sodium, potassium
and calcium (145 mmol dm−3 Na+, 1.26 mmol dm−3 Ca2+, 4.30 mmol dm−3 K+) was negligible (−Log Kij

POT

(overall) ]4.0). The major organic interferents were molecules of similar size and structure, which caused reduced
slope and drift in baseline potentials, at equimolar concentration levels. A reduction in interferent concentration by
a factor of 10 negated these effects. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Lidocaine; Ion-selective electrodes; Proteins; Cyclodextrins
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1. Introduction

Several commonly used local anaesthetics con-
sist of an aromatic moiety linked via an ester or
amide group to a basic side chain. The molecules
are weak bases (the pKa of lidocaine, Fig. 1.2, is

8.2) so that they are partially ionised at physiolog-
ical pH. In extra cellular fluids they are present as
‘protein-bound’ and ‘free’ factions. The proteins,
to which drugs most commonly bind, are albumin
and a1 acid glycoprotein (AAG). The acidic
drugs, (e.g. barbiturates), in the main, bind to
albumin and the more basic drugs (e.g. lidocaine)
bind to AAG [1]. AAG is also called the acute
phase or ‘stress’ protein. Approximately 65% of
lidocaine is bound by AAG and this percentage
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can increase as the concentration of AAG in
serum increases, for example after surgery or my-
ocardial infarction.

Lidocaine not only acts as effective local anaes-
thetic but also as an antidysrhythmic drug. The
normal therapeutic plasma range is 4×10−6–
2×10−6 mol dm−3, although in some patients,
concentrations of up to 2.0×10−5 mol dm−3

may be required to prevent arrhythmias [2].
Several analytical methods have been described

for the detection of local anaesthetics. These in-
clude colorimetry [3,4], gas–liquid chromatogra-
phy (GLC) [5–9] and high pressure liquid
chromatography (HPLC) combined with UV de-
tection [10–13] or electrochemical detection [14].
Ion-selective electrodes (ISEs) reported for
lidocaine [15–17] are all based on ion pairing.
All electrodes produced a Nernstian response
in aqueous solutions, however, few interference
studies were performed and no protein inter-
ference effects were studied. In a previous
publication [18], lipophilic cyclodextrins were re-
ported as the first neutral ionophores for local
anaesthetics [19] with excellent selectivties over
charge dense cations and several endogenous
cations.

In this study 2,6 didodecyl b cyclodextrin
(2,6ddbCD; Fig. 1.1) based electrodes were incor-
porated in a flow injection manifold and the
effects of proteins and endogenous cations were
monitored in discrete solutions and flow-injection
analysis (FIA) experiments.

2. Experimental procedures

2.1. Reagents

Lidocaine hydrochloride, bovine serum albu-
min (BSA) and AAG were obtained from Sigma
(Poole, Dorset, UK). Fresh human serum (HS;
without anticoagulants) was obtained from willing
blood donors at Dryburn Hospital, Durham.
These samples were used within 24 h. High rela-
tive molecular mass poly (vinyl chloride) (PVC),
o-nitrophenyl octyl ether (oNPOE), dioctyl seba-
cate (DOS) and potassium tetraphenyl chlorobo-
rate (KTpClB) were obtained from Fluka (Buchs,
Switzerland). The polyurethane Tecoflex SG 80
was obtained from Thermedics, USA. The
ionophore 2,6 didodecyl b cyclodextrin was syn-
thesised in Durham [19]. Sodium and potassium
chloride of analytical grade were obtained from
BDH (Merck House, Poole, Dorset). All standard
solutions were prepared in de-ionised water.

2.1.1. Electrodes
The electroactive membranes were prepared as

1.2% ionophore, 65.6% oNPOE (or DOS), 32.8%
PVC (or TECOFLEX SG 80) and 0.4% KTpCIB.
These membranes were mounted in Philips IS
(561) electrode bodies (Philips Analytical, Eind-
hoven, The Netherlands), with an inner filling
solution of 10−3 ammonium chloride solution.
The electrodes were conditioned for 12 h in 10−3

mol dm−3 analyte solutions prior to use.

Fig. 1. Structures of the ionophore and analyte: 1, 2,6ddbCD; and 2, lidocaine hydrochloride.
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2.2. Flow-injection analysis manifold

The flow-injection manifold comprised an injec-
tor, dispersion coil, detector and peristaltic pump.
Samples and carrier solutions were introduced
into the flow system by a six-port manual injector
with a sample loop volume of 250 ml (Omnifit).
The dispersion coil consisted of 1 m Teflon tub-
ing. The detector cell [20] configuration was a
macro wall jet system comprising a Philips IS-560
electrode body (Philips Analytical, Eindhoven,
The Netherlands) and a single junction calomel
electrode (ATI, Russell, Fife, Scotland, UK) with
the ceramic frit fitted into the detector cell body.
The reference electrolyte (0.1 mol dm−3 KCl)
flowed continuously around the reference elec-
trode frit, forming a thin film of flowing solution
around the ion-selective as it entered the reservoir.
The carrier stream impinged directly on the ISE
membrane surface through a capillary.

The ISE and reference electrodes were con-
nected to a buffer amplifier (Molspin, Newcastle,
UK) with a voltage gain of three. The amplifier
was connected to a digital multimeter (METEX
M4650CR) and the results analysed using Micro-
cal Origin. Measurements were made at ambient
temperature. The flow rate of the system was 4 ml
min−1.

2.3. Discrete solutions measurements

PVC and TECOFLEX based lidocaine selective
electrodes were transferred back and forth be-
tween aqueous solutions containing a simulated
clinical electrolyte background (145 mol dm−3

Na+, 4.3 mol dm−3 K+ and 1.3 mol dm−3

Ca2+) and electrolyte solutions that contained
BSA (40 g dm−3), AAG (0.55 g dm−3) or pooled
HS (40 g dm−3). The ISE and reference electrodes
were placed, first in the aqueous analyte solution
and the potential difference recorded after 20 min.
The electrodes were then put into the protein
containing solution and the potentials recorded
after 20 min. This is a standard method for mea-
suring protein-induced asymmetry potentials in
calcium ISEs [21,22].

All calibration measurements were made at 298
K using a continuous dilution method described

Table 1
pKa and pI values of lidocaine and some endogenous cations
studied as interferents

pKa (298 K)Compound Isoelectric point (pI)

8.2 –Lidocaine
5.979.60, 2.34Glycine

Vitamin B1 –4.8,9.2
7.59Histidine 9.28, 6.17, 2.22
–3.4 (pyridinium)Nicotinamide

previously [23]. The fixed interference method
(FIM) as defined by IUPAC (International Union
of Pure and Applied Chemistry) [24] was used for
selectivity coefficient determinations.

3. Results and discussions

3.1. Discrete solutions measurements

3.1.1. Calibration and interferences
Calibration of an electrode comprising

2,6ddbCD/Tecoflex/oNPOE/KTpClB at 298 K
gave a marginally super-Nernstian response of
61.0 mV decade−1 with a limit of detection
1.58×10−7, whereas the equivalent PVC matrix
electrode gave a slope of 55 mV decade−1 and a
limit of detection 1.58×10−5. The linear relation-
ship was maintained and excellent selectivity co-
efficients (− log Kij

POT, overall=4.2) were
obtained in a background of ‘serum’ levels of
Na+, K+ and Ca2+ (145 mmol dm−3 NaCl, 4.3
mmol dm−3 KCl and 1.26 mmol dm−3 CaCl2).
This corroborates the preferential inclusion of the
hydrophobic aryl moiety and/or the amine por-
tion of the local anaesthetic preventing interfer-
ence from hydrophilic alkali and alkaline earth
cations.

Interferences from various organic endogenous
organic substances such as vitamin B1, histidine,
glycine and nicotinamide (Table 1) were studied
using both PVC and Tecoflex based membranes
(Fig. 2(a, b)). A selectivity coefficient was calcu-
lated for vitamin B1, which has a pKa value of 4.8
and hence is ionic at the physiological pH. For
the other organic interferents, glycine, histidine
and nicotinamide results have not been reported
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as selectivity coefficients as the interferents are
primarily non-ionic at physiological pH (Table 1).
The isoelectric point for glycine, for example, is
5.97. However, only 1% is in the cationic or
anionic form at pH values between 4.3 and 7.7
[24,25]. For histidine, only 1.2% is ionised at pH
7.4, and 17.4% at pH 6.8. Any interferent effect
would be attributable to a blockage of the
ionophore or electrode fouling rather than a com-
petition between the interferent and analyte for
charge induced membrane transport. A major in-
terferent for the lidocaine selective electrode was

10 mmol dm−3 histidine which reduced the slope
of the PVC electrode to 41.7 mV decade−1 and
increased the slope of the Tecoflex electrode to
67.4 mV decade−1. A 10-mmol dm−3 nicoti-
namide background also interfered, the interfer-
ence manifesting as a continuous drift of the
baseline over 2–3 h. Vitamin B1 (10 mmol dm−3)
interfered with selectivity coefficients of − log
Kij

POT=2.4 and 2.1 for PVC and Tecoflex mem-
brane matrices, respectively (Table 2). These ob-
servations suggest that the major interferents are
molecules of similar size and structure to the

Fig. 2. Response curves for calibration and interferents for: (a) PVC; and (b) TECOFLEX membranes. A: aqueous; B: 145 mmol
dm−3 Na+, 4.3 mmol dm−3 K+, 1.26 mmol dm−3 Ca2+; C: 10 mmol dm−3 Glycine; D: 1 mmol dm−3 Nicotinamide; E: 10 mmol
dm−3 Vitamin B1; and F: 10 mmol dm−3 L-histidine
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Table 2
Membrane matrices comprising of either PVC or Tecoflex were compared

Membrane matrix TECOFLEX (interferent)PVC (interferent)

Vitamin B1‘Serum cations’ ‘Serum cations’ Vitamin B1

56.4Gradient (mV decade−1) 55.758.0 56.8
2.4 4.2 2.14.2Selectivity Coeff., −Log Kij

POT

primary ion. The interaction of lidocaine with
b-CD may involve aryl inclusion strengthened by
hydrogen bonding interactions either between the
protonated amino group or the amido-NH and
the glycosidic oxygen. Thus the major competitive
binders are aryl molecules of similar size with
pendant amino groups. Glycine being much
smaller than lidocaine, does not compete for in-
clusion in the cyclodextrin cavity. However inter-
ference was removed when the concentration of
nicotinamide background was reduced to 1.0
mmol dm−3. The physiological ranges of the en-
dogeneous organic interferents studied are:
glycine, 1.46E-04–3.52E-04; histidine, 7.3E-05–
1.25E-04; vitamin B1, 1.28E-08–5.9E-08; and
nicotinamide, 3.3E-05–7.7 E-05 mol dm−3. This
implies that whilst at such low concentration lev-
els, substantial interference from these ions is
unlikely.

3.1.2. Protein effects
Protein effects in discrete solutions were studied

using established methods for calcium reference
cells [21,22]. Three sets of graphs, corresponding
to BSA, HS and AAG effects, were obtained (Fig.
3(a–c)) by switching PVC and Tecoflex based
electrodes between aqueous electrolyte (contain-
ing ‘serum’ levels of Na+, K+ and Ca2+) and
electrolyte solution with added protein. Each set
of graphs was comprised of two pairs correspond-
ing to aqueous and protein-containing solutions
for PVC and Tecoflex based membranes.

In BSA and HS containing electrolyte solu-
tions, the Tecoflex-based membrane showed an
initial drop in potential (pts. 1 and 2 in Fig. 3(a,
b)). This effect was more pronounced for BSA
containing solutions. Following this initial drop,
the potentials returned to their original E0 values

(in aqueous solutions of 145 mmol dm−3 Na+,
4.3 mmol dm−3 K+ and 1.26 mmol dm−3 Ca2+

consistently). With the PVC-based membranes,
the recovery in E0 values after exposure to BSA
and HS was scattered. This observation is consis-
tent with a report by D’Orazio et al. [21,22] which
indicates a scatter in protein induced calibration
shifts for PVC-based Ca2+ ISEs. Furthermore,
the induced E0 shift resulting from the switching
between aqueous and protein-containing solutions
was higher for pooled HS (approximately 20 mV)
compared to BSA (approximately 8 mV).

Basic drugs such as lidocaine tend to bind,
preferentially, to the protein AAG (reference
range in plasma; 0.55–1.4 g dm−3). Measure-
ments in ‘serum’ levels of AAG in a background
of ‘serum’ levels of Na+, K+ and Ca2+ indicated
that the effect of AAG on protein induced E0

shifts was very small at the relative concentration
ratios of analyte and AAG used in this study (Fig.
3(c)).

With all three proteins the slope of the elec-
trode was checked (between 10−2 and 10−3 mol
dm−3 solutions) after washing the membrane
with 2 mol dm−3 NaCl solutions. Nernstian re-
sponse was maintained despite the shift in E0

values as discussed above.

3.2. Flow-injection-analysis

3.2.1. Aqueous calibrations
Calibrations with various combinations of

2,6ddbCD, polymer matrix, plasticiser and an-
ionic additive in a carrier solution of 1.0 mmol
dm−3 lidocaine hydrochloride and 0.1 mol dm−3

NaCl at ambient temperature showed that the
Tecoflex based membranes produced Nernstian
slopes whereas the PVC-based membrane was
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sub-Nernstian (slope, 54.5 mV decade−1). Re-
sponses to the analyte at concentrations greater
than that of the carrier solution (1.0 mmol dm−3

lidocaine) were evident as positive peaks and re-
sponses to concentrations less than 1.0 mmol
dm−3 lidocaine as negative peaks.

3.2.2. Calibrations in protein based solutions
Corroborating observations in discrete solu-

tions measurements, the Tecoflex-based mem-
branes showed a superior Nernstian response and
stable baseline (Fig. 4) compared to PVC based
membranes with electrolyte solutions containing
40 g dm−3 BSA. The drift was not apparent in
solutions containing serum levels of AAG (0.55 g
dm−3). However, fresh HS doped with 10−5 mol
dm−3 lidocaine caused a baseline drift with
Tecoflex based membranes compared to an
aqueous electrolyte solution containing ‘serum’
levels of Na+, K+ and Ca2+ and doped with
the same amount of lidocaine (Fig. 5). This
may be attributable to the fact that the fresh HS
samples were not thoroughly separated from
whole blood resulting in membrane fouling
by corpuscles. Another possibility is that pro-
teins adhere to the membrane resulting in a sys-
tematic drift. In order to verify this possibility, a
solution of 5% pepsin in 0.1 mol dm−3 hy-
drochloric acid, known to remove proteins from
electrodes, was injected alternately with the
fresh HS samples. A dramatic reduction in
base line drift was observed (Fig. 5) rendering
this procedure suitable for analysis in undiluted
HS.

Calibrations of Tecoflex/2,6ddbCD/DOS/KTp-
ClB membranes in backgrounds of ‘serum’ levels
of cations, 0.55 g dm−3 AAG, 40 g dm−3 BSA
and HS doped with 10−1–10−7 mol dm−3

lidocaine hydrochloride were plotted using aver-
age peak heights of the injected solutions for each
concentration (Fig. 6). A linear Nernstian re-
sponse was maintained with the AAG and BSA
containing solutions down to approximately
10−5.5 mol dm−3 analyte. In aqueous solutions,
the limit of detection was extended to approxi-
mately 10−6 mol dm−3 while in fresh HS solu-
tions the limit of detection was reduced to 10−5

mol dm−3.
In conclusion, a study of the effect of proteins

and endogeneous cations (exemplified using
lidocaine hydrochloride) on the measurements of
‘onium’ ion drugs on modified cyclodextrin based
ISEs leads to the following outcome. Interference
is only observed with equivalent concentrations of

Fig. 3. Potentiometric response for PVC and Tecoflex mem-
branes in presence of proteins in a background of 145 mmol
dm−3 Na+, 4.3 mmol dm−3 K+, 1.26 mmol dm−3 Ca2+: (a)
40 g dm−3 BSA; (b) 40 g dm−3 pooled HS; and (c) 0.55 g
dm−3 AAG.
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Fig. 4. Comparison of the effect of electrode calibration in FIA using a PVC and Tecoflex membrane matrix in a background of
40 g dm−3 BSA, 145 mmol dm−3 Na+, 4.3 mmol dm−3 K+, 1.26 mmol dm−3 Ca2+.

endogeneous cations of similar structure and
charge. For calibrations in protein containing so-
lutions FIA using Tecoflex SG80 based membrane
matrices with intermittent washing using pepsin
gives the minimum drift in base line and the
lowest detection limit.
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Abstract

A method of catalytic potential titration for the determination of trace manganese by using crystal violet ion
selective electrode is reported in this paper. It is based on the catalytic effect of manganese (II) on the oxidation of
crystal violet by potassium periodate in the presence of nitrilotriacetic acid (NTA). The experiments indicated that
this technique showed high sensitivity and high accuracy. The results of determination of trace manganese in grain
could be compared with the results obtained by means of atomic absorption spectrometry. © 1999 Elsevier Science
B.V. All rights reserved.
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1. Introduction

Manganese is one of the important trace ele-
ments for human body. It functions in
haematogenous organs, acts on the organic oxi-
dizing process, and takes part in the activating of
oxidase and dipeptidase. Furthermore, it is useful
to the synthetical process of thiamine and ascor-
bic acid [1]. Grain is an important source of Mn
that human body needs. So the determination of
Mn in grain is quite necessary.

However, it is not easy to determine Mn owing
to its less content in grain. The potential titration

with catalytic end-point indication proposed in
this paper exhibited high sensitivity and high ac-
curacy comparing to the normal analytical
method. The apparatus used this method is very
simple and the operation is rather easy.

The theory and application of the titrimetric
methods with catalytic end-point indication have
been reported [2–6]. However, in the recent years
these titrations have gradually declined in number
[7,8]. The investigation of trace Mn(II) determina-
tion, which is based on the catalytic effect of
Mn(II) on the oxidation of crystal violet (CV) by
potassium periodate in the presence of NTA, was
carried out in our laboratory. The reactions are
described as follows:

Titration reaction:

Mn2+(titrant)+EDTA�Mn−EDTA
* Corresponding author.
E-mail address: jingfangzhou@371.net (D. Xuezhi)
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Indicator reaction:

KIO4+CV�����������
Mn2+(catalyst)

NTA(activator)
P(product)

This method has been applied for the determina-
tion of Mn in rice and millet. The results are in
good agreement with the results obtained by
atomic absorption spectrometry method.

2. Experimental

2.1. Reagents and apparatus

2.1.1. Reagents
EDTA standard solution: 0.01 M EDTA stan-

dard solution was prepared from the sodium
ethylene diamine tetracetate and was standardized
with ZnO by conventional method. Working stan-
dard solutions (1×10−6–1×10−3 M) were pre-
pared by suitable dilution.

Mn(II) standard solution: The solution (0.01
M) was prepared from the MnSO4 and was stan-
dardized with EDTA standard solution by con-
ventional method. Working standard solution
(1×10−6–1×10−3 M) were prepared by suit-
able dilution.

Other solutions were prepared by conventional
method. All of the chemicals used in the experi-
ments were of analytical-reagent grade. Double
distilled water was used in the experiments.

2.1.2. Apparatus

Model ZD-2 (Shanghai, China) automatic electric
potential titration meter;
Model 180-60 (Japan) atomic absorption
spectrometer;
Model 501 (Chongqing, China) thermostat;
CV ion selective electrode was prepared by the
authors [9].

2.2. Procedure

The schematic diagram of apparatus is de-
scribed in Fig. 1.

All the solutions used were thermostated at
4190.5°C in the thermostat before use. The reac-
tion temperature in titration process was main-

tained at 4190.5°C with water flowing from the
thermostat. The proper amount of Mn (II) sample
solution and a known excess of EDTA standard
solution were added into the thermostated titra-
tion cell under magnetic stirring. Subsequently,
1.5 ml of 1×10−3M CV, 1 ml of 5×10−3 M
NTA, 2 ml of 1×10−2 M potassium periodate
(KIO4) and 2 ml of pH, 4 buffer were added into
the titration cell one by one, then the solution was
diluted to 25 ml with water. A CV ion selective
electrode (ISE) and a saturated calomel electrode
were immersed into the solution, The two elec-
trodes were linked with an automatic electric po-
tential titration meter and a recorder. Finally, the
Mn (II) standard solution was added into the
titration tube. Then began to titrate and the vari-
ance of the cell potential with consumed volume
of the Mn(II) standard solution was recorded
simultaneously. Before the end-point of the titra-
tion arrives, the indicator reaction rate is slow,
accordingly the potential of CV ISE varies very
slowly. While the end-point of the titration ar-
rives, a excess drop of Mn(II) catalyzes the indica-
tor reaction immediately, so the potential of CV
ISE varies considerably. In the titration curve, the

Fig. 1. The schematic diagram of apparatus. A: titration tube;
B, titrated cell; C, CV ion selective electrode; D, saturated
calomel electrode; E, magnetic stirrer; F, automatic electrical
potential titration meter; G, recorder; H: solution to be ti-
trated; I, thermostated water inlet; J, thermostated water
outlet.
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point where the cell potential varies considerably
with consumed volume of the Mn(II) standard
solution is used to locate the end-point of the
titration reaction. The content of Mn in the sam-
ple can be calculated by the difference between
EDTA standard solution added and Mn(II) stan-
dard solution consumed at the end-point of the
titration.

3. Results and discussion

3.1. Choice of the experimental conditions

The temperature and other variables were kept
constant during the titrating.

In the following experiments, except the condi-
tions to be chosen, the other conditions were the
same as which mentioned in the procedure. We use
3 ml 1.012×10−4 M EDTA, which was titrated
with 8.096×10−5 M Mn(II) standard solution.

The concentration of reagents is meant their
concentration in the solution (its volume is 25 ml)
before the titrating.

3.1.1. Choice of concentrations of CV and KIO4

The concentration of CV chosen is 6×10−5 M
in this work. It is based on that the CV ISE
exhibits a Nernstian response over the concentra-
tion range from 2×10−6 M to 2×10−4 M.

During the titrations, the concentration of
potassium periodate must be kept at a rather large
level in order to ensure that the rate of the
indicator reaction is independence of it. The effect
of the concentration of periodate on the titration
curve has been investigated in the range of 4×
10−4–1.6×10−3M. The results were shown in
Fig. 2. It can be seen that the variations of the cell
potential at the end-point of the titrations in-
creases with the concentration of periodate in-
creasing, and the end-points of these titrations are
all remarkable and are in agreement each other.
The concentration of periodate chosen is 8×10−4

M.

3.1.2. Influence of NTA concentration
The effect of NTA concentration was investi-

gated in the range of 0–2×10−3 M. The experi-

Fig. 2. Effect of potassium periodate concentration on the
titration curve. A, 4×10−4 M KIO4; B, 8×10−4 M KIO4;
C, 1.2×10−3 M KIO4; D, 1.6×10−3 M KIO4.

ments showed that NTA can increase the catalytic
effect of Mn(II). When NTA is absent, the cell
potential at the end-point of the titration varied so
slow that the end-point of the titration cannot be
located. The end-point became remarkable gradu-
ally with the concentration of NTA increasing.
When the concentration of NTA is in the range of
1×10−4–5×10−4 M, the end-point can be re-
markably observed, and the reproducibility of the
titration is much better, because NTA is not
amenable to complex ometric titration with the
catalytic end-point indication reported here. How-
ever, when the concentration of NTA is too high
(higher than 1×10−3 M), the reproducibility of
the titration is not good. It is possibly ascribed to
the formation of trace of Mn-NTA complex, and
the further investigation is necessary for this ques-
tion. The chosen concentration of NTA is 2×
10−4 M. On the other hand, NTA can react with
other metal ions to form stable complexes under
the chosen experimental condition. So NTA can
mask these metal ions from EDTA to increase the
selectivity of the method.

3.1.3. Effect of pH 6alue on titrating beha6ior
The influence of pH value on the titration curve

was investigated in the range of 2.5–11.0. The
results were shown in Fig. 3. The experiment
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showed that when the pH value of the solution
was lower than 3, the end-point of the titration
was not evident because the reaction of the
Mn(II) complexes with EDTA was not complete.
When the pH was in the range of 3.2–6.0,
the end-point was very evident and the accuracy
of the titration was very high. When the pH
was higher than 7.0, the sensitivity of the
end-point gradually decreases with the rising
of the pH. This is due to that high pH values
would decrease selectivity and increase the
possibility of competing hydroxo-complexes or
precipitation of hydrated oxides in the vicinity of
the end-point. When the pH was 9.8, the
end-point of the titration could not be located. If
the pH was higher than 10.5, the CV would
precipitate before the titration. The suitable range
of pH is 3.2–6.0, so pH of 4 is chosen in this
work.

3.1.4. Effect of reaction temperature
The effect of temperature on the indicator

reaction has been investigated specially. The
comparison experiments between the catalyzed
and the uncatalyzed reactions were investigated at
20, 25, 30, 35, 37, 39, 40, 41, 43, 45, 50, 55,
and 60°C, respectively. The experiments showed

that when temperature is lower than 30°C, the
catalyzed reaction is so slow that it is difficult to
determine the difference between the catalyzed
and uncatalyzed reaction rates. When the temper-
ature is in the range of 30–43°C, the difference
between the two reaction rates will increase
with the temperature rising. When the tempera-
ture is higher than 50°C, the difference will de-
crease with the temperature rising. The largest
difference appeared in the temperature range of
39–43°C.

The effect of temperature on the titration reac-
tion was investigated also in the range of 35–
50°C. The experiments indicated that the
sensitivity of the end-point of the titration reac-
tion increases with the temperature increasing up
to 45°C. When the temperature is higher than
45°C, the sensitivity of the end-point decreases
gradually with the temperature increasing. The
suitable range of temperature is 39–43°C, so 41°C
was used in this work.

In this work, the reaction temperature is con-
trolled by thermostated water.

3.1.5. Effect of titration rate
The effect of the titration rate on the titration

was investigated in the range of 0.8–1.3
ml·min−1. The experiments showed that the end-
points of these titrations are all remarkable. Thus
1 ml·min−1 is used in this work.

3.2. Effect of the concentration of Mn(II)
standard solution as titrant

The effect of the concentration of Mn (II) on
the titration curve was investigated in the range of
1×10−6–1×10−3 M under the chosen experi-
mental conditions. 3 ml EDTA standard solution
was titrated with Mn(II) standard solution
that had the same concentration as EDTA. The
results were shown in Fig. 4. The experiments
showed that the sensitivity of the end-points and
the accuracy of titration are all high when the
concentration of Mn(II) standard solution is
not lower than 8×10−5 M. Thus the suitable
range of the concentration of the titrant is very
wide.

Fig. 3. The influence of pH on titrating behavior. A: pH, 2.5;
B: pH, 3.2; C: pH, 4; D: pH, 5; E: pH, 6.0; F: pH, 7.5; G: pH,
9.8.
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Fig. 4. Effect of the concentration of Mn(II) on the titration
curve. A, 1.012×10−3; B, 6.072×10−4; C, 1.626×10−4; D,
8.310×10−5.

separated from the Mn(II) by the precipitating in
the sample treatment. After the sample was
burned to ash and digested with hydrochloric
acid, the sample solution was adjusted to pH 6,
with diluted NaOH solution. Many metal ions as
Fe3+, Al3+ are precipitated form hydroxides and
are separated from the sample solution by the
filtering. The second step is to mask the trace
Fe3+, Al3+ etc. interference ions remained in the
solution by adding a small amount of sodium
tartrate triethanolamine and sulfourea solution.
Moreover, the NTA also can mask some interfer-
ence ions as described above. So the selectivity of
this method is high.

3.4. Accuracy of the method

The accuracy of the method was studied by
analyzing a Mn(II) standard solution which was
prepared from the metal Mn of Guarantee
reagent (G.R). The average value for ten parallel
experiments is 6.046×10−4 M, the relative stan-
dard deviation is 0.6%. The standard value of the
concentration of Mn(II) solution is 6.035×10−4

M, the relative error is 0.18%.

4. Sample analysis and recovery

4.1. The determination of Mn in grain

4.1.1. Sample treatment
A mass of 20 g of rice and millet was weighed

accurately, then burnt to ashes at 700°C for 3 h,
respectively. The powder was cooled and digested
with the appropriate amount of 6 M hydrochloric
acid and heated gently until near to dryness. The
procedure was repeated once. Finally, the solid
residue was dissolved with double distilled water
and the solution was neutralized to pH 6, with 1%
NaOH solution. The solution was poured into a
100 ml volumetric flask and diluted to the mark
of flask with distilled water. Filtering the solution
and throw 10–20ml of the first filtered solution.
Collect the rest of the filtered solution as the
sample for further determination.

3.3. Interference of coexistence ions

3.3.1. Interference in the indicator reaction
Under the experimental conditions, the interfer-

ence test in the indicator reaction has been investi-
gated in the solution containing Mn(II) 1 mg/25
ml. The experiments showed that the following
ions at the 300-fold level did not show interfer-
ence: Ca2+, Sr2+, Cd2+, Co2+, VO2

+, Zn2+,
Al3+, Cu2+, Li+, K+, Na+, Pb2+, Fe3+, NH4

+,
Ni2+, NO3

−, SO4
2−, and Cl−. However the PO4

3−

and AsO4
3− ions showed remarkable positive in-

terference on the catalytic effect of Mn(II), so
they must be masked or separated from the
Mn(II) when Mn is determined by direct catalytic
kinetic method. But in the back-titration with
catalytic end-point indication, the PO4

3− and
AsO4

3− ions in sample don’t interfere with the
determination of Mn, so the mask or separation
them from Mn is unnecessary.

3.3.2. Interference in the titration reaction
The interference in the titration reaction mainly

comes from the metal ions that can react with
EDTA to form stable complex under the chosen
experimental conditions. Two steps were taken to
dispel the interference in this work. Firstly the
most of the Fe3+, Al3+ etc. metal ions were
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Table 1
Comparisons of results with two methods

Sample AAS (n=6)Catalytic titration

Parallel determined (mg · g−1) Average (mg · g−1) RSD (%) Average (mg · g−1) RSD (%)

23.82 23.46Millet 1.923.71 23.38 4.6
23.50 22.80

16.31 16.24 3.415.44 16.17Rice 5.1
16.4416.75

Table 2
The recoverya

RecoveryMn2+ determinedMn2+ added
(%)(mmol)(mmol)

1.619 99.201.606
2.429 2.392 98.48

3.2263.238 99.63
101.284.1004.048

a The average recovery is 99.65%, the relative standard
deviation is 1.2%.

method was determined with the standard addi-
tion procedure. The result measured is shown in
Table 2.
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4.1.2. Determination of sample solution
The proper amount of the sample solution, 1 ml

of 1×10−3 M sodium tartrate, 1 ml of 1×10−3

M triethanolamine and 1 ml of 5×10−4 M sul-
fourea were added into the titration cell. Then the
determinations were done according to the proce-
dure. Moreover, the determination was followed
for the same sample by atomic absorption spec-
trometry (AAS). The results obtained by these
two methods were shown in Table 1. It can be
seen that there is good agreement between the
results of these two methods.

4.2. Reco6ery

According to the procedure the recovery of this

.
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Abstract

Co-electroosmotic capillary electrophoresis with amperometric detection at a Cobalt phthalocyanine (CoPC)
modified carbon paste electrode was evaluated for the determination of oxalic acid in urine. The running buffer
consisted of 10 mM phosphate (pH=5.70) and 0.25 mM Cetyltrimethylammonium bromide. Under the optimum
conditions, a detection limit of 0.12 mM was achieved for oxalic acid. The response was linear between 0.5 and 1000
mM with a correlation coefficient of 0.9995. Applications of the method to real urine samples were described. © 1999
Elsevier Science B.V. All rights reserved.
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1. Introduction

Based on the pioneering work of Wallingford
and Ewing [1], capillary electrophoresis with am-
perometric detection (CE-AD) has made essential
progress [2]. The number of analytes accessible to
CE-AD has been largely increased. In addition to
electroactive species such as catecholamines [3],
sugars [4–6] and phenols [7], a wide range of
difficult-to-electrolyze or even non-electroactive
species also become amenable to CE-AD via em-
ployment of various chemically modified elec-
trodes (CMEs) [8–11] or indirect electrochemical
detection mode [12]. The use of normal size elec-

trodes [5] or on-capillary electrodes (OCE) [13,14],
as well as on-chip microband array electrochemi-
cal detector [15] made the electrode-capillary
alignment more convenient and reproducible than
before. Recently, CE-AD technique has attracted
a great deal of interest in clinical and medical field
for several reasons. Firstly, the extremely high
separation efficiency and high sensitivity of CE-
AD allows for the determination of a trace
amount of components in a complex matrix with
only minimum sample preparation. Secondly, the
extremely small sample volume requirement of
CE-AD has a great significance in some cases
such as the single cell analysis and living body
analysis. Thirdly, CE separation typically can be
accomplished in a relatively short time. As appli-
cation examples, the determinations of cysteine
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[16] and uric acid [17,18] in urine, tryptophan and
kynurenine in brain tissue [19] and L-dopa in
blood [20] by CE-AD have been reported. New
applications of CE-AD still need to be explored.
The urinary level of oxalic acid has long been
recognized as an important indicator for the diag-
nosis of renal stone formation. A number of
methods have been suggested for the determina-
tion of oxalic acid such as enzymatic spectropho-
tometry [21], enzymatic amperometry [22],
chemiluminescence [23], gas chromatography
(GC) [24] and liquid chromatography (LC) with
UV-absorption [25] or electrochemical detection
[26,27]. But each method has often suffered from
diverse disadvantages with regard to cost-ineffec-
tiveness, insufficient selectivity, essential deriva-
tization for sensitive detection, and
time-consuming process of sample wash-up to
prevent deteriorating chromatographic columns.
Recently, a CE-based method with indirect UV-
absorption detection was proposed for the deter-
mination of oxalic acid and other anions in urine
[28], but the method suffered from insufficient
selectivity and sensitivity.

In this paper, we described a CE-AD method
for the determination of oxalic acid and estab-
lished the optimal separation and detection condi-
tions. Its applicability was demonstrated by
determining the urinary oxalic acid.

2. Experiment

2.1. Apparatus

The CE-AD system used was laboratory-built
and has been described in detail elsewhere [4,29].
In brief, Electrophoresis in capillary was driven
by a high-voltage power supply (Shanghai Insti-
tute of Atomic Nucleus Research, China). Separa-
tions were performed in a 75 cm×25 mm
I.D.×360 mm O.D. fused silica capillary (Polymi-
cro Technologies, Phoenix, AZ, USA). Detection
was carried out in the end-column amperometric
mode using a conventional three-electrode
configuration, with a CoPC-modified carbon
paste working electrode (I.D. 200 mm, prepared
according to Ref. [8]), an Ag/AgCl reference elec-

trode and a platinum auxiliary electrode. The
working electrode was positioned directly in front
of a capillary outlet at a distance of approxi-
mately 10 mm with the help of a microscope.
Potential control and current output was provided
by a BAS LC-3D amperometric detector (Bioana-
lytical System, West Lafayette, IN, USA). Elec-
tropherograms were recorded using a strip-chart
recorder (Model XWT-204, Shanghai Dahua In-
strument Factory, China). Cyclic voltammetry ex-
periments were performed with a BAS-100B
electrochemical analyzer.

2.2. Reagent

Cobalt phthalocynine, cetyltrimethylammo-
nium bromide (CTAB) and uric acid were pur-
chased from Sigma (St. Louis, MO, USA).
Ascorbic acid and oxalic acid were obtained from
First Chemical Reagent Factory (Shanghai,
China). All other chemicals were analytical
reagent grade. All solutions were prepared in
deionized water and passed through a 0.45-mm
cellulose acetate filter (Xinya Purification Factory,
Shanghai, China). Standard solutions of all ana-
lytes were prepared daily. Running buffer con-
sisted of 10 mM phosphate and 0.25 mM CTAB,
and was adjusted to the desired pH with sodium
hydroxide just before use.

2.3. Sample preparation

Urine samples were obtained from healthy vol-
unteers, filtered by passing a 0.45-mm cellulose
acetate filter, and diluted 200-fold with run buffer.
The diluted samples were immediately used for
CE analyses.

2.4. Procedures

Each new capillary was prerinsed with 1 M HCl
and 1 M NaOH both for half an hour. Before
each run, the capillary was sequentially rinsed
using a self-made washing system with 0.1 M HCl
for 3 min, distilled water for 3 min and running
buffer for 10 min. That was necessary for obtain-
ing reproducible results. Sample introduction
was carried out by electromigration at −21 kV
for 3 s.
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3. Results and discussion

3.1. Electrochemical beha6ior of oxalic acid

The electrochemical behavior of oxalic acid was
studied using cyclic voltammetry. Fig. 1(A) shows
a cyclic voltammogram obtained for oxalic acid at
an unmodified electrode. It exhibited a single oxi-
dation peak around 1.2 V vs.Ag/AgCl, but no
corresponding reduction peak was seen under the
conditions employed. This indicated that oxalic
acid could be only irreversibly oxidized at the
unmodified electrode. In this case, the needed
detection potential of oxalic acid with CE-AD
could not be lower than 1.2 V vs.Ag/AgCl in
order to obtain enough sensitivity. However, the
detection limit and selectivity of amperometric
detection was affected at the extremely positive
potential. One approach to overcome this prob-
lem was the use of CMEs to reduce overpoten-
tials. The CoPC-modified carbon paste electrode
was one type of the most commonly used CMEs.
It possessed the advantages of easy preparation
and high reproducibility, and has been used for
the detection of a variety of analytes including
thiols [8], hydrazine [30] and carbohydrate [31].
As shown in Fig. 1(B), the electrocatalytic oxida-

Fig. 2. Hydrodynic voltamperogram of oxalic acid (100 mM) in
CE-AD system. Sample injection: −21 kV for 3 s; separation
voltage: −21 kV; electrophoretic medium: 10 mM phosphate
buffer (pH=5.70)+0.25 mM CTAB.

tion of oxalic acid using this electrode is also
apparent. There is a substantial increase in the
oxidation peak current along with an obvious
negative shift in the peak potential (c. 0.75 V
vs.Ag/AgCl). Moreover, the peak currents were
proportional to the concentration of oxalic acid
and the square root of potential scan rate em-
ployed (up to 200 mV/s). This is characteristic of
a typical diffusion-limited process. Another obser-
vation was that the electrocatalytic effect was
enhanced by the addition of CTAB to the elec-
trolyte. The catalytic current increased as the
CTAB concentration increased, but it was leveled
off when the CTAB concentration was over 0.25
mM, at which the catalytic current increased 30%
compared with that without CTAB. Probably,
this is due to the adsorption of CTAB onto the
electrode surface by hydrophobic attraction to
form a positively charged layer, facilitating the
oxidation of ionized oxalic acid. Similar effects
have been observed for other species [4]. Fig. 2
shows the hydrodynamic voltammograms (HDVs)
obtained for oxalic acid by capillary elec-
trophoretic amperometric detection at a CoPC-
modified electrode. After each change in applied
potential, about 10 min of stabilization time was
allowed prior to injection of the sample. Each
point in the hydrodynamic voltammetric curve

Fig. 1. Cyclic voltamperograms of oxalic acid (100 mM) at
unmodified (A) and CoPC-modified (B) carbon paste electrode
in10 mM phosphate buffer (pH=5.70), scan rate: 50 mV/s.
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represented an average of three separate injec-
tions. As shown in Fig. 2, a peak-shaped HDV
was obtained with a maximum response at 0.8 V
vs.Ag/AgCl. A decrease in electrocatalytic activity
was observed as the potentials increased over
0.8 V vs.Ag/AgCl. Moreover, the decreased
electrocatalytic activity cannot be restored
once the applied potential exceeds 1.1 V
vs. Ag/AgCl. Probably this arose from the further
oxidation and decomposition of phthalo-
cyanine or irreversible complexation of the
Co(III) center. As a result, a detection potential of
0.8 V vs.Ag/AgCl was chosen for subsequent
studies.

3.2. Separation conditions

Uric acid and ascorbic acid are customary urine
components. They are electroactive at the selected
detection potential and potentially interfere with
the determination of oxalic acid in urine. There-
fore, a synthetic sample from oxalic acid, uric acid
and ascorbic acid was employed to select the
optimum separation conditions. In view of the
urine samples having weak acidity and the pKa

values of the analytes studied being in the range
of 1.27–5.40, several weakly acidic buffer solu-
tions (phosphate pH 4.5–6.5) were investigated as
separation media. However, oxalic acid could not
be detected together with ascorbic acid and uric
acid at the cathode end using the conventional CE
mode. The reason is that oxalic acids (pKa1=
1.27, pKa2=4.27) are almost completely dissoci-
ated under these pH conditions, thus having a
large charge-to-mass ratio, accordingly a large
anodically oriented electrophoretic mobility.
Therefore, oxalic acids migrate toward the anode
against the cathodically oriented electroosmotic
flow (EOF) and make it undetectable at the
cathode end. This problem can be overcome by
use of co-electroosmotic capillary electrophoretic
mode. In this mode, the electroosmotic and elec-
trophoretic mobility share one direction. In case
of negatively charged analytes, the EOF is toward
the anode, injection is carried out at the cathodic
end and detection at the anodic end. Co-electroos-
motic conditions can be established via the addi-
tion of CTAB to the carrier electrolyte [32]. In

order to determine the optimum separation elec-
trolyte, a series of electrolytes having different pH
values (4.5–6.5) and CTAB concentrations (0.10–
0.50 mM) were examined. It was found that the
CTAB concentration was a crucial parameter. A
lower CTAB concentration displayed an irrepro-
ducible EOF and a longer separation time, while a
greater CTAB concentration resulted in a noisy
baseline. The pH values of eletrolytes are rela-
tively insignificant in the examined range, because
in most cases satisfactory separation could be
obtained. As a best compromise with respect to
resolution, reproducibility, baseline noise and sep-
aration time, an electrolyte composed of 0.25 mM
CTAB and 10 mM phosphate buffer (pH=5.70)
was used for subsequent works. Fig. 3 shows a
typical electropherogram of a synthetic sample
from oxalic acid, uric acid and ascorbic acid
under the optimized conditions.

Fig. 3. Electropherogram of a mixture composed of: (1) oxalic
acid; (2) ascorbic acid; and (3) uric acid. Concentrations: 10
mM for each compound. Detection potential: 0.8 V vs.Ag/
AgCl; conditions as in Fig. 2.



C. Fu et al. / Talanta 50 (1999) 953–958 957

Table 1
Linearity and detection limit

Analytes Migration time Concentration range Detection limitRegression equation I (nA), C ra

(mM)b(mM)(mM)(min)

0.5–1000 I=0.113C+0.0505.8 0.9995Oxalic acid 0.12
0.5–1000 I=0.181C+0.042 0.9986Ascorbic acid 0.107.2
0.5–1000 I=0.102C+0.045 0.99939.4 0.13Uric acid

a n=8.
b Based on three times ratio of signal-to-noise.

3.3. Analytical characterization

Under the optimized conditions, the linearity
and detection limit of the method was evaluated.
The results are summarized in Table 1. As shown
in Table 1, a good linear relationship between
peak heights and concentrations were observed
with correlation coefficients better than 0.9986
(n=8) for each analyte studied in the range of
0.5–1000 mM. Because the main concern of this
paper is about the determination of oxalic acid,
the short-term reproducibility expressed as rela-
tive standard derivation (R.S.D.) was evaluated
for ten consecutive injections of 5 mM oxalic acid.
It was found that R.S.D. was 4.2% for the peak
heights and 1.0% for the migration times. The
long-term stability was also investigated by a
week period of consecutive run. The electrode
response remained almost constant, indicating
that no apparent electrode fouling took place. A
detection limit of 0.12 mM was obtained for oxalic
acid, which was considerably improved compared
to those reported with indirect UV detection
[28,33] (c 10 and 41.6 mM, respectively).

3.4. Analytical application

The practical utility of the CE-AD system with
a CoPC-modified electrode was demonstrated for
the analysis of urinary oxalic acid from healthy
volunteers. Fig. 4 shows a typical electrophero-
gram of a 200-fold diluted urine sample, a well-
defined oxalic acid peak can be clearly identified
from the background of the urine by matching of
the migration time with that of standard sub-
stance. The results obtained are presented in
Table 2. It was found that the urinary oxalic acid

concentrations determined by this method fell in
the normal range (160�550 mM [34]) expected
from healthy persons. The reliability of the
method was established by the recovery test of
spiked samples. The results are given in Table 3,
which indicate that better than 94.7% recoveries
were obtained.

4. Conclusion

Co-electroosmotic CE-AD technique has been
successfully used for the determination of oxalic
acid in urine. The co-electroosmotic mode permit-
ted rapid and efficient separation of oxalic acid
from the urine background, while the amperomet-

Fig. 4. Electropherogram of a diluted urine sample. Peaks: (1)
oxalic acid; (2) ascorbic acid; (3) uric acid; and (4) unknown.
Conditions as in Fig. 3.
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Table 2
Determination of oxalic acid in urine

Concentration of oxalic acidSample
(average value9standard deviation)a

Original urineDiluted urine (mM)
(mM)

230981.1590.041
4609102 2.3090.05
480982.4090.043

1.8790.054 374910
5 2.1890.04 43698

a Results for triplicate determinations.
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Abstract

An automated system with a C18 bonded silica gel packed minicolumn is proposed for spectrophotometric detection
of arsenic using flow-injection hydride generation following sorbent extraction preconcentration. Complexes formed
between arsenic(III) and ammonium diethyl dithiophosphate (ADDP) are retained on a C18 sorbent. The eluted
As-DDP complexes are merged with a 1.5% (w/v) NaBH4 and the resulting solution is thereafter injected into the
hydride generator/gas–liquid separator. The arsine generated is carried out by a stream of N2 and trapped in an
alkaline iodine solution in which the analyte is determined by the arsenomolybdenum blue method. With preconcen-
tration time of 120 s, calibration in the 5.00–50.0 mg As l−1 range and sampling rate of about 20 samples h−1 are
achieved, corresponding to 36 mg ADDP plus 36 mg ammonium heptamolybdate plus 7 mg hydrazine sulfate plus
0.7 mg stannous chloride and about 7 ml sample consumed per determination. The detection limit is 0.06 mg l−1 and
the relative standard deviation (n=12) for a typical 17.0 mg As l−1 sample is ca. 6%. The accuracy was checked for
arsenic determination in plant materials from the NIST (1572 citrus leaves; 1573 tomato leaves) and the results were
in agreement with the certified values at 95% confidence level. Good recoveries (94–104%) of spiked tap waters,
sugars and synthetic mixtures of trivalent and pentavalent arsenic were also found. © 1999 Elsevier Science B.V. All
rights reserved.

Keywords: Spectrophotometry; Hydride generation; Flow-injection analysis; Ammonium diethyl dithiophosphate; Arsenic
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1. Introduction

Arsenic compounds are used as fungicide, her-
bicide, insecticide, algaecide, wood preservative
and defoliant in cotton fields. In the manufacture

of products, they also improve hardening and
corrosion resistance of alloys of copper and lead.
The use of arsenic in semiconductor technology,
in pigments, in anti-fouling paints, in therapeutic
and veterinary medicine [1,2] is also related. As
arsenic may accumulate in agricultural and horti-
cultural soils and plants [3], its accurate determi-
nation is of considerable importance owing to the
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toxicity of this element and its related compounds
[4,5].

Several analytical techniques have been used for
arsenic determination at trace levels, such as
atomic absorption spectrometry [6], atomic
fluorescence spectrometry [7], ICP mass spec-
trometry [8] and ICP atomic emission spectrome-
try [9]. Regarding spectrophotometry, the
molybdenum blue (MB) method has been de-
scribed among the Official Methods of Analysis of
AOAC International [10] for arsenic determina-
tion in food, plant and water samples. Up to this
time, only two flow spectrophotometric proce-
dures based on MB have been proposed for deter-
mination of arsenic in real samples [11,12].
However, a serious limitation of the MB method
for most samples routinely analyzed is interfer-
ence caused by phosphate and silicate, which also
form blue complexes. A flow procedure using an
anion exchanger packed minicolumn to remove
phosphate and silicate prior to the selection of the
sample aliquot to be injected has been described
[11]. The shortcoming of this procedure is that
small variations in the acidity of samples seriously
affect the separation process. The matrix separa-
tion and arsenic concentration can be efficiently
performed by using solid-phase extraction (SPE)
technique based on a C18 reversed-phase packed
minicolumn [13].

Dithiophosphates have been proposed to per-
form separation and determination of different
oxidation states of arsenic by graphite furnace
atomic absorption spectrometry after sorption on
solid supports [13,14] or liquid–liquid extraction
with organic solvent [15,16]. Little attention has
been given to the use of ammonium diethyl
dithiophosphate (ADDP) for the determination of
arsenic by spectrophotometry. Likewise, proce-
dures involving SPE and hydride generation cou-
pled to flow-injection spectrophotometry are
lacking in the literature.

This study reports on a flow-injection hydride
generation spectrophotometric procedure for the
determination of trace inorganic arsenic in real
samples by using the arsenomolybdenum blue
method. In-line complex formation with ADDP
and sorption on a C18 bonded silica gel packed
minicolumn were exploited for sensitivity en-

hancement and to remove potential interfering
ions (of the hydride generation and complex for-
mation processes) occurring at concentration
higher than the analyte in workable samples. The
performance of the proposed procedure was
checked after analyzing plant digests, sugar and
tap water.

2. Experimental

2.1. Reagents, analytical solutions and samples

All solutions were prepared with pro analisi
chemicals and distilled–deionized water (Milli-Q
system, Millipore). Hydrochloric and nitric acids
used were Suprapur (Merck).

Fig. 1. Flow diagram of the system for arsenic determination.
IC1, IC2: injector-commutators; C18: minicolumn (20×3 mm);
S: sample (3.2 ml min−1); R1: 0.1% w/v ADDP solution (1.2
ml min−1); R2: 2% w/v NaBH4 solution (1.2 ml min−1); R3:
0.04% w/v KI plus 0.025% w/v I2 in 0.1 M NaHCO3 (2.0 ml
min−1); C: water (2.5 ml min−1); R4: 1% w/v (NH4)6Mo7O24

in 0.5 M H2SO4 (1.2 ml min−1); R5: 0.2% w/v hydrazine
sulfate plus 0.02% w/v SnCl2 in 0.5 M H2SO4 (1.2 ml min−1);
E: 4% v/v HCl (3.2 ml min−1); N2: carriers (20 ml min−1);
Wi: wastes; L1: 750 ml; L2: 500 ml; RI: reversed-intermittent
flow; HG-GLS: hydride generator/gas–liquid separator; HAC:
hydride absorbing chamber; B1–B4: coiled reactors (30, 30, 30,
and 100 cm; 0.7 mm i.d.); l: detector (840 nm). The downward
arrows indicate the movement of the central part of IC1 and
IC2.
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A 1.0% (w/v) ADDP solution (R1, Fig. 1) was
prepared weekly by dissolving 1.00 g of the am-
monium salt (Aldrich) in about 5 ml of ethanol
and diluting up to 100 ml with water. This solu-
tion was purified by passing it through a C18

bonded silica packed column and kept in a refrig-
erator. R2 reagent was a 2% (w/v) NaBH4 solu-
tion in 0.05 M NaOH. Absorbing solution (R3

reagent) was prepared by dissolving 0.04 g KI,
0.025 g I2 and 0.42 g NaHCO3 in 100 ml water. R4

reagent was prepared by dissolving 1.0 g
(NH4)6Mo7O24.4H2O in 100 ml 0.5 M H2SO4 and
R5 consisted of 0.5 M H2SO4 solution containing
0.02% (w/v) SnCl2 plus 0.2% (w/v) of hydrazine
sulfate. It should be commented that ammonium
molybdate in the presence of sulfuric acid may
precipitate as molybdic acid in a few days. So its
a good practice to prepare the reagent R4 daily.

Arsenic(III) stock standard solution (1000 mg
l−1) was prepared by dissolving 1.320 g As2O3 in
about 20 ml 1.0 M NaOH. To this solution 50 ml
0.5 M HCl were added and the volume was
completed to 1000 ml with water. Arsenic(V)
stock standard solution (1000 mg l−1) was pre-
pared by dissolving 1.533 g As2O5 in 1000 ml
water. Trivalent or pentavalent arsenic working
standards (5.00–50.0 mg l−1) were daily prepared
by appropriate dilution of the stock standards.

The minicolumn was prepared by packing C18

bonded silica gel (Waters Division of Millipore
Corp., part no. 51910, 50–100 mm) into a 20×3
mm i.d. hole drilled into a perspex block [17]. A
polyethylene screen was placed at each end of the
packed column in order to avoid sorbent losses
during system operation.

The standard reference materials (1572 citrus
leaves and 1573 tomato leaves from the National
Institute of Standards and Technology, Gaithers-
burg, MD) were mineralized in triplicate with
nitric acid and hydrogen peroxide [18].

Sugar samples were supplied by Copersucar
(sugar-cane, alcohol and sugar fabricator associa-
tion of São Paulo State, Brazil) and were collected
from different Brazilian industries. 10 g sugar
samples were dissolved in about 35 ml of 10% v/v
HCl. The hydrolysis was carried out at 40°C
overnight. Thereafter the volume was completed
to 50 ml with the same acid solution.

Tap water was collected at the Analytical
Chemistry Department of São Paulo State Uni-
versity (UNESP), Brazil. This water was used
without previous treatment.

2.2. The flow system

The system comprised two IPC-8 Ismatec peri-
staltic pumps furnished with Tygon® pumping
tubes, two electronically operated injector-com-
mutators (IC1, IC2), a 482 Femto spectrophoto-
meter with a U-shaped flow cell (10 mm optical
path; :100 ml lighted volume), a 111 Kipp and
Zonen strip chart recorder, a hydride generator
and gas–liquid separator (HG-GLS), a hydride
absorber chamber (HAC), an IL 60714a Cole
Parmer flowmeter, a C18 minicolumn, a TE 184
Micronal thermostatic water bath, polyethylene
tubing (i.d. 0.7 mm), coiled reactors and acces-
sories. The flow diagram of the system with the
C18 bonded silica gel packed minicolumn acting as
a sampling loop is shown in Fig. 1. The operation
of the injector-commutator IC1 comprises two
steps: pre-concentration in the position specified
in the figure and elution in the next position.
Samples or analytical solutions (S) merge at the
confluent point a with an acidic ADDP solution
(R1). The As-DDP complexes are formed inside
the reactor B1 and reach the C18 minicolumn
where they are retained. Phosphate, silicate, arse-
nate and other potential interferents, if present,
pass through the minicolumn and are discharged
(W1). During the preconcentration, 750 ml of ab-
sorbing solution (R3) are selected by the loop L1

and the residual solution inside the chamber HG-
GLS is removed by the reversed-intermittent flow
RI. After the pre-set concentration time, the injec-
tor-commutator IC1 is switched and the selected
volume of absorbing solution is injected into the
chamber HAC. The minicolumn is placed in line
with channel E, and the eluent enters the mini-
column displacing the analyte. The established
sample zone merges with reagent R2 (point b) and
the resulting solution is mixed inside reactor B2

and afterwards injected into the chamber HG-
GLS. The arsine generated is carried by a nitro-
gen flow to the chamber HAC and bubbled
through the absorbing solution for 30 s. There-
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after, IC1 and IC2 are simultaneously switched.
The absorbing solution containing arsenate is
then pumped by the intermittent flow I, filling the
sampling loop L2. When IC2 is switched back to
the position specified in Fig. 1, arsenate is injected
into the sample carrier stream C. The established
sample zone merges with previously mixed
reagents R4 and R5 at the confluence d. Arsenate
species react under acidic conditions with ammo-
nium heptamolybdate and stannous chloride
forming the arsenomolybdenum blue complex in-
side the heated reactor B4. Details of the chem-
istry involved are given elsewhere [19]. Passage of
the colored complex through the flow cell of
spectrophotometer (840 nm) results in a transient
absorbance which is recorded as a peak with
height proportional to the arsenic content in the
sample. After peak maximum measurement, an-
other cycle can be started.

2.3. Procedure

With the system in Fig. 1, influence of the main
parameters such as timing, flow rates, concentra-
tion and order of addition of reagents, composi-
tion and concentration of acid, temperature and
effects of potential interferents, on the processes
of preconcentration, hydride generation and blue
complex formation, were investigated.

Arsenic complex formation was investigated by
varying the ligand concentration [0.02–0.5% (w/v)
ADDP], the nature and concentration of acid
[0.10–10% (v/v) HNO3 or HCl] and the time of
interaction between arsenic and ligand (0.2–30
min).

Influence of sample volume on column loading
was studied at sample flow rates within 0.9 and
3.2 ml min−1. Different column lengths (5–30
mm, i.d.=3 mm) were also tested. Elution condi-
tions were investigated by varying the flow rate of
E (0.5–3.2 ml min−1) and the eluent composition.
This study was carried out with an extra peri-
staltic pump in order to maintain the flow rates of
S and R1.

Generation of arsine was investigated by vary-
ing the reducing agent concentration [0.25–4.0%
(w/v) NaBH4], the concentration of hydrochloric
acid [1.0–10% (v/v) HCl] and the flow rate of the

arsine carrier stream (25–100 ml min−1 N2). The
solutions 1.0 10−4 M KMnO4 in 0.5 M H2SO4,
1.0 10−4 M KMnO4=1% (w/v) (NH4)2

Mo7O24.4H2O in 0.5 M H2SO4 or 0.4% (w/v)
KI=0.25% (w/v) I2 in 0.1 M NaHCO3 were
tested for trapping arsine.

Ammonium molybdate and stannous chloride
concentrations were investigated in the 0.1–1.0
and 0.005–0.05% (w/v) ranges, respectively. Inter-
action time between these reagents was studied by
varying the length of the coil B3 from 5 to 250 cm.
For each particular concentration, the reagents
were prepared in HNO3 or H2SO4 solutions in the
0.05–5.0 M range.

Influence of flow rate of the carrier C on peak
height was investigated within 0.8 and 3.0 ml
min−1. The influence of temperature on signal
measurements was also investigated by immersing
the reactor B4 in a thermostatic water bath and by
varying the temperature within 25 and 70°C.

After the parameters had been selected, the
proposed procedure was applied to arsenic deter-
mination in digests of plant materials, sugar and
tap water. In addition, arsenite and arsenate re-
covery tests were also carried out on tap water
and sugar samples.

3. Results and discussion

Initial experiments dealing with in-line precon-
centration and arsine generation were carried out
without the injector-commutator IC2. After bub-
bling and trapping arsine, an aliquot of the ab-
sorbing solution was manually removed from the
HAC chamber and transferred to a quartz cuvette
(10×10 mm) in which arsenic was assayed by the
molybdenum blue method in batch mode. In this
way, influence of ADDP, NaBH4 and HCl con-
centrations, flow rates, reaction time and nature
of eluent and absorbing solution were investi-
gated. After optimization of these variables, the
injector IC2 was coupled to the system and the
concentration and order of addition of spec-
trophotometric reagents, the length of sampling
loop and the temperature were investigated. The
whole procedure could then be automated.
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Preliminary experiments revealed high blank
values when 100 and 250 mg As l−1 were pro-
cessed in the flow system, owing to contamination
of the ADDP reagent. The acidic ADDP stock
solution was then purified by passing it through a
50×10 mm C18 column in further experiments.

The flow system for arsenic determination de-
picted in Fig. 1 was designed to obtain high
sensitivity since arsenic ions are usually found at
trace levels in agroindustrial samples. Preliminary
experiments were carried out with 0.2% (w/v)
ADDP solution, to guarantee the displacement of
the chemical equilibrium towards As(DDP)3 for-
mation, and preconcentration time of 60 s was
chosen. Sodium borohydride (R2) and hydrochlo-
ric acid (E) were 1% (w/v) and 2% (v/v) solutions,
respectively.

The first parameter investigated was the influ-
ence of the nature of the liquid absorption media
for trapping arsine. No signal was detected when
acidic permanganate was used as R3 reagent, even
in the presence of molybdate. The best results
were obtained with 0.04% (w/v) KI=0.025% (w/
v) I2 in 0.1 M NaHCO3, and this combined
solution was selected for further experiments.

The reaction between arsenic and ADDP is
highly dependent on the nature of the acid used.
Nitric and sulfuric acids must be avoided since
arsenite may be converted to arsenate, which is
not complexed by ADDP nor retained in the C18

minicolumn. Indeed, for speciation purposes, the
original As3+/As5+ ratio of the samples should
be maintained. Thus, hydrochloric acid was cho-
sen to maintain acidic conditions. The As-DDP
complex formation is highly dependent on HCl
concentration. Higher analytical signals for 50.0
mg As l−1 were obtained as HCl was increased to
4% (v/v), whereas higher acid concentrations
changed the signals only slightly. Hence, the ana-
lytical solutions and the eluent were prepared in
4% (v/v) HCl in subsequent experiments.

With regards to ADDP concentration, in-
creased peak heights for an analytical solution
containing 50 mg As l−1 were obtained up to 0.1%
(w/v) ADDP, then fell continuously as ADDP
concentration rose further to 0.5% (w/v). Concen-
trations higher than 1.0% (w/v) were not investi-
gated due to difficulties of ligand solubilization.

Further experiments were then conducted with
0.1% (w/v) ADDP in 4% (v/v) HCl as R1.

No significant difference in signals were ob-
served when the interaction time between arsenic
and ADDP was varied from 0.2 to 30 min. Hence,
the complex formation could be carried out in-
line and the length chosen for the reactor B1 was
30 cm.

The length of the C18 minicolumn could not be
increased at will because high back-pressure may
cause leakage of the flowing solutions. For
columns longer than 30 mm, leakage of the sam-
ple and eluate was observed for flow rates of S in
the 0.9–3.2 ml min−1 range. Columns shorter
than 5 mm were not tested owing to the distance
between two connecting points located in the
central part of the injector-commutator. So, a
20×3 mm column was chosen.

Flow rates of sample (S) and eluent (E) through
the minicolumn are important parameters, as they
relate to sampling rate, sensitivity, linearity of the
calibration curve, elution efficiency and back-
pressure. As the total flow rates of S or E (F) was
increased from 0.9 to 3.2 ml min−1, the ab-
sorbance signal observed for 50 mg As l−1 in-
creased according the following equation:
A = 1.7×10−3+3.6×10−3F+2.7×10−3F2;
R2=0.99649). Flow rates=3.2 ml min−1 re-
sulted in solution leakage at the inlet of the
column. As a compromise between system stabil-
ity, sensitivity and sampling rate, 3.2 ml min−1

was selected. It should be noted that when a flow
procedure involving in-line complexation with
ADDP and sorption onto C18 column was studied
to evaluate elimination of interference in ICP-MS
[20], ethanol, nitric and hydrochloric acid were
found to be suitable eluents for arsenic. By con-
trast, Pb-DDP, Bi-DDP, Cu-DDP, Fe-DDP Ni-
DDP, Co-DDP were efficiently eluted only by
ethanol or methanol. Consequently, metals that
usually inhibit the generation of arsine (e.g. Cu,
Ni, Co, Cr, Fe) can be separated from the matrix
during the elution step. The removal of these
metals from the C18 minicolumn was achieved by
aspirating a small volume of ethanol at the chan-
nel S immediately before an analytical cycle.
When flow rate E was slower than 0.5 ml min−1,
elution and washing times were too long. Good
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Fig. 2. Influence of NaBH4 (A) and HCl (B) concentrations.
Curves a and b correspond to 25.0, and 50.0 mg As l−1,
respectively. Preconcentration time: 60 s. R1: 0.1% w/v ADDP
in 1–10% v/v HCl; R3: 0.1M NaHCO3 containing 0.04% w/v
KI=0.025% w/v I2. The studies in (B) were carried out with
1.5% w/v NaBH4.

(v/v) HCl (Fig. 2b), so these were the solutions
selected for further experiments. Different acidic
medium showed in Fig. 2b were attained by vary-
ing the HCl concentration of eluent E.

Metals that inhibit arsine generation and are
generally present in food and environmental sam-
ples [21,22] were tested as interferents. For the
most serious interfering metals (M: Fe, Cu, Ni,
Co, Cr) at the M/As ratio 100, 50, 10, 10, and 10,
respectively, no measurable modifications in the
analytical signals were found. In the elution con-
ditions used in this work (4% (v/v) HCl as eluent
and ethanol as washing solution), arsine forma-
tion occurs in the presence of practically negligi-
ble amounts of these potential interferents.

The flow set up in Fig. 1 was then used in the
studies of arsenomolybdenum blue formation.
The flow system was based on that of Frenzel et
al. [11]. The reagents R4 and R5 were pre-mixed
because the peak heights for 50.0 mg l−1 increased
by about 25% if compared with those obtained
with sequential addition.

It should be stressed that when R4 and R5

reagents were prepared in nitric acid, peak heights
were typically twice those obtained in sulfuric
acid. However, the baseline changed from 0.015 A
(H2SO4) to 0.1 A (HNO3), generating a very
unstable system. The chemical reaction develop-
ment time is highly dependent on the sulfuric acid
concentration, faster reactions being observed at
lower acidity. Sulfuric acid solutions=1 M inhib-
ited the reaction and no measurable signals were
observed. Solutions=0.2 M acid increased the
rate of uncatalyzed reaction resulting in high
baseline. As the carrier C is alkaline, the reagents
R4 and R5 were prepared in 1.0 M H2SO4 in order
to obtain a good yield in the formation of
heteropolyacid.

The concentration of R4 and R5 reagents are
also important parameters to be considered in the
system design. When R4 was varied from 0.2 to
1.0% (w/v) NH4-molybdate, analytical signals of
25.0 mg As l−1 increased (A= −0.0058+
0.0458[R4]−0.02[R4]2, R2=1.000). For higher
concentrations, the uncatalyzed reaction increased
and, consequently, the baseline. When the stan-
nous chloride concentration (R5) increased up to
0.02% (w/v), higher signals were obtained. As the

elution and column rinsing were achieved at 1.2
ml min−1, the flow rate of E selected for further
experiments. In order to avoid problems related
to the transport of analyte through the mini-
column, elution in a reversed flow was adopted.

Commutation time is a relevant parameter too
since it relates to column loading time. Better
sensitivities were obtained with loading times
higher than 180 s, but the efficiency was poor and
few samples could be processed per hour. For
longer times, sensitivity approached a limiting
value owing to the saturation of the column. Since
the choice was among sensitivity, preconcentra-
tion efficiency and sampling rate, a time of 120 s
was set as a good compromise. In this situation,
tenfold enrichment was obtained.

The extent of reduction to arsenite is highly
dependent not only on concentrations of KI,
ascorbic acid, and hydrochloric acid, but also on
reaction time. These variables have already been
studied [13] and fixed at 2% (w/v) KI and ascorbic
acid, 4% (v/v) HCl and 30 min reaction time. It
should be stressed that this waiting time was
extremely long for in-line reduction in the flow
system. Thus, the reduction was carried out off-
line.

Regarding the influence of sodium borohydride
concentration, as the reagent R2 was varied from
0.25 to 1.5% (w/v), the analytical signals corre-
sponding to 25 and 50 mg l−1 As(III) or As(V)
increased about five times. At higher concentra-
tions the signals fell (Fig. 2a). Analytical curves
linear up to 50 mg As l−1 were always obtained
when R2 was 1.5% (w/v) NaBH4 and E was 4%
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signals did not vary for R5=0.02% (w/v), this was
the concentration selected in this work. When
hydrazine sulfate was added to this reagent at
several concentrations in the 0.2–1.0% (w/v)
range, no significant variation in the peak heights
was observed. Reagent R5 was therefore 0.02%
(w/v) SnCl2 plus 0.2% (w/v) of hydrazine sulfate
in 0.5 M H2SO4.

With regards the length of loop L2, signals
increased with the injected sample volume. With
L2=100 cm a limited dispersion [23] was ob-
tained. As a compromise between sensitivity and
sampling rate, this was the loop length selected.

Regarding the influence of temperature on blue
complex development, better recorded signals
were obtained at higher temperatures. However,
when reactor B4 was immersed in a thermostatic
water bath at T=70°C, air bubbles were ob-
served in the analytical line and flow cell. Conse-
quently, the system was operated at 70°C in
subsequent experiments as a compromise between
system stability and sensitivity.

After parameters had been chosen, analytical
solutions within the 5.00–50.0 mg l−1 range were
injected in triplicate and calibration curves with
good linearity (R2=0.9997) were consistently ob-
tained. Accuracy was assessed by analyzing plant

certified materials from the NIST (Table 1). The
results obtained with the proposed procedure
were not statistically different from the certified
values at 95% confidence level (t-test). For 120 s
pre-concentration time and 30 s arsine bubbling, a
throughput of about 20 samples h−1 can be at-
tained, corresponding to 36 mg ADDP plus 36 mg
(NH4)6Mo7O24 plus 7 mg of hydrazine sulfate plus
0.7 mg SnCl2 and about 7 ml sample consumed
per determination. The sensitivity can be im-
proved since the column loading time is related to
the arsenic content in the sample to be processed.
The relative standard deviation was estimated as
6% for 17 mg As l−1 after twelve sequential
analyses of typical samples. In addition, recover-
ies within 94 and 104% of spiked tap water,
sugars and synthetic mixtures of trivalent and
pentavalent arsenic were found.

The usual methods involving hydride genera-
tion coupled to spectrometric techniques such as
atomic absorption spectrometry [24], inductively
coupled plasma atomic emission spectrometry [25]
and inductively coupled plasma mass spectrome-
try [26] are very attractive for arsenic determina-
tion due to their high sensitivity and low detection
limit. On the other hand, they require more so-
phisticated instrument which make these coupling

Table 1
Results for arsenic (n=3) in tap water, sugar and plant material (SRM1: 1572 citrus leavesa; SRM2: 1573 tomato leavesa) with the
FIA system in Fig. 1

Sample Spiked, mg l−1 Recoveries, mg l−1Certified value, mg g−1

As(V)As(III)As(III) As(V)

– – n.d. n.d.Water 1
–Water 2 5.00 –5.2090.21

10.0Water 3 10.690.3 12.190.410.0
25.0 – 24.790.2Water 4 –

Water 5 50.0 50.0 49.390.5 49.190.4
– – 0.2990.02Sugar 1 –

Sugar 2 –5.2090.26–5.00
9.9290.5910.0 12.490.710.0Sugar 3

Sugar 4 25.0 – 25.590.5 –
50.0Sugar 5 50.0 50.290.3 49.290.4

SRM1 2.990.13.190.3
0.2790.05 0.2990.04SRM2

a National Institute of Standards and Technology, Gaithersburg, MD; n.d.: not detected.
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difficult to be used for most commercial laborato-
ries. Although the proposed procedure in this
work comprises sorbent extraction, hydride gener-
ation and liquid phase trapping, high selectivity,
low reagent consumption, rapidity, low detection
limit and other favorable analytical characteristics
were obtained for determining arsenic at trace
levels in spectrophotometry due to repetitive and
automated operation of all separation steps. With
some adaptations, the described system can be
applied to the determination of low levels of
arsenic in other matrices.
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Abstract

In this work it was evaluated the determination of Cd and Pb in mussels by tungsten coil electrothermal atomic
absorption spectrometry (TCA-AAS). A critical and comprehensive study of the effects caused by Pd, Mg, ascorbic
acid, and binary mixtures of these compounds on the atomization of Cd and Pb in acid digested solutions of mussels
was performed. Palladium and mixtures containing it were useful to increase sensitivity and thermal stability of Cd
and Pb. Additionally, the coil lifetime was increased and the background signals were decreased in these modifiers.
All these favorable effects were analytically exploited to determine Cd and Pb in samples of mussels. The proposed
methodology was validated using two certified reference materials (oyster tissue and mussel). No statistical difference
was observed between determined and certified values at a 95% confidence level. Cadmium and Pb in Chilean bivalve
mussels were determined by TCA and by graphite furnace-AAS. Again, the results showed statistical agreement.
© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The use of a tungsten coil as an electrothermal
atomizer (TCA) is attractive due to its low cost
and simplicity. However, there are some obstacles
for the dissemination of this atomizer as an alter-
native to the well-established graphite furnace
atomic absorption spectrometry (GFAAS). After
one decade of the revival of the TCA by Berndt
and Schaldach [1] and despite several further pa-

pers published in the literature [2–13] in which a
niche is recognized for this atomizer, there is no
commercial device available yet. Though, recent
progress was made in developing a simple, low-
cost, multi-element atomic absorption spectrome-
ter with a tungsten coil atomizer [9] which is in
the beta test stage of commercialization. How-
ever, its outcome as a marketable device remain
still uncertain. Hence, the lack of a commercial
device clearly hinders the spreading of this tech-
nique. Additionally, the TCA is strongly affected
by matrix interferences and most of the published
applications relied on matrix matching approach
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[5,13], matrix separation [10], or standard addi-
tions method [4,11,12,14] for proper quantifica-
tion. Despite of the feasibility of these procedures
and their easy implementation, the sample manip-
ulation is somewhat increased and contamination
can become a problem.

The state of the art of the TCA may be re-
garded similar to the situation observed for the
GFAAS before the establishment of the stabilized
temperature platform furnace (STPF) conditions
[15]. To aggravate the current development status
of the TCA, the knowledge coming from decades
of research with the GFAAS cannot be easily
transferred to the TCA owing to the intrinsic
characteristics of this latter atomizer, such as the
fast heating rate (20 to 30 K ms−1) and the
non-isothermal ambient [11].

One possible alternative to reduce or eliminate
interferences is the use of chemical modifiers to
change the thermal behavior of the analyte in a
medium containing the sample matrix. The main
difficulty for adopting this strategy is the lack of
systematic studies related to the performance of
chemical modifiers in metallic atomizers. Recently
it was showed that most interferences on Cd and
Pb atomization in the TCA for hair and blood
samples seem to occur in condensed phase and
affect the atomization appearance temperature
and the sensitivity [11,12]. Therefore the use of
chemical modifiers could alter condensed phase
processes and could improve the efficiency of
atomization. Also, it should be remarked that for
most elements investigated in the TCA the atom-
ization occurs predominantly through chemical
processes which are critically dependent on the
presence of the hydrogen in the purge gas and the
thermal processes are less operative. This can be
understood considering the intense gradient of
temperature between the gaseous phase and the
coil surface [16]. The atomization processes in a
tungsten tube atomizer are different because this
system is essentially an isothermal furnace, and
according to Krakovská [17] volatile analytes are
evaporated in their oxides forms which are re-
duced with hydrogen or tungsten. However, even
for volatile elements in this isothermal furnace the
atomization also proceeds through evaporation of
their metallic form previously formed via hydro-
gen reduction in condensed phase [17].

In spite of the difficulties for an increase of
analytical applications using the TCA, this device
remains as a promising low-cost alternative for
trace analysis in developing countries. Addition-
ally, the development of dedicated instruments is
also an interesting route for this atomizer, as
proposed by Jones et al. [7–9], originally, as a
portable atomic absorption spectrometer for the
determination of Pb in blood [7] and Cd in envi-
ronmental and biological samples [8], and more
recently, as a simple multielement atomic absorp-
tion spectrometer with a TCA [9].

The effect of chemical modifiers is practically
unknown in the TCA [11]. To our knowledge,
Shan et al. made pioneering studies on the perfor-
mance of Pd [18] and ascorbic acid [19] as chemi-
cal modifiers in a transversely heated tungsten
tube atomizer (e.g. WETA-90 [20]) which is an
isothermal atomizer. In the TCA, which is an
open and non isothermal atomizer, only recently
were described the effects of phosphates and Pd
modifiers on the atomization of Cd and Pb in hair
and blood samples [11,12]. The use of Pd was
effective to improve the sensitivity and to increase
the thermal stabilization, mainly for Pb. This
observation was consistent with the effect of Pd
on Pb absorbance described previously in the
tungsten tube atomizer by Shan et al. [18]. Addi-
tionally, the Pd modifier improved the back-
ground signal correction and extended the coil
lifetime by 20% (i.e., from 300 to 360 heating
cycles). All these favorable effects in Pd modifier
lead to improvements in accuracy and precision.
Phosphates caused a negative interference on Cd
atomization and this impaired its use [12].

In the present work it was investigated the
determination of Cd and Pb in bivalve mussels by
tungsten coil electrothermal atomic absorption
spectrometry. Mussels are known to collect (or
extract) heavy metals like Cd from their natural
water environment. These specimens were chosen
because they are regular food items included in
the Chilean diet and only limited information is
available about the levels of heavy metals in
mussels.

The effect of chemical modifiers, i.e. Pd, Mg,
ascorbic acid and its binary mixtures, on the
atomization of Cd and Pb in mussel samples was
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systematically evaluated. In a previous work in-
volving the effect of chemical modifiers on Cr
determination in acid-digested solutions of mus-
sels and non-fat milk powder were shown favor-
able effects caused by mixtures of ascorbic acid
and Mg [14]. The organic modifier seems to gener-
ate reducing compounds (C and CO) during its
thermal decomposition and to increase the reduc-
ing character of the medium, which is essential for
chemical atomization of most elements in the
TCA [16]. The effect of these modifiers and their
mixtures on Cd and Pb atomization in the non
isothermal TCA is unknown.

2. Experimental

2.1. Apparatus

The TCA was installed on a vertical–transver-
sal alignment system adapted to the basis of a
laboratory-made quick-change mount system, and
was aligned in the optical beam of a Perkin–
Elmer (PE) model 1100 atomic absorption spec-
trometer (U8 berlingen, Germany) [1]. The limiting
time resolution of the spectrometer was 0.02 s,
which is sufficient to measure the fast signals of
the TCA as was demonstrated by the reasonably
low variation coefficient attained for both ana-
lytes in the within-run reproducibility study (see
Section 3). The conditions used for Cd and Pb
were according to manufacturers recommenda-
tions: resonance lines 228.8 nm (Cd) and 283.3
nm (Pb) with the spectrometer slit in 0.7 nm
(low); the hollow cathode lamps were operated
with 4 mA (Cd) and 8 mA (Pb), respectively, and
deuterium arc background correction was used
throughout. The signal measurement time was 0.7
s for both elements except in the study of atom-
ization voltage in which 2 s was necessary at low
atomization voltages (1–5 V) to enable full record
of the delayed absorption signal. The TCA was
heated by a programmable power supply with
voltage feedback control and run with a PC com-
puter. A mixture of Ar (90%)-H2 (10%) was used
as purge gas. Sample aliquots of 10 ml were deliv-
ered into the coil by means of a PE AS-40 au-
tosampler attached to the quick-change mount

system and coupled to the TCA. A special inter-
face and software was used for synchronous con-
trol of the autosampler and TCA power supply
[21]. A graphite furnace with autosampler was
used to check for method accuracy.

All samples were acid digested under pressure
in a Milestone MLS-1200 MEGA Microwave sys-
tem (Bergamo, Italy) using a Milestone MDR-
300-S/10 TFM rotor, TFM vessels, and a
standard cooling system for the MDR rotor. A
MCR-6-E rotor with an acid scrubber unit was
used for evaporation of digested samples. The
graphite furnace (HGA-700) was used with py-
rolytic graphite-coated tubes (Part No. B3001254)
and pyrolytic graphite platforms (Part No.
B3001256). The matrix modifier was NH4H2PO4

(0.02 mg PO4
3− in a 10 ml aliquot) and the heating

programs for Cd and Pb were identical to those
previously used [11,12].

The absorbance signals were measured in peak
height mode due to the short residence time (ca.
0.2 s) caused by the fast heating rate and fast
atoms removal from the TCA [12]. As was
demonstrated by Krakovská [17,22] for the tung-
sten tube atomizer it is more advantageous to
work with peak height absorbance due to the
signal sampling frequency and short duration of
the signals. This criteria becomes more evident on
the open TCA in which the high rate of genera-
tion of free atoms and fast atoms removal occurs
in non isothermal conditions.

2.2. Reagents, materials and samples

All reagents were of analytical-reagent grade
(Merck, Darmstadt, Germany), except for HNO3

which was further purified in a quartz sub-boiling
still and stored in quartz. Ultrapure water (18
MV-cm) was used throughout. Cadmium and Pb
stock and reference solutions were prepared as
described elsewhere [11,12].

Cadmium and Pb in acid digested solutions of
mussel were subjected to a preliminary study to
establish the appropriate concentration of each
chemical modifier. This study included four con-
centrations of each chemical modifier: 0.5; 5.0; 50;
and 100 mg l−1. The concentration range to be
studied for each modifier was based on the ther-
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mal behavior observed for Cd and Pb in the
pyrolysis curves, the magnitude and shape of the
absorption signals, the magnitude of the back-
ground absorption signal and the sensitivity. The
atomization curves were obtained with and with-
out the optimum modifier concentrations at the
respective optimum pyrolysis voltages. The HNO3

concentration in the acid digested solutions was
2% v/v. The following chemical modifiers and
binary combinations were studied: Pd (as
Pd(NO3)2), Mg (as Mg(NO3)2), ascorbic acid, Pd-
Mg, Pd-ascorbic acid and Mg-ascorbic acid.

The optimization studies were performed in
lyophilized powdered samples of the bivalve mus-
sel ‘navajuelas chilenas’ (Tagelus dombeii ) col-
lected in the Arauco Gulf (Eighth Region, Chile).
The samples of bivalve mussels were ‘almejas’
(Semelle sólida) and ‘navajuelas chilenas’, pre-
pared from fresh samples collected in natural
banks of the Chilean coast and classified by size
[23].

The sample masses for Cd was 100 mg and for
Pb was 250 mg of lyophilized mussel powder and
was digested in 4 ml HNO3+1 ml H2O2 (30%).
The samples were digested following a 6-steps
program (25 min): 2 min — 250 W; 2 min — 0
W; 6 min — 250 W; 5 min — 400 W; 5 min —
650 W, 5 min-vent. The acid digests were subse-
quently evaporated in a MCR-6-E rotor using an
acid scrubber unit. The optimized evaporation
program used was implemented in 36 min: 2 min
— 250 W; 2 min — 350 W; 2 min — 450 W; 5
min — 500 W, 20 min — 600 W, 5 min-vent. The
dry residue was carefully dissolved in 7 ml 1 mol
l−1 HNO3, transferred into 25 ml volumetric
flasks and diluted with ultrapure water. Blank
solutions of the acid digestion were prepared
likewise.

2.3. Procedure

Based on previous work with the TCA for Cd
and Pb the pyrolysis step was studied between
300–860°C, and the atomization step was studied
between 760–1860°C [11,12]. The coil tempera-
ture was estimated by voltamperometric measure-
ments according to the procedure previously
described [12]. Based on the experience achieved

in the aforementioned studies, the pyrolysis and
atomization times were 10 s and 1 s throughout,
respectively. The other steps were also optimized
but experimental details were not included here. A
mixture of 90% argon plus 10% hydrogen flowing
at 1.0 and 1.5 l min−1 for Cd and Pb, respec-
tively, was used as the purge gas. This optimum
flow rate was previously established [4], is com-
paratively higher than the gas flow rate used in an
enclosed TCA [2,7], and is required to protect the
coil from oxidation while providing reasonable
sensitivity. The reducing atmosphere is necessary
to increase tungsten coil lifetime considering the
effects caused by air diffusion in the open TCA
[1].

Using optimized thermal programs (Table 1)
for Cd and Pb in mussel matrix medium with the
selected chemical modifiers, the analytical figures
of merits were assessed including the linear work-
ing range, the reciprocal sensitivity and character-
istic mass, the repeatability, the reproducibility
and the method detection limits (3 sblank/slope).
The methodology was validated employing cer-
tified reference materials (CRMs): Oyster tissue
(SRM 1566a, National Institute of Science and
Technology, NIST, USA) and mussel (GBW
08571, National Research Centre for Certified
Reference Materials, NRCRM, China) and by
addition–recovery experiments. The methodology
was applied to the determination of Cd and Pb in
mussel samples of ‘navajuelas chilenas’ and ‘alme-
jas’. The results for samples were validated by
GFAAS under STPF conditions.

Table 1
Thermal program for the determination of Cd (in 35 mg ml−1

Pd) and Pb (in 100 mg ml−1 Pd+50 mg ml−1 ascorbic acid) in
mussels with selected chemical modifiers by electrothermal
AAS with a tungsten coil atomizer

Time (s) Temperature (°C) ReadStep

1 65 (80a() 275 No
No325102

3 10 No430 (670a()
0104 No

Yes00.25
1670 (1730a()1 No6

No185027

a For Pb.



C.G. Bruhn et al. / Talanta 50 (1999) 967–975 971

3. Results and discussion

As mentioned, the first study was related to the
effect of different chemical modifiers on the ther-
mal behavior of Cd and Pb in acid-digested mus-
sel solutions. This study included the verification
of the chemical-modifier concentration effect (op-
timum modifier concentration), and the investiga-
tion of the optimum pyrolysis and atomization
temperatures.

3.1. Cd atomization in the TCA: study of
chemical modifiers

The evaluation of the effect of chemical
modifiers on Cd atomization was performed in
1+1 v/v acid digested mussel solution with and
without each one of the chemical modifiers, i.e.
Pd, Mg, and ascorbic acid, and their binary com-
binations in study. The Cd concentration in the
diluted solution was 8 mg l−1.

In Fig. 1a are shown the pyrolysis curves ob-
tained in each individual modifier and binary
combinations of modifiers at the optimum
modifier concentration. Taking into account the
thermal stability and the absorbance sensitivity,
the best condition was attained for Cd in Pd
modifier at an atomization temperature of 1770°C
(12.0 V). The concentration of Pd was more fa-
vorable from 0.5 to 50 mg ml−1, and within this
range the optimum Pd concentration was 35 mg
ml−1. It provided thermal stabilization of Cd up
to a pyrolysis temperature of 500°C (1.10 V) and
higher absorbance sensitivity compared to ther-
mal losses evidenced beyond 330°C in the curve
without chemical modifier. However, the binary
combinations including 100 mg ml−1 Pd plus 50
mg ml−1 Mg or 100 mg ml−1 Pd plus 5 mg ml−1

ascorbic acid also provided similar effects at-
tributed to Pd. Considering that the use of a
single chemical modifier reduces the possibility of
contamination of the sample solution, Pd was
selected as modifier in this case. The optimum
pyrolysis temperature for Cd in Pd was 430°C
(0.90 V).

The atomization curves obtained for Cd in acid
digested solution of mussel ‘navajuelas’ with the
three chemical modifiers containing Pd and with-

Fig. 1. Pyrolysis (1a) and atomization (1b) curves for Cd (8.0
mg l−1) in acid digested solutions of mussel (Tagelus Dombeii )
with and without chemical modifiers by TCA-AAS

out addition of chemical modifiers are shown in
Fig. 1b. The pyrolysis temperature was fixed at
430°C or 330°C for solutions with and without
chemical modifiers, respectively. The optimum at-
omization temperature for Cd with 35 mg ml−1

Pd modifier in this mussel solution was 1670°C
(10.0 V).

It can be concluded that the Pd modifier and its
mixtures with Mg or ascorbic acid were effective
in increasing both the thermal stabilization and
the absorbance sensitivity of Cd in a mussel ma-
trix solution. The effect of these modifiers in the
elimination of interferences will be discussed later
on.

3.2. Pb atomization in the TCA: study of
chemical modifiers

This study was performed in 1+1 v/v acid
digested mussel solution spiked with 50 mg l−1
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Pb, with and without Pd, Mg, or ascorbic acid
and their combinations. The Pb spike was neces-
sary due to the low concentration of this analyte
in the acid digested mussel solution.

In Fig. 2a are shown the pyrolysis curves ob-
tained in individual and binary combinations of
the modifiers at the optimum concentration. Once
again, Pd and both Pd binary combinations with
Mg or ascorbic acid showed a pronounced ther-
mal stabilization of Pb compared to the curve
without modifier. Considering thermal stabiliza-
tion and absorbance sensitivity, the best condition
was attained with the binary combination con-
taining 50 mg ml−1 Pd plus 100 mg ml−1 ascorbic
acid at an atomization temperature of 1770°C
(12.0 V). It provided thermal stabilization of Pb
up to a pyrolysis temperature of 670°C (1.70 V)
and a significant enhancement in absorbance sen-
sitivity. It can be seen that without chemical
modifier and at 670°C, Pb is nearly quantitatively

lost during the pyrolysis step. When Pd was used
without ascorbic acid, the thermal stabilization is
slightly lower (ca. 100°C) but the absorbance sen-
sitivity is still better. Comparing to the no use of
modifier, the pyrolysis temperature was increased
from 430 to 580°C or 670°C in Pd or Pd+ascor-
bic acid, respectively with significant enhancement
of absorbance sensitivity. The thermal stabiliza-
tion reached in this latter medium was the most
pronounced effect observed in all experiments. As
previously indicated, the most pronounced effects
were caused by Pd.

The atomization curves obtained for Pb in acid
digested solution of mussel ‘navajuelas’ with the
three chemical modifiers containing Pd and with-
out modifier are shown in Fig. 2b. The pyrolysis
temperature used in this study was 540°C (1.20 V)
in Pd, 580°C (1.30 V) in Pd+Mg and 670°C (1.70
V) in Pd+ascorbic acid media. Without modifier
the pyrolysis temperature was fixed at 430°C (0.90
V). The optimum atomization temperature for the
mussel solution containing Pb in Pd+ascorbic
acid modifier was 1730°C (11.0 V).

Although thermal stabilization by Pd and Mg
modifiers is well known and described for these
and other analytes in GFAAS, to our knowledge,
the thermal stabilization effects achieved in this
work for Cd and Pb in the acid digested solutions
of mussels have no precedent in this open TCA.

3.3. Analytical application and figures of merit

After optimizing the pyrolysis and atomization
temperatures for Cd and Pb in acid digested
mussel solution, the calibration curves and linear
working ranges were established and are reported
in Table 2. For Cd the best sensitivity was
reached in Pd (35 mg ml−1) and for Pb, in the
presence of Pd (50 mg ml−1)+ascorbic acid (100
mg ml−1). In comparison with the sensitivity
achieved in previous work for Cd and Pb in Pd
modifier at a lower concentration (15 mg ml−1)
[11,12], in the present work this figure was com-
parable for Pb and slightly lower for Cd, and the
linear working ranges were comparable for Cd
and slightly shorter for Pb.

In Table 3 are shown the analytical figures of
merits obtained for Cd and Pb in the selected

Fig. 2. Pyrolysis (2a) and atomization (2b) curves for Pb (50
mg l−1) in acid digested solutions of mussel (Tagelus Dombeii )
with and without chemical modifiers by TCA-AAS
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Table 2
Calibration graphsa for Cd and Pb in 0.1% v/v HNO3 and
selected chemical modifiers obtained with the TCA-AASb

Cadmium Lead

50 mg ml−1 Pd+10035 mg ml−1 PdChemical modifier
mg ml−1 ascorbic acid

Calibration range 0.3–3.0 2.5–100
(mg l−1)

0.00464+0.000110.1300+0.0044Slope9s
0.0027+0.0072Intercept9s 0.00542+0.00729
0.0105Standard error 0.00853

(n=6)
0.998 0.999Correlation

coefficient

a Linear regression (A=mC+b) representative of n=6 for
each data point.

b Obtained with 7-steps thermal programs (Table 1).

analytes, the limiting time resolution of the spec-
trometer was satisfactory for fast signal measure-
ment. The instrumental detection limits (3
sblank/slope) for Cd and Pb were reasonably low,
being slightly better for Cd in Pd (35 mg ml−1)
and at least 4-fold better for Pb in the selected
modifiers compared to the measurements without
the modifier. In general, these detection limits for
Cd and Pb in the selected modifiers are somewhat
better than the ones obtained for both analytes
either without modifier or in phosphate modifiers
[11,12].

The method detection limit by TCA-AAS was
assessed for mussel sample matrix and selected
modifiers, and for Cd is 0.009 mg g−1 and for Pb
is 0.07 mg g−1. The quantification limit for Cd is
0.03 mg g−1 and for Pb is 0.21 mg g−1. These
values are comparable for Cd and somewhat bet-
ter for Pb than the ones found by Jones et al. [9]
in oyster tissue sample matrix by AAS with an
enclosed TCA, and very near to those typically
found by GFAAS.

The analytical methodology including the sam-
ple digestion procedures and the determination by
TCA-AAS was validated for Cd and Pb by the
determination of both in two CRMs: oyster tissue
and mussel. The quantification was performed by
the standard additions method because matrix
effects were not fully corrected by the employ of
the selected chemical modifiers. The same quan-
tification method was required by Jones el al. [9]
too in the determination of Cd and Pb in oyster
tissue by AAS with an enclosed TCA. It should be
pointed out that the maximum pyrolysis tempera-
tures without losses of analytes even in the pres-

modifiers. Previous data obtained without using
modifiers are also included for comparison. The
reciprocal sensitivity for Cd was somewhat better
in Pd (35 mg ml−1), and for Pb was 100% higher
in Pd (50 mg ml−1)+ascorbic acid (100 mg ml−1).
The repeatability for Cd in Pd (35 mg ml−1) was
satisfactory and comparatively better than with-
out modifier; for Pb in the selected binary mixture
this figure was similar and significantly better than
without modifier. The between-day reproducibil-
ity of measurements showed similar figures indi-
cating that the intralaboratory variability was
small at least for reference solutions of both ana-
lytes in the selected modifiers. Considering the
relatively high sensitivity and low variation coeffi-
cient in the repeatability study obtained for both

Table 3
Analytical figures of merits obtained for Cd and Pb in selected chemical modifiers by TCA-AAS

Pb 0.2% v/v Pb in Pd+ascorbic acidCd in PdCd 0.2% v/v
HNO3 HNO3

50+10035Chemical modifier concentration (mg ml−1) ––
Reciprocal sensitivity mg l−1 120.040.05

200.4 10.10.5Characteristic mass (pg)
2.5–100Linear working range (mg l−1) 0.3–3.0 0.3–3.0 10–125

3.6 2.4Within-run reproducibility CV% 6.3 2.3
2.9–2.7Reproducibility CV% –

0.10 0.09 3 0.63Detection limit (mg l−1)
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Table 4
Determined and certified values of Cd and Pb (mg g−1, dry weight)a in certified reference materials (CRMs) by TCA-AAS

Cd determinedCRM Cd certified Pb determined Pb certified

4.1590.381566a oyster tissue 0.3690.044.0590.12 0.37190.014
4.590.5 1.8890.1308571 mussel 1.9690.094.3290.05

a Mean9standard deviation for triplicate determinations.

ence of the modifiers are not enough for complete
thermal remotion of severe interferents, such as
the alkaline and alkaline-earth elements [24].
However, the use of the selected modifiers enabled
a significant enhancement in the sensitivity for the
determinations of both analytes. Additionally, a
marked decrease of background absorption and
an increase in the coil lifetime were also observed.
The effect of ascorbic acid on the tungsten surface
(0.01% m/v ascorbic acid solution) in the presence
of Pd is not enough to cause a decrease in coil
lifetime due to formation of tungsten carbide. On
the other hand, the generation of hydrogen is
probably useful to protect the coil from oxidation.
In fact, the coil lifetime in the presence of Pd and
ascorbic acid enabled at least between 320 and
360 heating cycles before a coil change became
necessary. The Cd and Pb results for CRMs are
shown in Table 4. A t-test showed no statistical
difference at a 95% confidence level between the
results obtained by TCA-AAS and the certified
values of oyster tissue and mussel. By TCA-AAS
in these CRMs the mean relative percent error
(Erel%) for Cd was 3.2% (2.4–4.0%) and for Pb
was 3.6% (3.0–4.1%), and the relative standard
deviation (RSD) for Cd was 2.1% (3.0–1.2%) and
for Pb was 8.9% (11.1–6.7%). These higher RSD
values for Pb can be attributed to the relatively
low Pb concentration found in the oyster tissue
SRM.

Recovery studies were performed for Cd and
Pb in blanks as well as in a sample of ‘navajuelas’
with known concentrations of Cd and Pb, and
spiked with 5 mg l−1 Cd and 50 mg l−1 Pb before
the acid digestion procedure (Table 5). The mean
recoveries obtained in blanks of mussel were
95.1+4.0% (n=3) and 98.8+6.1% (n=4), and
in the sample of ‘navajuelas’, 102.2+3.7% (n=3)
and 97.5+2.8% (n=3) for Cd and Pb, respec-

tively. Mean recoveries varied from 95.1 to
102.2% and mean RSD was 3.2 and 4.1% for Cd
and Pb, respectively.

The TCA was applied to the determination of
Cd and Pb in five samples of lyophilized Chilean
mussels: ‘almejas’ and ‘navajuelas chilenas’. Cad-
mium and Pb were also determined by GFAAS
for comparison. No statistically significant differ-
ences were established by Student t-test between
the results obtained in mussels by both analytical
methods. The mean Erel% was 4.8% (0.2–12.7%)
and 3.9% (0–11.4%) and the mean RSD was 7.8%
(4.5–12%) and 21% (10.3–31.5%) for Cd and Pb,
respectively. The Cd levels were significantly
higher than the Pb levels (i.e. 10 to 20-fold
higher). The relatively high mean RSD obtained
for Pb in mussel samples was attributed to the
concentration levels close to the method quantifi-
cation level in three samples. The levels of Cd in
two samples of ‘almejas’ collected in the same
coastal area were quite different, with one of them
significantly higher, whereas in ‘navajuelas’ the
Cd levels were similar in two samples from the
same coastal area which receives industrial waste
waters, and somewhat lower in one sample from a
different bay which receives two river courses, one
of them carrying domestic wastes.

4. Conclusion

The TCA with the appropriate chemical
modifiers can be applied for the accurate and
precise determination of Cd and Pb in freeze-
dried mussel samples. Despite the only partial
correction of interferences due to its incomplete
thermal removal at the adopted pyrolysis temper-
atures, the Pd modifiers and mixtures of it with
Mg or ascorbic acid were operative to increase
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Table 5
Determination of Cd and Pb (mg g−1, dry weight)a in Chilean bivalve mussels by TCA-AAS and by GFAAS

CD GFAAS PB TCA-AASSAMPLE PB GFAASCD TCA-AAS

5.8790.26Almejas 1 (Ancud Gulf) 0.3490.085.9990.32 0.3490.02
Almejas 2 (Ancud Gulf) 2.5890.19 2.8190.10 0.3990.09 0.3590.02

4.5090.20Navajuelas 1 (Arauco Gulf) 0.2990.054.4990.45 0.2990.02
4.5990.14 0.1990.064.6490.21 0.1890.05Navajuelas 2 (Arauco Gulf)
3.1490.29Navajuelas 3 (Corral Bay) 0.3990.042.7490.33 0.4090.02

a Mean9standard deviation for triplicate determinations.

thermal stability and the sensitivities of Cd and
Pb, to increment coil lifetime, and to decrease
background absorption. All these favorable ef-
fects make attractive the use of these modifiers
and could extend the analytical applications of the
TCA.
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[13] P.O. Luccas, J.A. Nóbrega, P.O. Olivera, F.J Krug, Ta-
lanta 48 (1999) 695.

[14] C.G. Bruhn, J.Y. Neira, M.I. Guzmán, M.M. Darder,
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Abstract

A Tosflex–mercury film electrode (TMFE) was prepared by spin-coating a solution of the perfluorinated anion
exchange polymer Tosflex onto a glassy carbon electrode surface followed by electrodeposition of mercury film on
this electrode. This electrode was used for the determination of trace bismuth(III) which was preconcentrated onto the
TMFE as anionic bismuth(III) complexes with chloride in a chloride medium. The preconcentration was carried out
at a potential of−0.2 V, and the preconcentration of the bismuth(III) was enhanced significantly by the anion-ex-
change feature of Tosflex. The accumulated bismuth(III) was then determined by anodic square-wave stripping
voltammetry (SWSV). Various parameters influencing the determination of bismuth(III) were examined in detail.
With 2 min accumulation, the analytical signal versus concentration dependence was linear up to 50 ppb, and the
detection limit was 0.58 ppb. This modified electrode showed good resistance to the interferences from surface-active
compounds and common ions. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Bismuth; Stripping voltammetry; Electroanalysis; Tosflex
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1. Introduction

Anodic stripping voltammetry is a sensitive
technique for the determination of traces of bis-
muth(III) in aqueous media [1–4]. For example,
ng of Bi(III) could be detected using a glassy
carbon rotating disk electrode with square-wave
anodic stripping voltammetry [4]. This method,
however, is time-consuming: a 20 min precondi-
tion procedure was required before a 5 min (or 20
min) accumulation and stripping of Bi(III) could

be carried out. Extensive efforts have been
devoted to improve the anodic stripping voltam-
metric determination of Bi(III). Several carbon
paste chemically modified electrodes containing a
complexing reagent with chemical affinity for Bi(-
III) have been developed for the determination of
Bi(III) [5–9]. These procedures, however, do not
achieve the detection limit obtained with mercury
electrode.

The applicability of stripping analysis can be
improved by the use of ion-exchange polymer
modified electrodes. The ion-exchange polymer
modified electrode exhibit enhanced preconcentra-
tion efficiency for analytes, and is less subject to

* Corresponding author. Fax: +886-06-2740552.
E-mail address: iwsun@mail.ncku.edu.tw (I.-W. Sun)
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interferences from surface-active compounds. Nu-
merous examples on the use of cation-exchanger,
Nafion, modified electrodes for the determination
of cations have been published [10,21,22]. While
most species of analytical interest exist in the form
of cations in sample solutions, Bi(III) is mostly
present in anionic forms. Apparently, an anion-
exchange polymer modified electrode would be
particularly appealing for the determination of
anionic Bi(III). Zen et al. [11] have developed a
poly(4-vinylpyridine)–mercury film modified
glassy carbon electrode (PVP–MFE) to determine
bismuth in the form of [BiCl4]−. Although the
PVP–MFE exhibits good resistance to interfer-
ences from surface-active compounds and a good
detection limit, the use of PVP–MFE presents
some problems. Because PVP dissolves easily in
acidic solution, a cross-link agent was required to
stabilize the PVP film and the PVP coated elec-
trode needed to be heated at 90°C for about 2 h
for the cross-link process to complete [12]. More-
over, the PVP–MFE is effective only in fairly
acidic solution because the PVP polymer is proto-
nated more completely in more acidic solutions
[13]. Relatively recently, a new class of perfluori-
nated anion-exchange polymer named Tosflex
(Tosoh Soda) has become commercially available
[14]. Similar to Nafion, Tosflex exhibits very good
stability and is easy to use. Thus, Tosflex can be
an ideal alternative to PVP for the determination
of anions. However, reports on the employment
of Tosflex film modified electrodes for the deter-
minations of trace metal ions are relatively lim-
ited. Only several examples including copper(I),
mercury(II), thallium(III) and tellurium(IV) have
been demonstrated recently [15–18].

This paper describes a square-wave stripping
voltammetric (SWSV) procedure for the determi-
nation of bismuth(III) by using a Tosflex–mer-
cury film modified electrode (TMFE). Anionic
bismuth(III) chloride complex is first accumulated
on the electrode surface by the ion exchange
feature of the TMFE and followed by
anodic SWSV measurement. Various factors influ-
encing the determination of bismuth(III) were
investigated.

2. Experimental

2.1. Apparatus

All electrochemical experiments were performed
with a Bioanalytical Systems BAS CV-50W elec-
trochemical analyzer in conjunction with a BAS
model C-2 electrochemical cell. The three-elec-
trode system consisted of a glassy carbon disk
working electrode (BAS, 3 mm diameter) coated
with Tosflex and mercury, a saturated Ag–AgCl
reference electrode (BAS), and a platinum spiral
auxiliary electrode. All glassware was cleaned
with 1:1 nitric acid and rinsed with deionized
water.

2.2. Chemicals and reagents

The Tosflex membrane, denoted IE-SA 48, was
obtained from Tosoh Soda, Japan. Sodium
perchlorate, sodium nitrate and nitric acid were of
analytical grade from Riedel-de Haen (RDH).
Standard metal solutions (1000 ppm) of Zn(II),
Ge(IV), Cr(VI), Cu(II), and Cd(II) were from
Fisher. Standard solutions (1000 ppm) of Se(IV)
and bismuth(III) were from Mallinckrodt. Hg(II)
standard solution (1000 ppm) was from Merck.
The nonionic surfactant Triton X-100 was re-
ceived from Lancaster. All the preparation and
dilution of solutions were made with deionized
water.

2.3. Preparation of Tosflex–mercury film
electrode and sample solution

The dissolution of Tosflex membrane was car-
ried out according to the procedure described in
the literature [14]. About 2.5 g of finely cut dry
membrane and 10 ml of water–methanol–2-
propanol aqueous–alcoholic solution was heated
to the boiling point at atmospheric pressure under
reflux and stirring for 20–50 h. After cooling, the
undissolved membrane was separated by centrifu-
gation and a clear, yellowish solution was col-
lected. The concentration of the dissolved
polymer was determined gravimetrically from an
evaporated portion of the solution. The coating
solution was brought to a final concentration of
1.2 wt% by dilution with methanol.
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After being polished with a polishing cloth to a
shiny surface, the glassy carbon electrode (GCE)
was rinsed with deionized water and then cleaned
ultrasonically in 1:1 nitric acid and deionized water.
Then, 4 ml of Tosflex coating solution was spin-
coated onto the GCE at a spin rate of 3000 rpm.
A uniform thin film was formed by evaporating the
solvent after about 3 min of spinning.

Mercury was electrodeposited on the Tosflex
coated GCE from 5 ml of 10 ppm mercury(II)
solution containing 0.1 M sodium chloride at an
applied potential of−0.8 V versus Ag–AgCl for 4
min with stirring.

The sample solution medium contained bis-
muth(III) and proper amounts of KCl as the
supporting electrolyte. The solution pH was ad-
justed with 0.05 M HNO3 and 0.05 M NaOH.

Groundwater and tap water were collected from
the campus of National Cheng-Kung University.
Seawater was collected from the beach of Tainan,
Taiwan. All water samples, except seawater, were
added with 0.5 M KCl as the supporting electrolyte.
All sample were passed through the c1 filter paper
and then adjusted to the pH 1.4 by nitric acid. Urine
samples were obtained from laboratory personnel.
After being passed through a filter with 0.45 mm
pore size, the urine solutions were further treated
by centrifugation at 12 000 rpm for 20 min.

2.4. Procedure for 6oltammetric measurement

In the voltammetric measurement, 5 ml of the
sample solution was placed in the voltammetric
cell. The solution was deaerated with argon for 5
min, and then a preconcentration potential was
applied to the fleshly prepared TMFE while the
solution was stirred. After the preconcentration
period, the stirring was stopped, and after 10 s the
Osteryoung square-wave stripping voltammogram
was recorded by applying a positive-going scan.

3. Results and discussion

3.1. Electrochemical beha6ior of bismuth(III) on
the Tosflex modified electrodes

When a mercury film modified glassy carbon
electrode (MFE) is dipped in a 10 ppm bismuth

(III) solution containing 0.5 M KCl and nitric acid
as the supporting electrolyte, the Osteryoung
square wave stripping voltammogram (OSWSV)
shown in Fig. 1(a) is obtained. In this figure, a
stripping peak was observed at−80 mV. Fig. 1(b),
on the other hand, shows the OSWSV for the same
solution recorded on the TMFE. In this figure the
stripping peak shifts to−110 mV. As can be clearly
seen in Fig. 1, the response of Bi(III) on the TMFE
is significantly higher than that on the MFE. This
fact implies that bismuth can be accumulated more
efficiently on the TMFE than on the MFE, and
thus, the TMFE is more suitable for the determina-
tion of bismuth.

Fig. 2 shows the cyclic voltammograms of bis-
muth on the TMFE in different supporting elec-
trolytes. As can be seen in this figure, the bismuth
response detected by the TMFE in a medium
containing nitrate ion is much smaller than that
detected in a medium containing chloride ion

Fig. 1. Osteryoung square wave voltammogram for a 10 ppm
bismuth(III) solution containing 0.5 M KCl, (a) at a mercury
film coated glassy carbon disk electrode; (b) at the Tosflex–
mercury film electrode (TMFE). SWSV parameters, modula-
tion amplitude 20 mV; modulation frequency 120 Hz.
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Fig. 2. Cyclic voltammograms for 10 ppb bismuth(III) in
0.05M HNO3 (dashed line) and 0.5M KCl and 0.05M HNO3

(solid line) on TMFE. Scan rate was 100 mV s−1.

muth stripping peak current was found to increase
with the spin-coating rate, until 3000 rpm, which
is the limit spin rate of the instrument. Electrodes
prepared with the coating solution of 1.2 wt% of
Tosflex at a 3000 rpm spin-coating rate for 3
min were therefore used in all subsequent experi-
ments.

The amount of mercury electrodeposited on to
the Tosflex coated GCE is dependent on the
deposition time. The effect of mercury deposition
on the electrode performance was evaluated
with 10 ppm mercury (II) standard solutions.
The results showed that the bismuth stripping
peak current increased upon increasing the
mercury deposition time and reached a maxi-
mum after 4 min. Therefore, a mercury depos-
ition time of 4 min was used in the subsequent
works.

3.3. Effect of solution pH

The dependence of the bismuth stripping
peak current on the pH was studied by main-
taining the chloride concentration at 0.1 M
and the results obtained show that the bismuth
stripping peak current gradually increases with
decreasing the pH and starting level off when
the pH is 1.4. This behavior suggests that the
formation of bismuth(III) chloride is more
favorable in an acidic environment. As a
result, solutions with pH 1.4 were used in the
subsequent experiments. It is worth to note
that at this pH value Tosflex film was still very
stable.

3.4. Effect of chloride ion concentration

The detection of bismuth with TMFE relies on
the effective formation of the bismuth(III) chlo-
ride anions. Fig. 3 presents the effect of changing
the chloride ion concentration on the bismuth
stripping peak current. The optimum concentra-
tion range of chloride ion is found to be around
0.5 M. Lowering the chloride ion concentration
results in lower signals, indicating that a reason-
able excess of chloride ions is required for con-
verting the bismuth (III) into its chloride
complexes. The decrease of the stripping peak

(wave a in Fig. 2). Apparently, in the nitrate
medium, the bismuth (III) ion is in the cationic
form and thus, cannot be effectively accumulated
by the anionic exchanger, Tosflex, of the TMFE
during the preconcentration step. In contrast, an-
ionic bismuth (III) complexes, are formed in
the chloride medium and can be effectively
accumulated into the TMFE during the pre-
concentration step. Moreover, the bismuth strip-
ping peak obtained in the chloride media occurs
at a potential more negative than that obtained
in the nitrate media. As shown in Fig. 2, this
potential shift was similar to what was observed
for the oxidation of mercury (wave b in Fig. 2)
which also had been described in the literature
[19].

3.2. Factors affect the performance of the TMFE

The thickness of the Tosflex film directly affects
the electrode performance since it controls the
diffusion process and the maximum loading of the
bismuth(III) chloride anions in the TMFE. The
film thickness was varied by preparing the elec-
trodes with different spin-coating rate. The bis-
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current at chloride concentration higher then
0.5 M might be attributed to failures in permselec-
tivity, which were previously observed at high
ionic strengths also for Nafion coated electrode
[20]. A 0.5 M concentration of chloride ion was
therefore employed in the subsequent experi-
ments.

3.5. Effect of square-wa6e parameters

The square-wave parameters that were investi-
gated were the pulse height and the frequency.
These parameters together affect the peak shape
and peak current of the bismuth response. The
peak current of bismuth increases with square-
wave pulse height up to 20 mV, and further
increase in the pulse height decreases and broad-
ens the bismuth stripping peak. Meanwhile, con-
siderable increase in the background current is
also observed when the pulse height exceeds 20
mV. Increases in the square-wave frequency up to
120 Hz results in a substantial increase in the

Fig. 4. Effect of preconcentration time on the SWSV response
for 10 ppb bismuth(III) obtained on TMFE. Ed= −0.2 V s;
KCl=0.5 M; pH=1.4.

response for bismuth. Overall, the optimum pulse
height and frequency selected for SWSV were 20
mV and 120 Hz, respectively.

3.6. Effect of preconcentration potential and time

The dependence of the bismuth stripping peak
current on the preconcentration potential is
studied and the results show that the peak current
increases as the preconcentration potential
becomes more negative between−0.15 and
−0.4 V and starts to level off as the preconcen-
tration potential becomes more negative than−
0.4V. Because a more negative preconcentration
potential would increase the possibility of co-de-
position of interfering species, a preconcentration
potential of−0.2 V was chosen in the subsequent
work.

The effect of preconcentration time on the
SWSV response of bismuth was studied, and the
results are displayed in Fig. 4. The peak current
increases with increasing preconcentration time
up to 6 min. This phenomenon indicates that the

Fig. 3. Effect of chloride ion concentration on the SWSV
response for 10 ppb bismuth(III) obtained on TMFE. Ed= −
0.2 V; td=120 s; pH=1.4.
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ion-exchange process between Tosflex and bis-
muth(III) chloride anions is very good. Although
this figure shows that higher sensitivity for the
detection of lower bismuth concentration can be
achieved by increasing the preconcentration time,
a preconcentration time of 2 min was chosen for
the construction of the calibration curve in this
study.

3.7. Calibration

A calibration graph was constructed from data
taken for bismuth(III) solutions following 2 min
preconcentration under optimum experimental
conditions described above. Fresh sample solu-
tions were used for each individual bismuth(III)
concentration and at least three independent de-
terminations were made for each data point. The
calibration plot thus obtained showed a linear
behavior between 0 and 50 ppb of bismuth(III)
with slope (mA/ppb), and correlation coefficient
of 2.99, and 0.995, respectively. The detection
limit (S/N=3) is 0.58 ppb. An even lower detec-
tion limit could be achieved for bismuth(III) pro-
vided that the preconcentration time is longer
than 2 min.

3.8. Interferences

The influences of various metal ions on the
determination of bismuth were examined. The
results obtained for 10 ppb bismuth with 2 min
preconcentration time are summarized in Table 1.
This table shows that over 1000-fold wt. excess
concentrations of zinc(II), germanium(IV), telluri-
um(IV), lead(II), cadmium(II) and 500-fold excess
of copper(II) and 100-fold excess of chromi-
um(VI), antimony(III) only slightly interfere
with the bismuth response. The only major inter-
fering ion among the ions studied was seleniu-
m(IV).

It is well documented that surface-active com-
pounds can often adsorb on the electrode surface
and reduce the analytical response of the analyte
in a stripping analysis using a bare mercury elec-
trode. Coating the electrode with Tosflex can
circumvent such interferences. The Tosflex mem-
brane coated on the electrode surface can prevent

Table 1
Influence of other ions on the response of Bi(III) at TMFEa

Concentration excessIons Contribution (%)

Over Bi(III) (iBi(III)=100%)

−21000×Pb(II)
−31000×Cd(II)

1000×Te(IV) −6
1000×Zn(II) +3
1000×Ge(IV) +7

Cu(II) 500× −17
Sb(III) 100× +16

100× +3Cr(VI)

a (Bi(III))=10 ppb; Ep=−0.2 V; tp=120 s; pH, 1.4;
KCl=0.5 M.

the organic interferences from reaching the inter-
face at which the deposition and stripping of
bismuth takes place. In this study, the nonionic
surfactant Triton X-100 was used to exemplify the
effect of a typical surfactant. As shown in Fig. 5,
for 10 ppb bismuth(III), the detection was found
to tolerate the presence of Triton X-100 for at
least up to 10 ppm with the TMFE. Compared to
the same experiments performed with a bare MFE

Fig. 5. Effect of the surfactant Triton X-100 at different
concentrations on the stripping response for 10 ppb bis-
muth(III) with the TMFE (solid line) and the bare MFE
(dashed line). KCl=0.5 M, pH=1.4, td=120 s, Ed= −0.2
V. Normalised peak currents are calculated as the ratio be-
tween signals recorded in the presence and in the absence of
surfactant.
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Table 2
Determination of Bi(III) in sea water, tap water, ground water, and urine samplesa

Sea water Tap water Ground water Urineb

NDDetected value original NDND ND
1 2 5Spiked (ppb) 4

1.0290.02 1.9990.033.8890.04 5.0490.12Detected value after spike (ppb)
Recovery (%) 10297 99 101

a Number of samples assayed=3.
b Deposition potential=−0.6 V.

(Fig. 5), the TMFE shows a much better resis-
tance towards surfactant interference.

3.9. Determination of bismuth in real water
samples

The analytical utility of the TMFE for the
determination of bismuth(III) was assessed by
applying it to the determination of bismuth(III) in
sea water, tap water, groundwater, and urine sam-
ples. No bismuth(III) was detected in all the four
original water samples so they were spiked with
appropriate amounts of bismuth(III). The results
collected in Table 2 are those for the original and
spiked water samples. As can be seen, the recov-
ery of the spiked bismuth(III) is very good for all
the four water samples, indicating that the pro-
posed procedure is feasible for the determination
of bismuth(III) in various water samples. Note
that the amount of bismuth(III) in natural water
is typically very low, and this is indeed the case in
this study. The amount of bismuth(III) in the
original urine samples assayed in this study can
not be detected by the proposed procedure with 2
min preconcentration at a potential of−0.2V.
Nevertheless, it was found that the spiked 5 ppb
bismuth(III) stripping peak could be actually seen
for these samples with a precontration potential
of−0.6 V, and the amount of bismuth(III) in
these original water samples was therefore be-
lieved to be well below 5 ppb.

4. Conclusion

The application of the TMFE for the determi-
nation of trace bismuth(III) is evident from the

above results. The presence of Tosflex polymeric
coating improves the efficiency and selectivity of
the preconcentration step, as well as the mechani-
cal stability of the mercury film. Compared to the
PVP–MFE procedure reported earlier [11], the
TMFE offers some advantages in addition to
better resistance to the interferences from com-
mon ions and organic surface-active compound.
Because of the intrinsic stability of Tosflex, the
preparation of the TMFE does not require any
cross-liking agent nor the heating process, and
thus, the time for preparing the working electrode
is greatly reduced. Consequently, the TMFE
would be an ideal substitute for the PVP–MFE.
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Abstract

A new sample preparation procedure for the analysis of polycyclic aromatic hydrocarbons (PAHs) and polychlori-
nated biphenyls (PCBs) in water containing suspended particulate matter (SPM) has been developed. A specially
designed filtration vessel coupled directly to an SPE cartridge was used for this purpose. SPM separation and analyte
isolation/concentration were carried out in a single step. Both the SPE cartridge and the suspended matter collected
on the filter were solvent extracted, and analyte recoveries were determined. Analyte recoveries from the filtrate
ranged from 64 to 100% of the spiked amount for PAHs with the highest aqueous solubilities, and did not exceed 20%
for those with the lowest solubilities. Total recoveries of PAHs from surface water containing 21 mg l−1 SPM ranged
from 65 to 121%. PCB recoveries from the particulate matter reached over 10% of the spiked amount, while those
from the filtrate ranged from 20 to 57%. Total PCBs recoveries ranged from 34 to 69%. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Filtration; Suspended particulate matter; Surface water; Polycyclic aromatic hydrocarbons; Polychlorinated biphenyls
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1. Introduction

Suspended matter present in surface waters in a
wide range of concentrations makes reliable deter-
mination of polycyclic aromatic hydrocarbons
(PAHs) and polychlorinated biphenyls (PCBs) a
very difficult task. Analytical and technical prob-

lems caused by the suspended matter affect both
accuracy and precision of analyte determination
in the dissolved phase.

Suspended particulate matter (SPM) consists of
organic and inorganic particles, floating in water.
For practical purposes, SPM is defined as parti-
cles stopped by a 0.45 mm filter [1]. Surface char-
acteristics of the SPM can vary significantly, from
particles of small specific surface area (e.g. sand)
to particles of very well developed surfaces (e.g.
particulates originating from combustion).
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Because of their low solubility and hydrophobic
character, both PAHs and PCBs are easily ad-
sorbed by SPM, as well as absorbed by humic and
fulvic acids, lipids and proteins, forming dissolved
organic matter (DOM) [2]. Concentration differ-
ences between SPM and solution due to preferen-
tial adsorption can reach a factor of 105 or more.
In addition, the results obtained by Readman et
al. [3] indicate that the PAHs in the Tamar Estu-
ary are not in equilibrium between the aqueous
and the particulates phases, and that they are
considerably enriched in the particulates. It has
been also demonstrated that the presence of SPM
during sample transport and storage can reduce
PAH recoveries by 20–70% [4].

Because of their very poor aqueous solubility,
PCB and PAH concentration levels in water are
typically very low (ng l−1 or lower), which makes
it necessary to incorporate a concentration step in
the analytical procedure. This step is often com-
bined with matrix exchange to one that is more
compatible with the final determination method
(usually GC or LC). Liquid–liquid extraction
(LLE) [5,6], solid-phase extraction (SPE) [7–10]
and its modification, Empore disk technique are
most often used for this purpose. In the recent
years, a new sampling/sample preparation
method, solid phase microextraction (SPME) [11],
has been used increasingly often for this purpose
as well. SPME is based on analyte partitioning
between the sample and a stationary phase coated
on a fused silica fibre. Research is also conducted
on the application of membrane techniques for
PCB and PAH analysis [12].

The result of extraction carried out in the pres-
ence of SPM depends on the combination of
several processes:
� sorption equilibrium of the analytes between

the aqueous phase and the suspension during
sample transport and storage;

� efficiency of analyte extraction from the
aqueous phase;

� efficiency of analyte extraction from the sus-
pended matter (when extracting the aqueous
phase).

In any case, the result of determination of PAH
and PCB concentration in water always depends
on the SPM properties and SPM content of a
sample.

Apart from analytical, also technical problems
can occur, including plugging of the SPE car-
tridges and disks, which can make the extraction
last several hours, or even render it impossible.

Filtration under gravity, by applying vacuum
or pressure, as well as centrifugation, are typically
used to eliminate SPM from the samples [1]. Glass
fibre or Teflon [13] filters with 0.45 or 0.7 mm pore
sizes are usually used for filtration [14–18]. Re-
cently, application of polycarbonate screen filters
(Nucleopore 0.4 mm) [19] and cellulose ester filters
(Millipore, 0.45 mm) [20] was reported. Clogging
[1,2], analyte adsorption on the filter [1] and on
the layer of particulate matter formed on the filter
[13,21] are the main problems encountered during
filtration. Clogging can be a problem also with
Empore disks when analyte isolation and precon-
centration are carried out from large volumes of
samples with high SPM content. Application of
high density glass beads (filter aid 400) instead of
a filter has been proposed to overcome this prob-
lem [13,22].

An alternative method to filtration is centrifu-
gation. Also this method is not problem-free.
Particles with density equal to or lower than water
are not removed, and hydrophobic organic com-
pounds undergo accumulation on them.

Van Noort and Wandergem [21] indicate that
PAHs dissolved in water can be sorbed on the
surfaces of the filter and probably on the layer of
suspended matter formed during filtration. It
seems that removal of SPM by filtration or cen-
trifugation may changes the distribution of the
analytes between the aqueous phase and the sus-
pension. Thus, the results of determination of
PAHs in the filtrate do not necessarily reflect the
true concentrations of the analytes dissolved in
water containing the SPM. Similarly, PAH con-
centrations in the particulate matter stopped on
the filter do not necessarily correspond to true
concentrations in the SPM before the filtration.

In conclusion, the presence of suspended matter
in samples analyzed for PAHs and PCBs affects
the results of determination of those compounds
in water independently of the extraction technique
used. The results can be artificially high compared
to the true concentration of the dissolved analytes
in water when LLE is used [5], since analytes can
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be extracted both from the aqueous phase and
from the suspension (yielding a result close to the
total content of the analyte in the sample). In
contrast, lower results can be expected when using
SPE with cartridges and Empore disks because of
analyte sorption on filters and probably on the
layer of particulate matter formed on them. Also,
the conditions of analyte desorption from the
SPM during elution are far from optimal in SPE
[5]. The significance of the phenomena described
above increases with decreasing solubility and
volatility of the analytes.

In spite of all these reservations, it seems almost
certain that the procedure for PAH and PCB
determination in surface waters should include
SPM isolation. Without this step, it is virtually
impossible to extract all the analytes from the
particulate matter. In LLE, the organic solvent
cannot effectively contact the particles surrounded
by water. In SPE, the contact time between the
particulate matter trapped in the cartridge or on
the filter and the solvent is too short for effective
extraction. In order to achieve quantitative ana-
lyte recoveries from the SPM, it is necessary to
isolate the particulate matter, remove water from
it and extract it with a solvent under optimized
conditions (e.g. assisted by sonication, mi-
crowaves, or high temperature and pressure, as in
ASE). In addition, separation of SPM eliminates
many technical problems, including cartridge
plugging. Optimally, particulate matter separation
should be carried out during sampling.

When the concentration of free PAHs and
PCBs in the aqueous phase is of primary interest,
SPME can be particularly useful. Poerschmann et
al. successfully used this technique to study parti-
tioning of organic compounds between water and
dissolved organic polymers with properties similar
to those of humic organic matter (HOM) [23].

The paper presents the design of a special filtra-
tion vessel enabling simultaneous isolation of
SPM and preconcentration of the analytes on an
SPE cartridge. The particulate matter stopped on
the filter is freeze-dried, weighed and extracted
with dichloromethane using sonication. Analyte
content can be determined independently for the
two phases involved (particulate matter and the
solution), or the total content can be determined

in one run by combining the extracts obtained.
The design of the vessel is based on the experience
of the authors and other researchers.

2. Material and methods

2.1. Reagents and materials

High-purity, HPLC-grade dichloromethane
(DCM) and methanol were purchased from
Merck (Germany). US EPA certified standard
containing 16 PAHs (2000 mg ml−1 of each com-
pound in DCM) and US EPA certified standard
containing 7 PCBs (10 mg ml−1 of each com-
pound in isooctane) were from Restek Corpora-
tion (USA). Certified Naphtalene-d8 (2000 mg
ml−1 in DCM) and Benzo(a)anthracene-d12
(2000 mg ml−1 in DCM) standards were from
Supelco (USA). Certified PCB 209 (Decachloro-
biphenyl) standard was from Dr Ehrenstorfer
GmbH (Germany). Milli-Q ultrapure water was
used for preparation of aqueous standards (Mil-
lipore, Austria). SPE columns filled with octade-
cyl-bonded silica C18 (300 mg) were from J.T.
Baker (Germany). Silanized glass wool was pur-
chased from Alltech Asociates (England). Empore
filter aid 400 high-density glass beads were from
3M (J.T. Baker, USA). Glass-fibre filters used
were Whatman GF/F (0.7 mm) (Germany).

2.2. Sampling

A 20 l sample of water from the Vistula River
(Kiezmark region, northern Poland) was collected
in the spring of 1997. Average suspended particu-
late matter concentration in this water was 21 mg
l−1 (triplicate measurements). The SPM content
was determined using Whatman 0.7 mm filters.

2.3. Isolation and enrichment

A filtration vessel whose design is presented in
Fig. 1 was used for the investigations. The vessel
consists of a glass tube (1); equipped with two
Teflon end covers (2); sealed with silicone O-rings
(3). The glass tube presses a Teflon screen (4)
against the bottom end cover. A Whatman GF/F
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glass fibre filter (0.7 mm) (5) is placed on top of
the screen. Tube (1) contains also �4 g of high
density glass beads (6) (Empore 3M, Filter Aid
400) kept in place with glass wool (7).

SPE cartridges (C18) were washed with 2 ml
dichloromethane, followed by activation with
methanol (2×3 ml) and water (3 ml). Filtration
vessels were mounted on top of conditioned car-
tridges and 0.5 l samples of water spiked with 16
PAHs (40 ng l−1), 7 PCBs (20 ng l−1), naphtal-
ene-d8 and benzo(a)anthracene-d12 were passed
through each of them under vacuum. Filtration
time for surface water samples was �3 h, with an
average sample flow rate of 2.8 ml min−1. The
cartridges and the filtration vessels were subse-
quently freeze dried in a lyophilising cabinet (Lab-
conco, USA) for �6 h. Analytes trapped by the
SPE cartridges were extracted with
dichloromethane (2×2 ml) and the extract was
gently evaporated under nitrogen to 0.3 ml.

The contents of the filtration vessels (filter, glass
beads and glass wool) were transferred to reaction
vials and extracted with two portions of
dichloromethane in an ultrasonic bath (3 ml for
30 min, followed by 2 ml for 10 min). The two
extracts were combined and evaporated under
nitrogen to 0.3 ml. The concentrated extracts
from the SPE cartridges and filtration vessels were
analysed by GC separately.

2.4. Analytical procedure

The extracts were analysed by GC/MS, using a
GC-8000 gas chromatograph and an MD-800
quadrupole mass spectrometer, both from Fisons
Instruments. A 2 ml sample was injected using a
cold on-column injector with secondary cooling,
activated for 20 s. A 30 m×0.25 mm×0.25 mm
SPB-5™ GC column (Supelco, Bellefonte, USA)
was used with helium as the carrier gas (70 kPa).
The following oven temperature program was ap-
plied: 40°C for 0.5 min, ramped at 40°C min−1 to
120°C, then at 5°C min−1 to 280°C, held for 15
min. Transfer line temperature was 300°C. The
MS was operated in selected ion monitoring
(SIM) mode.

Analyte recoveries from the filtrate and the
particulate matter were determined by subtracting

Fig. 1. A home-made filtration vessel directly connected with
SPE cartridge: glass tube (1); Teflon end covers (2); silicone
O-rings (3); Teflon screen (4); Whatman GF/F glass fibre filter
(0.7 mm) (5); high density glass beads (Empore 3M, Filter Aid
400) (6); glass wool (7).
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background concentrations from the results ob-
tained for spiked samples (mean of three
determinations).

3. Results and discussion

The filtration vessel presented in Fig. 1 enables
easy separation of suspended matter from
water samples. The vessel was tested on 0.5 l
surface water samples (containing 21 mg l−1

SPM) spiked with standard mixtures of PAHs
(final concentration of 40 ng l−1) and PCBs
(final concentration of 20 ng l−1), using SPE for
analyte isolation and preconcentration from
filtrate.

Table 1 presents the recoveries of the individual
PAHs from the filtrate and the suspended matter,
as well as total recoveries. The data clearly show
that more soluble PAHs prevailed in the filtrate
(64–100% of the spike), while those characterized
by lower solubilities and volatilities were mainly
trapped on the filter (84–96% of the spike). Total
PAH recoveries from surface water samples ob-
tained using the method described were high,
ranging from 81 to 121% (except for
acenaphtylene).

Phenomena different from the ones described
above were observed for PCBs (Table 1). While
aqueous solubilities of PCBs are similar to the
solubilities of PAHs ranging from ben-
zo(a)anthracene to benzo(ghi)perylene, different
trends in recovery were observed for the former.
Analyte recoveries from the particulate matter
reached more than 10% of the spike, while those
from the filtrate ranged from 20 to 57%. Total
PCB recoveries from surface water containing 21
mg l−1 SPM ranged from 48 to 70% (except for
PCB 180).

Table 1 also includes the statistical analysis of
the results obtained for surface water samples
spiked with PAH and PCB standards. Relative
standard deviations (%RSD) for PAHs did not
exceed 50%, while for PCBs ranged from 53 to
96% in filtrate and from 28 to 42% in the SPM.
This indicates that the repeatability of the results
was adequate to the low analyte concentration
levels.

Lower PCB recoveries can probably be at-
tributed to analyte losses through sorption on the
additional elements of the apparatus (e.g. tubes
connecting the sample flasks with the filtration
vessel). Further research using standard solutions
containing PCBs at other, and especially lower,
concentration levels is necessary to confirm this
assumption.

The proposed design has two main advantages.
First, it enables a one-step isolation of the SPM
and preconcentration of the analytes from the
same volume of the sample. Second, it makes it
possible to achieve optimum recoveries of the
analytes from the SPM, as the particulate matter
is isolated and dried prior to solvent extraction,
which can additionally be assisted, e.g. by sonica-
tion. Separation of SPM and analyte preconcen-
tration can be performed easily under field
conditions.

The use of high density glass beads (filter
aid 400) prevents the possible clogging of the
filter and SPE cartridge when SPM levels in
the samples are high. The difference between
the masses of the vessel after drying and
before filtration yields the SPM content of the
sample.

The vessel can also be used in combination with
Empore disks. It has a simple design, using
materials recommended for trace analysis of or-
ganic compounds (glass, PTFE) and is very easy
to use.

One of the downsides of the technique
proposed is the long time required to filter the
sample and concentrate the analytes (3 h for
a 0.5 l sample). This drawback can be overcome
by using large volume injection (LVI) for the
extracts [24,25]. LVI makes it possible to
introduce much larger volumes of the extracts
into the column than on-column injection (up to
100 ml, compared to �2 ml). Consequently, sam-
ple volume required to achieve the sensitivity de-
sired can be reduced by at least an order of
magnitude, and the filtration/extraction time can
be shortened to B30 min. Alternatively, LVI
can be used to achieve much lower detection
limits (20–50 times) with unchanged sample vol-
umes.



L
.

W
olska

et
al./

T
alanta

50
(1999)

985
–

991
990

Table 1
Analyte recovery and precision of the proposed procedure for the analysis of PAHs and PCBs in surface water

Surface water sample spiked with PAHs and PCBsb.p. (°C) SolubilityCompounds Background
(mg l−1) at 25°C

Total recoverySuspensionFiltrateAverage concentration

Average concen- Recovery (%) n RSD (%) Average concen- Recovery (%) n RSD (%)SuspensionFiltrate (ng l−1)
tration (ng · l−1) tration (ng · g−1)(ng · l−1)

PAHs
89 6 20 170Naphthalene 6217.9 5 43 9530 13 112 48
64 9 49 36 1 930 54Acenaphthylene 6521516265–275

100 5 24 170 3 6 20Acenaphthene 103279 3.93 18 144 58
98 5 39 170 9 761 16Fluorene 10778221.81298
66 3 13 2000 21 7Phenanthrene 13340 871.6 85 1734 112
84 8 44 350 4 840 27Anthracene 8826771.24342
87 8 34 2000 24 6Fluoranthene 21�375 1110.2–0.26 43 1802 78
83 6 16 1800 38 769 191413 121Pyrene 393 0.15 36
32 6 38 1300 49 7Benzo(a)anthracene 26435 810.009–0.014 15 751 28
37 8 40 1400 54 925 25Chrysene 91888100.0006448

13 33 7Benzo(b) 42398 1600 87 6 13 1200.001 ND 766

fluoranthene
13 32 7 46 1800 84ND 70.043 31 116975Benzo(k) 480

fluoranthene
11 5 16 1500 91 5Benzo(a)pyrene 23495 1020.004 (27°C) 9 569 14

15 10 5 13 1600 90 9717 31Indeno(1,2,3-cd) 100100.062536

pyrene
11 17 7 47 1000Dibenzo(a,h) 93524 7 40 1100.0005 (27°C) 4 90

anthracene
ND 9 45 1600 96 9640 4211 960.00026 12Benzo(ghi)perylene \500

PCBs
12 54 8 53 110 10 8 38 64– 1PCB 28 4

57 7 49 150 12 1014 28PCB 52 695820.029
45 8 90 210 16 10PCB 101 37 610.010 2 117 11
52 7 89 230 15 714 36PCB 118 6717540.0021

PCB 138 31 6 77 230 17 8 36 480.0018 1 92 8
44 8 96 230 13 610 351 57PCB 153 0.00091 177

PCB 180 20 3 58 150 14 6 42 340.00063 ND 12 4
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4. Conclusions

The work reported here presents the design of a
special filtration vessel enabling simultaneous iso-
lation of the particulate matter and preconcentra-
tion of the analytes from the filtrate by means of
SPE. Optimal analyte recoveries from the particu-
late matter can be achieved owing to the fact that
it is processed independently of the liquid sample
after the initial isolation step. Total recoveries of
PAHs and PCBs spikes from SPM containing
surface waters achieved with the procedure de-
scribed were high, ranging from 81 to 121% (ex-
cept for acenaphtylene) and 48–69% (except for
PCB 180), respectively. Further investigations on
the optimization of the design and operation of
the filtration vessel are under way.

Acknowledgements

This study was partially supported by the Ger-
man Federal Ministry of Education and Research
and the Foundation of Polish–German
Cooperation.

References
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Abstract

The behaviour of L-serine in strongly alkaline solution was studied at 25°C and in 3.00 mol/l NaClO4, as a constant
ionic medium, to obtain quantitative information about the eventual dissociation of its alcoholic group. A
spectrophotometric method was employed to measure the free concentration of hydrogen ions. Two indicators,
methyl thymol blue and eriochrome blue type R, were used. Their values as protonation constants and absorbance
coefficients were determined in advance. The method here proposed has been validated beforehand by applying it to
D-mannite and glycerine and by comparing results so obtained with those previously provided by literature. The
investigation showed weak acid properties of the –OH of serine and its dissociation constant was determined.
Polynuclear species or further dissociation were not observed. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: L-Serine; Alcoholic group dissociation; D-Mannite; Glycerine
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1. Introduction

The complex formation between cations and
ligands can be studied when the protolytic be-
haviour of the ligand is already known, because
equilibria are often investigated by using competi-
tive reactions involving hydrogen ions.

Serine is an important ligand towards cations
and its properties were previously studied towards
cadmium(II), calcium(II), cobalt(II), copper(II),
lead(II), magnesium(II) and nickel(II) [1–3]. For
this purpose protonation of the aminic and car-
boxylic groups of serine were previously studied

[1] and no evidence was found for the dissociation
of the –OH group present in the same compound,
even in strongly alkaline solution.

On the other hand, a few researchers showed
that other compounds, containing alcoholic
groups, for instance polyols, have a behaviour
similar to that of very weak acids.

Michaelis [4] found these properties in galacti-
tol, D-mannite and glucitol by means of electro-
motive force (e.m.f.) measurements. Souchay et
al. [5] estimated the value of the dissociation
constant of glycerine, D-mannite and D-glucitol
from DT measurements of saturated solutions of
Na2SO4, whereas Thames [6] obtained the value
of the constant of D-glucitol at 18°C from e.m.f.
measurements. Long et al. [7] explained the con-
ductivity decrease of NaOH solutions due to the

* Corresponding author. Tel.: +39-6-49913643; fax: +39-
6-490631.

E-mail address: bottari@axrma.uniroma1.it (E. Bottari)
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addition of glycerine, by assuming an acid be-
haviour for glycerine and calculated its dissocia-
tion constant. Also the dissociation of the two
–OH of tartrate was studied polarimetrically in
idroalcoholic solutions at very high NaOH or
KOH concentration (7 mol/l) by Beck et al. [8]
who found the values of the constants. In 1971
Gut et al. [9], by studying methanolic solutions of
1 mol/l in LiCl or N(CH3)4Cl, estimated the acid
constant of methanol, by means of e.m.f. mea-
surements with a H2 electrode. Several papers
[10–13], treating equilibria between cations and
hydroxyacids, showed loss of protons, perhaps
from the –OH of the ligand, involved in the
complex formation.

Vicedomini [14] in 1981 estimated the acid con-
stants of some polyhydroxylate compounds (D-
glucitol, galactitol, mesoinositol and D-mannitol)
in strongly alkaline solution at 25°C and 3.00
mol/l NaCl as a constant ionic medium, by means
of e.m.f. measurements with a H2 electrode. On
the other hand, we were not able to determine the
acid properties of –OH of citrate with the same
procedure [15].

A calorimetric method had been used to study
the acid behaviour of glycerine and the acid disso-
ciation constant (10−14.76) was determined at
25°C and in 3.00 mol/l NaClO4 [16].

The aim of our research was to investigate the
properties of the –OH group of serine in strongly
alkaline solution and at high concentration of
serine. Since it was necessary to study a wide
range of reagent concentration, without any re-
markable change of the activity coefficients, the
constant ionic medium method, proposed by Bie-
dermann and Sillén [17], was adopted. These au-
thors proved experimentally that by substituting
up to 15–20% of the ions of the ionic medium
with those of the reagents, activity coefficients do
not vary remarkably.

Investigation on the acid properties of the –OH
group of serine was carried out at 25°C and 3.00
mol/l NaClO4. In this way it was possible to
substitute activities with concentrations in all the
calculations.

A colorimetric method of investigation depen-
dent on the change of optical absorbance of alka-
line solutions containing a suitable indicator and

L-serine was performed. Before use the method
was validated by applying it on known com-
pounds and by comparing our results with the
ones in the literature. The calorimetric method
was not used because the presence of aminic and
carboxylic groups could interfere in the determi-
nation. The e.m.f. method was considered not
suitable, because of the very weak acid properties
expected for the –OH of serine, comparable with
those of citrate and glycerine. Finally the pro-
posed procedure seems to be only slightly
manipulative.

2. Experimental

2.1. Method

To avoid writing the summary formula here
and in the following, the fully protonated serine is
indicated as H2L+, the zwitterion as HL and the
compound with the deprotonation also of the
hydroxyl group as L2−.

To study the dissociation of the –OH group of
L-serine, two hypotheses were formulated a priori.
The absence of polynuclear species and the loss of
only one proton per mole were supposed. On this
basis, the acid properties of L-serine could be
represented by means of the following
equilibrium:

L− +OH− U L2− +H2O (1)

with the relative equilibrium constant bSR, defined
as follows:

bSRcSRcOH=cSR−, (2)

where SR=L− and SR−=L2−. The hypotheses
supporting Eqs. (1) and (2) will be confirmed a
posteriori. In Eq. (2), cx indicates the free concen-
tration of the generic species x, while Cx will
represent the total concentration of x. By intro-
ducing Kw (the ionic product of water), Eq. (2)
can be written, as follows:

b %SR=cSR−cH/cSR=bSRKw. (3)

To investigate Eq. (1) and to obtain bSR and
b %SR, it was necessary to determine cOH, the free
concentration of OH−. By adding each test solu-



E. Bottari et al. / Talanta 50 (1999) 993–1002 995

tion of an indicator HJ, cOH can be determined, if
the protonation of J− and the absorbance coeffi-
cients of HJ and J− are known in the same
experimental conditions.

The development of the method involves differ-
ent steps. After the choice of the indicator (with its
dissociation constant value K, similar to the cH

range to be investigated) and the estimation of its
protonation constant and the absorbance coeffi-
cients of its species x, ox, the indicator was used to
obtain cH values in already studied systems, so that
the method could be validated. Finally the method
was applied to L-serine. The compounds D-man-
nite (MN) and glycerine (GLY) were selected as
test systems, to validate the proposed method. For
these two compounds equilibria similar to Eq. (1)
can be formulated:

MN+OH− U MN− +H2O (1 bis) and

GLY+OH− U GLY− +H2O (1 ter)

with the constants, respectively:

b %MN=bMNKw=KwcMN−,(cMNcOH)

=cMN−cH/cMN (2 bis)

and

b %GLY=bGLYKw=KwcGLY−
,(cGLYcOH)

=cGLY−cH/cGLY (3 bis).

The problem of − log cH measurements in
strong basic solution was studied firstly by
Schwarzenbach and co-workers [18,19] in the
1930s and 1940s. For the here investigated −
log cH range, two indicators were used for the
application of the method. Eriochrome blue type
R=1-(2-hydroxy-naphthylazo)-2-naphtol 4-sul-
fonic acid (CC) was used in all three systems,
whereas in the case of MN, also methyl thymol
blue=3,3% bis-((N,N %-dicarboxylmethyl)-amino-
methyl)-thymolsulphonftalein (MTB) could be ap-
plied.

2.1.1. Protonation of MTB (Y) and CC (C)
Protonation constants of MTB and CC were

determined at 25°C and 3.00 mol/l NaClO4, as
constant ionic medium. In the same experimental

conditions, the ox values were also estimated for all
their species.

From literature data [20], it could be deduced
that the first three protonations of MTB and the
first one of CC fall in alkaline solution and the
relative constants had to be determined in this
concentration range. By indicating with C the
deprotonated CC, its protonation constant K %1 can
be defined by the following relationship:

K %1=cHC/(cCcH). (4)

The K %1 value can be determined if CC and oHC

are known and cH is experimentally measured.
By recording spectra of solutions where only the

species HC is present ( in the range 115−
log cH512), a maximum of absorbance, A, was
remarked at l=631 nm. From the measurement of
A of solutions at increasing CC, using the Lam-
bert–Beer law, the value of oHC at same l could be
obtained. Analysis of solutions where HC and C
were contemporarily present gave K %1 by means of
Eq. (4). For such solutions, it could be assumed
that, in the investigated cH range, COH$cOH,
because the concentration of CC was negligible
respect to COH. It was not necessary to determine
K %2 for H2C and Kn with n\2 for MTB, because
H2C and HnY (with n\2) do not exist in the
investigated cH range.

Therefore, from preliminary measurements, it
could be deduced that H2Y (where Y is MTB
deprotonated) was formed in moderately alkaline
solution, whereas Y and HY contemporarily exist
only in strongly alkaline solution. To obtain
K2(K2=cH2Y/(cHYcH)) a method similar to that
applied for CC, was used.

To have cH, e.m.f. of the following cell was
measured:

R.E./Solution S/G.E. (I)

where R.E. is the reference electrode and G.E. a
glass electrode. From e.m.f. measurements of (I),
cH values could be obtained as previously described
[1–3]. Solution S had the following general compo-
sition: CH mol/l; CH2Y mol/l; CHY mol/l; (3-CH)
mol/l in Na+; 3 mol/l in ClO4

−. CH2Y and CHY were
between 10−4 and 10−5 mol/l.

At first, spectra of Solution S were recorded at
l=604 nm by increasing CH2Y in the absence of
H3Y. In this way, oH2Y could be obtained, whereas
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cH could be obtained from e.m.f. measurements of
cell (I).

A different procedure had to be followed in the
case of the existence of HY and Y in the same cH

range.
The absorbance, A, of a solution containing the

species HnY can be expressed according to Lam-
bert–Beer, as follows:

A=b
�

cY%nbncHon+cHoH
�

=b(CHnYo+cHoH)

(5)

where b is the optical path, bn=K1 K2…Kn and
o=�nonan where an represents the molar ratio of
the indicator present as HnY.

When only two species (for instance HY and Y)
are present, Eq. (5) can be written, as follows:

A=b(o1K1cHcY+cYo0+cHoH)

=b(o1K1cHcY+cYo0)=bCHnYo (6)

because oH=0, in the studied l range.
As the o values can be obtained from measure-

ments of A at known b and CHY, from Eq. (6), the
following relationship can be written:

o=A/(bCHnY)= (o1K1cH+o0)/(1+K1cH) (7)

If cH and alternativelly o1 or o0 are known, the
value of K1 can be obtained by elaborating Eq. (7)
in the following way:

(o–o0)/cH=o1K1−K1o. (8)

In the plot (o−o0)/cH versus o, the slope and
intercept are −K1 and K1o1, respectively.

This method will be applied to determine K1,
K2, and o0, o1, after the determination of oH2Y, as
described in Section 3.

2.2. Materials and analysis

NaClO4, HClO4 and NaOH were prepared and
analysed as previously described [21]. D-mannite
was a C. Erba p.a. reagent, recrystallized from
hydroalcoholic (1:1) solution and dried at 110°C.
Absence of electroactive species in the purified
product was checked by polarographic analysis.
L-serine was from Fluka p.a., twice recrystallized
from bidistilled water and dried at 110°C. Solu-
tions of D-mannite and L-serine were prepared by

dissolving a weighed amount in the ionic medium.
Glycerine, from C. Erba or Baker p.a., used to
validate the proposed method, was purified as
described by Ciavatta et al. [22]. The use of both
products brings to the same results. Solutions of
GLY were prepared at known concentration ac-
cording to Bosard and Snoddy [23]. MTB and
CC, from Fluka p.a. and C. Erba p.a., respec-
tively, were used without further purification.

2.3. Details on measurements

Absorbance measurements were performed by
using a UV–visible spectrophotometer Unicam
model PU 8720 with printer plotter and quartz
vessels with b=1 cm. To check indicators stabil-
ity in alkaline solution, their spectrum was
recorded for the time necessary to perform the
relative measurement. HCC absorbance recorded
for 15 minutes at l=631 nm, proves its stability.
During 15 min, absorbance remains constant
within 90.001.

E.m.f. measurements were carried out by means
of models 605 and 654 Metrohom electronic volt-
meters equipped with glass electrodes from the
same firm. The reference electrode, R.E., was
prepared according to Brown [24]. The salt bridge
was similar to that described by Forsling et al.
[25]. Values of − log cH obtained by measuring
the e.m.f. of cell (I) could be taken as correct only
up to − log cH59 in the selected experimental
conditions, as previously demonstrated [26].

A stream of hyperpure N2 from cylinder, bub-
bled through alkaline solutions to prevent the
absorption of CO2. N2 was further purified by
passing it through 10% NaOH, 10% H2SO4 and
3.00 mol/l NaClO4.

3. Results

The results of this research are described in
different sections. At first, the values of Kn and K %1
of MTB and CC, respectively and those of the
relative ox are presented. A second section reports
on the application of the method to the test
compounds (i.e. D-mannite and glycerine) and a
third one shows the results obtained for L-serine.
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3.1. MTB and CC protonation

Although, as below described, only the indica-
tor CC will be used to study the acid dissociation
of the –OH group of L-serine, it seems interesting
to report also the results obtained for the proto-
nation of MTB, because it was applied to the
study of system D-mannite, used for the validation
of the method.

3.1.1. Protonation of MTB
For the application of the proposed method, it

was necessary to know only K2, K1 and oH2Y, oHY

and oY. The determination of K2 and oH2Y was
carried out easily, while those of K1 and oHY and
oY had to be performed by elaborating absorbance
measurements, A, according to Eq. (8).

From preliminary measurements and literature
data [20], it could be deduced that the only species
present in the range 95− log cH510, was H2Y
giving a spectrum with a maximum of absorbance
at l=604 nm. For such l, the value oH2Y=
1.75×104 mol/l/cm could be calculated.

Absorbance measurements obtained in the
range 9.55− log cH511 were carried out to ob-
tain K2 and oHY according to Eq. (8), by knowing
cH and oH2Y at the same l.

Experimental data are plotted in Fig. 1 in the
form − (o−oH2Y)cH versus o. All the points of

Fig. 2. Determination of −K1 (slope) and K1oY (intercept)
from absorbance measurements. The experimental points are
well approximated with a straight line.

Fig. 1. Determination of −K2 (slope) and K2oHY (intercept)
from absorbance measurements. The experimental points are
well approximated with a straight line.

Fig. 1 fall on a straight line with slope −K−1
2 and

intercept oHYK–1
2 . The values obtained are

log K2=11.290.1 and oHY=1.12×105. The
same procedure was applied successively for data
of absorbance obtained from solutions at −
log cH]11, to calculate K1 and oY. Since for all
the investigated solutions in this range CMTB5
0.02 COH, the − log cH values could be well ap-
proximated as CH$cH without loss of accuracy.
Fig. 2 shows the plot (o%−oHY)cH versus o%, where,
in this case o% is the ratio A/CMTB for solutions in
the range − log cH]11. Also in this case, experi-
mental points can be well approximated with a
straight line. From its slope and intercept on
ordinate, the values −K−1

1 and oYK−1
1 could be

obtained, respectively. To calculate the protona-
tion constants, the value − log Kw=14.24 previ-
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ously obtained in the same experimental condi-
tions [26] had to be taken into account.

The protonation constant K1 and oY, obtained
for the MTB species, were: log K1=12.2290.08
and oY=2.21×104.

3.1.2. Protonation of CC
From preliminary measurements, it could be

deduced that only the form HC was present at
− log cH=10. At l=631 nm its maximum A
value was obtained and oHC was calculated. The A
values of solutions at − log cH]13 and different
CCC were recorded, where CH$cH could be as-
sumed, because in all the investigated solutions
CCC50.01 COH.

From the spectra and from the knowledge of
CCC, cH and oHC, the K %1 value could be calculated.
The average values log K %1=13.6590.09 and
oHC=1.32×104 are obtained. The K % value agrees
well with that proposed by Schwarzenbach et al.
[27] and Hildebrand et al. [28], even if these
authors operated at very low ionic strength.

Our values obtained for MTB only partially
agree with those of Körbl et al. [20]. Only K3 and
K2 values are similar to those of Körbl, while our
log K1 is lower than that of Ref. [20]. This dis-
agreement is probably due to the different experi-
mental conditions, because Körbl et al.,
disregarding activity coefficients, calculated cOH,
by assuming − log Kw=14.00 (i.e. pH=14+
log COH).

3.2. Validation of the proposed method

The method was applied to D-mannite and
glycerine, to investigate on the acid dissociation of
their –OH groups. Several series of solutions with
known CMN, COH and CCC were analysed to
obtain the corresponding spectra and the A values
at l=631 nm. From the knowledge of oHC at the
same l, the values of − log cH could be obtained
for each solution.

From the material balance of COH and CMN,
the formation function ZMN could be calculated,
as follows:

ZMN= (COH−cOH)/CMN.

The same procedure, applied to glycerine, al-
lowed to calculate ZGLY, as follows:

ZGLY= (COH−cOH)/CGLY.

The results relative to D-mannite and glycerine
will be presented and discussed in two following
sections.

3.2.1. D-mannite
As described below, the acid dissociation of

D-mannite is stronger than that of L-serine and
glycerine, so that the − log cH values of solutions
of mannite could be found by using either CC or
MTB.

Solutions with total concentration of D-man-
nite, CMN=0.050, 0.100, 0.200, 0.300, 0.400,
0.500 and 0.600 mol/l and in the range 5.0×
10−35COH50.800 mol/l were investigated.
From the material balance of CMN and COH and
from the cH values obtained by using CC and
alternatively MTB, couples of values ZMN and
− log cOH could be obtained.

Fig. 3 shows the plot ZMN versus − log cOH.
Points obtained by using CC or MTB fall on the
same curve, hence the method is independent of
the used indicator. Furthermore, ZMN is indepen-
dent of CMN, because all the points obtained at
different CMN fall together on the same curve.
Polynuclear species in D-mannite are not present
in appreciable quantity. Since low values of ZMN

(ZMNB1) are reached in Fig. 3, it seems reason-
able to assume that only a proton per mannite is
dissociated. The two hypotheses formulated a pri-
ori by writing from Eq. (1) and the constant b1,MN

(Eq. (2)) are confirmed. On this basis, the forma-
tion function ZMN, can be written as follows:

ZMN=b1,MNcOH/(1+b1,MNcOH). (9)

Eq. (9) can be normalized, according to Sillén
[29], in the form y=u/(1+u), where u=
b1,MNcOH. In the position of best fit between curve
and points and using the value − log Kw=14.24,
as previously found [26], the value − log b %1,MN=
13.790.1, shown in Table 2, was obtained. Fig. 3
shows that the points and curve agree well, sup-
porting the validity of the procedure.



E. Bottari et al. / Talanta 50 (1999) 993–1002 999

Fig. 3. Formation function of D-mannite. The curve is the normalized one in the position of best fit.

3.2.2. Glycerine
Only CC was used in the case of glycerine,

because of its acid properties are weaker than
those of D-mannite and probably of L-serine.
MTB has a log K1 value too low to give an
accurate − log cH value in very alkaline solutions
(− log cH]13).

Solutions with total concentration of glycerine,
CGLY=0.300, 0.600 and 1.00 mol/l, in the range
0.3005COH50.900 mol/l were analysed, in the
presence of known concentrations of CC. From
the absorbance at l=631 nm and by knowing
oHC, the value of − log cOH for each solution
could be obtained. From the material balance of
glycerine and the knowledge of cOH, the formation
function ZGLY could be calculated. As in this case
Zmax$0.15, it was preferred to calculate b1,GLY

directly from each pair of values ZGLY and −
log cOH. Also in the case of glycerine the hypothe-
ses of only one dissociation without appreciable
formation of polynuclear species were confirmed.
The value of the constant was obtained from the
expression b1,GLY=ZGLY/(cOH−ZGLYcOH). By
using Kw, as previously determined [26], the aver-
age value − log b %1,GLY=14.990.1, reported in
Table 1, was obtained.

Table 1
Survey of experimental data, obtained at 25°C and in 3.00
mol/l NaClO4 as a ionic medium, to calculate −log b %1,GLY

a

Glycerine=0.300 mol/l
0.302, 0.090, 0.547, 0.060; 0.400,COH, A, −log cOH, Z :
0.083, 0.420, 0.066; 0.500, 0.100,
0.322, 0.081; 0.601, 0.056, 0.245,
0.110; 0.700, 0.083, 0.177, 0.117;
0.801, 0.080, 0.122, 0.152; 0.900,
0.087, 0.070, 0.160.

Glycerine=0.600 mol/l
COH, A, −log cOH, Z : 0.302, 0.102, 0.565, 0.050; 0.400,

0.102, 0.446, 0.070; 0.500, 0.100,
0.348, 0.086; 0.600, 0.107, 0.270,
0.105; 0.700, 0.120, 0.200, 0.113;
0.799, 0.101, 0.146, 0.141; 0.901,
0.091, 0.085, 0.132.

Glycerine=1.00 mol/l
COH, A, −log cOH, Z : 0.299, 0.121, 0.613, 0.055; 0.400,

0.117, 0.475, 0.065; 0.501, 0.082,
0.373, 0.077; 0.600, 0.156, 0.291,
0.088; 0.701, 0.101, 0.221. 0.099;
0.799, 0.095, 0.162, 0.111; 0.900,
0.094, 0.109, 0.122.

a The average value −log b %1,GLY=14.990.1 can be calcu-
lated. The error limit of the constant is not the S.D., but only
the difference between minimum and maximum of the calcu-
lated values.
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Fig. 4. Formation function of L-serine. The curve is the
normalized one in the position of best fit.

investigation is validated and it can be applied to
L-serine. By supposing that L-serine could show
acid properties stronger than glycerine, but
weaker than D-mannite, only CC was used to
obtain − log cH from the recorded spectra of
solutions at CSR=0.100, 0.200. 0.300. 0.400, and
0.500 mol/l, where COH varied from 0.200 to 0.800
mol/l. From the knowledge of oHC at l=631 nm
and from the A values measured for each solu-
tion, the value of cOH could be obtained. The
material balance of CSR and COH was used to
calculate the formation function in the following
form:

ZSR= (COH−cOH)/CSR.

Experimental points are plotted in Fig. 4, in the
form ZSR as a function of − log cOH. It can be
seen that points obtained for different CSR fall
together. Since ZSR is not a function of CSR,
polynuclear species in L-serine are not present in
appreciable amount. As expected, ZSR never over-
takes 1 (Zmax$0.4) so that only one proton per
serine can be loss. The two hypotheses assumed in
the formulation of Eqs. (1) and (2) are confirmed
and the formation function can be expressed in
the form

ZSR=b1,SRcOH/(1+b1,SRcOH).

As previously described for D-mannite, the nor-
malized curves method [29] can be applied and the
value of the constant was obtained in the position
of best fit. Fig. 4 shows the good agreement
between points and normalized curve, supporting
the validity of the procedure. In Table 2, the value
− log b %1,SR=14.490.1 is reported.

4. Discussion

The values of − log b %1,MN, − log b %1,SR and
− log b %1,GLY are collected in Table 2. Together
with Kn of MTB and CC, also the o values of the
considered forms of the two studied indicators are
reported. Results obtained for the test systems,
D-mannite and glycerine, must be compared with
relative literature data to validate the proposed
method.

Table 2
Proposed values (at 25°C and in 3.00 mol/l NaClO4 as a ionic
medium) for the dissociation constants (−log b %1,x) of the
investigated compoundsa

Compound −log b %1,x

D-mannite 13.790.1
14.490.1L-serine
14.990.1Glycerine

a The symbol x indicates alternatively D-mannite, L-serine or
glycerine. The error limit of the constants is not the S.D., but
only the difference between minimum and maximum of the
calculated values.

3.3. Application of the procedure to L-serine

Since the results obtained for D-mannite and
glycerine agree with the literature data, as indi-
cated in the Section 4, the proposed method of
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The acid behaviour of D-mannite had been
already shown [4, 5 and 14], but the literature
data disagree each other. A few authors [4,5]
explain their data by assuming the dissociation of
only one proton per D-mannite, while another [14]
attributes weak acid properties also to a second
proton. In our paper, experimental data can ac-
count for the dissociation of only one proton with
a constant of the same order of magnitude of
those found previously [4,5,14]. For the first disso-
ciation, Vicedomini [14] proposed − log b %1,MN=
13.1, while Michaelis [4] proposed 13.5 and we
propose 13.7. Although our value was obtained
under different experimental conditions, it agrees
better with that proposed by Michaelis, while it is
rather higher than that proposed by Vicedomini.

A better comparison can be effected for glycer-
ine, because data obtained in the same experimen-
tal conditions are available. From calorimetric
measurements carried out at 25°C and in 3.00
mol/l NaClO4, the value − log b %1,GLY=14.769
0.06 was obtained [16]. The value obtained here
14.990.1 agrees well with the calorimetric
method, within the experimental error. The vali-
dation of the proposed method is fully verified.

The method was successful for L-serine. Al-
though complicated equilibria are not involved, it
would be hard to put into evidence the acid
properties of the –OH group of L-serine, because
the dissociation takes place at very high − log cH

values, where many difficulties arise for e.m.f.
measurements of cH, even with a H2 electrode.
The use of a suitable indicator, in this case CC,
was necessary to overtake the difficulty of the
determination of cH at equilibrium.

The found value − log b %1,SR=14.4 shows that
L-serine behaves as an acid, even in the form SR,
but it is weaker than D-mannite. As disagreeing
results were obtained for D-mannite, by means of
e.m.f. measurements, it would be not possible to
obtain information for L-serine in this way. On
the other hand, L-serine shows stronger acid prop-
erties than glycerine as supported by the values of
the constants in Table 2.

On the basis of the adopted ionic method [17],
it can be assumed that the activity coefficients of
the reagents do not vary remarkably because the
substitution of ClO4

− does not exceed 15–20%.

At − log cH lower than the here investigated
values, the –OH group of both L-serine and glyc-
erine does not behave as an acid and only pro-
tolytic effects due to aminic and carboxylic groups
of L-serine can be observed.

5. Conclusion

This paper gives a contribution to the quantita-
tive knowledge of the acid properties of the –OH
group of L-serine.

A method, different with respect to the
e.m.f. measurement, was described for the deter-
mination of the free hydrogen ion concentration
in strongly alkaline solutions. The method
was validated by applying it to two systems
already studied (D-mannite and glycerine) and
here obtained results that agree in both cases with
the literature data. For glycerine the value
obtained here agrees within the experimental er-
ror.

Colorimetric − log cH determination involved
the knowledge of the behaviour of two indicators
(MTB and CC) used for developing this method.
Their protonation constants and the absorbance
coefficients were also determined under the same
experimental conditions.

The application of the method is favoured by
the high values of o of the species of indicators
involved. It can be alternative to calorimetric
measurements for the determination of very low
values of acid dissociation constants.

The − log b %1,SR value is particularly important
in the investigation on the complex formation
between cations and L-serine in alkaline solutions.
At high − log cH, cations could be bound by the
carboxylic and aminic groups together with
the –OH group, with contemporary loss of pro-
tons.
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Abstract

A simple, sensitive, and selective method has been developed for determination of cysteine (Cys) or carbocysteine
(carboCys) in pharmaceutical products, shampoos and a mixture of amino acids. The results showed the reaction
between p-benzoquinone (PBQ) and Cys occurs through the sulfhydryl group. Previous derivatization or extraction
is not necessary before the assay is carried out. The method is based on the fact that the product of reaction between
PBQ and Cys absorbs at 352 and 500 nm or PBQ and carboCys absorbs at 500 nm. Beer’s law is followed in the
range 0–40 mg/ml for Cys and 0–150 mg/ml for carboCys. The product of reaction PBQ-Cys is stable for 2 h with
absorption bands at 352 and 500 nm. In the presence of amino acids, PBQ is highly selective to Cys. Several
substances such as amino acids, urea, salts, and dipeptide did not interfere with the proposed method. A recovery of
about 100% is observed for both Cys and carboCys, when the method is applied to determine Cys in a mixture of
amino acids resembling blood plasma, shampoo, and pill food as well as carboCys in pharmaceutical products.
© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Cysteine (Cys) plays an important role in sev-
eral biological processes [1]; Cys or compounds of
Cys are widely used in many pharmaceutical
products. Determinations of Cys or compounds
of Cys are commonly used in clinical investiga-
tion, pharmaceutical industry, and research.

Among the many methods for determination of
Cys [2,3] or compounds of Cys, chromatographic
methods are widely used. In spite of HPLC [4–6]
or gas-chromatographic methods [7,8] which are
very popular with equipment easily available in
many laboratories, several disadvantages can be
cited. In all chromatographic methods, the sam-
ples should pass through derivatization and ex-
traction of the products of reaction before their
microinjection into the column. Those methods

* Corresponding author. Fax: +55-43-328-4440.
E-mail address: zaiazaia@sercomtel.com.br (D.A.M. Zaia)
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use expensive reagents and equipment, and a sig-
nificant period of time for whole assay.

In a previous paper [9], the use of p-benzo-
quinone (PBQ) for simultaneous determination of
total proteins and amino acids was reported. It
was observed that the spectrum of the product of
reaction between Cys and PBQ (PBQ-Cys) was
very different from the other proteic amino acids.
An investigation of the reaction PBQ-Cys was
undertaken and it was possible to obtain a specific
reaction medium in which PBQ was selective for
Cys in a mixture of amino acids.

The present paper describes the utilization of
PBQ for spectrophotometric determination of Cys
using the absorption bands at 352 and 500 nm, in
pill food, shampoo, and a mixture of amino acids
resembling blood plasma [10], as well as determi-
nation of carbocysteine (carboCys) using the ab-
sorption band at 500 nm in two pharmaceutical
products (Mucoflux and Mucolitic). In all samples
analysed, a good agreement between the nominal
values and assay values was obtained.

2. Materials and methods

2.1. Materials

Ultraviolet and visible spectrophotometry were
carried out on Varian DMS-80 and Shimadzu
UV-1203 spectrophotometers.

All reagents were of analytical reagent grade.
The pill food and shampoo were purchased from
Calendola Pharmacy. Mucoflux (Merck) and Mu-
colitic (Laboratory Wyeth-Whitehall Ltda.) were
purchased at a pharmacy in Londrina city (PR,
Brazil). CarboCys and N-acetyl-cysteine (analyti-
cal reagent grade) were a gift from Dr João R.F.
Teixeira of Merck and Dr Marta Y.Y. Satake of
Zambon Laboratórios Farmacêuticos Ltda,
respectively.

2.1.1. p-Benzoquinone (Sigma)
PBQ was purified by sublimation and a 0.1 M

solution in DMSO was prepared, kept in an air-
tight flask and used for 5 days after its
preparation.

2.1.2. Cysteine (CAAL) and carbocysteine
Cys and carboCys solutions (1.5 g/l) were pre-

pared with distilled, deionized water and used as
standards in all assays.

2.1.3. Buffer
The following 0.1 M solutions were used as

buffer: Na2B4O7–H3BO3, pH 8.0; Na2HPO4–
NaH2PO4, pH 6.0 and 7.0; CH3COONa–
CH3COOH, pH 3.0, 4.0 and 5.0.

2.1.4. Mixture of amino acids
An amino acid solution was prepared that con-

tained a mixture of amino acids (Ala, Arg, Asn,
Glu, Gln, Gly, Hys, Ile, Lys, Met, Pro, Ser, Tre,
Tyr, Val) in proportions similar to those observed
in blood plasma [10]. This solution was separated
in aliquots and stored at −20°C.

2.2. Sample preparations

2.2.1. Standard samples

2.2.1.1. Cysteine. By dilution of the 1.5 g/l stan-
dard solution of Cys, a calibration curve was
constructed using the following concentrations:
0.0, 7.5, 15.0, 22.5 and 30.0 mg/ml, and the vol-
ume was adjusted to 4.8 ml with acetate buffer,
pH 3.0.

2.2.1.2. Cysteine with sodium dodecyl sulfate
(SDS). Cysteine with SDS was used for assay of
Cys in shampoo. The calibration curve was ob-
tained as above and SDS was added to all tubes
until the final concentration was 160 mg/ml.

2.2.1.3. Carbocysteine. By dilution of the 1.5 g/l
standard solution of carboCys, a calibration curve
was constructed using the following concentra-
tions: 0.0, 30.0, 60.0, 90.0 and 120.0 mg/ml; the
volume was adjusted to 4.8 ml with phosphate
buffer, pH 7.0.

2.2.2. Pill food
A pill was ground and dissolved in 100 ml of

distilled, deionized water. A 100-ml aliquot of this
solution was transferred to a test tube, and the
volume was adjusted to 4.8 ml with acetate buffer,
pH 3.0.
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2.2.3. Shampoo
A 200-ml aliquot of shampoo was transferred to

a 5.0-ml volumetric flask and the volume was
made up with distilled, deionized water. A 100-ml
aliquot of this solution was transferred to a test
tube, and the volume was adjusted to 4.8 ml with
acetate buffer, pH 3.0.

2.2.4. Amino acids mixture
To 250 ml of the amino acids mixture, 710 ml of

acetate buffer, pH 3.0 were added.

2.2.5. Mucoflux or Mucolitic
A 100-ml aliquot of Mucoflux or Mucolitic was

transferred to a test tube and the volume was
made up to 1.0 ml with distilled, deionized water.
A 75-ml aliquot of this solution was transferred to
a second test tube, and the volume was adjusted
to 4.8 ml with phosphate buffer, pH 7.0.

2.3. Cys standard cur6e and Cys assay

To each tube of sample of pill food, shampoo,
and standard Cys was added 200 ml of 0.1 M of
PBQ, and for the sample of amino acids mixture,
40 ml of 0.1 M PBQ was added . The tubes were
shaken, incubated at 37°C for 5 min, cooled to
room temperature, and the absorbances at 352
and 500 nm were read against the blank.

2.4. CarboCys standard cur6e and carboCys assay

To each tube of sample of Mucoflux, Mucolitic,
and standard carboCys was added 200 ml of 0.1 M
of PBQ, shaken and incubated at 37°C for 10
min. The tubes were then cooled to room temper-
ature and the absorbances at 500 nm were read
against the blank.

3. Results and discussion

The reaction between quinones and amines,
amino acids or proteins has sometimes been re-
ported as a charge transfer complex [11,12] or
substituted quinone compounds [13–16]. These
discrepancies could be attributed to differences in
the reaction conditions employed.

Table 1 shows that the reaction between PBQ
and a pool of amino acids or PBQ and carbocys-
teine occurs when the pH is increased; in this case,
the nitrogen of amino group is probably involved
in the reaction as observed by several authors
[11–16]. As pointed out by Ratajczak and Orville-
Thomas [12], first a charge transfer complex is
formed, then depending on conditions of reaction
a mono- or di-substituent compound is formed.
Several authors [13,14,16] obtained mono- or di-

Table 1
Maximum absorbance of the products of the reaction between p-benzoquinone (PBQ) and cysteine, pool of amino acidsa (pool AAs)
or carbocysteine (carboCys) at various pH values

Maximum absorbance (nm)PH

Cys (30 mg/ml)b Pool Aasb (30 mg/ml each) CarboCysc (22.5 mg/ml)

461–373– 495–385d8.0e

500–357–279 500–350d2917.0f

507d–343d–2896.0f 500–279 495d

516–327d–2845.0g 275 –
513–355–2934.0g 288 –

2883.0g –500–352–293

a AAs used: Trp, Tre, Ser, Lys, Leu, Phe, Tyr, Val.
b Samples heated at 37°C for 20 min with 2.0 mM PBQ.
c Samples heated at 37°C for 10 min with 4.0 mM PBQ.
d Bands not well defined.
e Boric acid/borax buffer (0.1 M).
f Monobasic/dibasic sodium phosphate buffer (0.1 M).
g Acetic acid/acetate buffer (0.1 M).
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Fig. 1. (A) Absorbance spectra of the product of reaction
between 7.5 (a); 15.0 (b) or 22.5 (c) mg/ml cysteine and 4.0 mM
p-benzoquinone (PBQ); 5 min of heating at 37°C in acetate
buffer 0.1 M, pH 3.0. (B) Absorbance spectra of the product
of reaction between 60 (a); 90 (b) or 120 (c) mg/ml carbocys-
teine and 4.0 mM PBQ; 10 min of heating at 37°C in phos-
phate buffer 0.1 M, pH 7.0.

340 nm. As the product of reaction carboCys-
PBQ (with an excess of PBQ) showed a strong
absorption at 500 nm we probably also obtained a
mono-substituent compound. The reaction be-
tween PBQ and Cys occurs when the pH is de-
creased probably because the sulfhydryl group is
involved. We also tested carboCys (Table 1) and
N-acetyl-cysteine (data not shown); for N-acetyl-
cysteine, we observed the same behavior as ob-
served for Cys, since the amino group is blocked
by acetyl, thus the reaction was through the
sulfhydryl group; for carboCys, we also observed
the same behavior as observed for the pool of
amino acids, since the sulfhydryl group is blocked
by carboxy, then the reaction was through the
amino group. At moderate temperatures in acidic
solution with a high ratio of quinone/thiocom-
pounds (Cys, thiourea, b-thiopropionic acid), sev-
eral authors [17] obtained mono-substituent
compounds with the sulfhydryl group attached to
the ring of the quinone. As our blocking experi-
ments showed, reaction between PBQ and Cys/N-
acetyl-cysteine was through the sulfhydryl group,
thus we probably also obtained a mono-sub-
stituent compound. The buffer components and
the pH used here did not interfere with the reac-
tion PBQ-pool of aas/carboCys/Cys. However,
when borate buffer was used with pH higher than
9.0, polymerization of PBQ occurred interfering
with the method.

Fig. 1 shows the absorbance spectra of the
product of reaction between Cys or carboCys and
PBQ. For the product of reaction between Cys
and PBQ, there are two bands, one at 352 nm and
another at 500 nm, both bands follow Beer’s law
in the range 0–40 mg/ml Cys (Table 2) and there-
fore both can be used for analytical purposes. In
this case, the reaction PBQ-Cys occurred through
the sulfhydryl group. On the other hand, the
product of reaction between carboCys and PBQ
shows one band at 500 nm that followed Beer’s
law in the range 0–150 mg/ml carboCys (Table 2)
and can be used for analytical purposes. The
reaction carboCys-PBQ occurred through the
amino group.

Table 2 shows the straight line equations and
range of linearity for the products of reaction
between PBQ and Cys or carboCys in various

substituent compounds as the product of reaction
between amines/amino acids and PBQ. Iskander
and Medien [16] obtained a mono-substituent
compound when an excess of PBQ reacts with
Gly, which showed strong absorption at 500 nm
and weak absorption at 340 nm. On the other
hand, when an excess of Gly reacts with PBQ, the
product of reaction had a strong absorption at
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Fig. 2. Dependence of absorbance on the concentration of
p-benzoquinone (PBQ). The samples of cysteine (30 mg/ml)
were heated with different amounts of PBQ in acetate buffer,
pH 3.0, at 37°C for 20 min.

Table 2
Straight line equations and range of linearity (Beer’s Law) for
the products of reaction between p-benzoquinone (4.0 mM)
and cysteine or carbocysteine in various mediaa

Straight line equation (YMedium Range of
(absorbance)=mX (mg/ linearity
ml)+b) (mg/ml)

Cysteineb

Y=0.01029X+0.025Acetate buffer 0–40
at 500 nm (6)0.1 M, pH 3.0

0–40(with 160 mg/ml Y=0.01558X−0.016
of SDS) at 352 nm (7)

0–40Y=0.01230X+0.013Acetate buffer
0.1 M, pH 3.0 at 500 nm (25)

Y=0.02180X−0.045 0–40
at 352 nm (25)

0–40Y=0.01530X−0.021Acetic acid
1.0 M at 500 nm (2)

Y=0.02200X−0.113 0–40
at 352 nm (2)
Y=0.01510X+0.078Acetic acid 0–40

0.5 M at 500 nm (2)
Y=0.02550X−0.019 0–40
at 352 nm (2)
Y=0.00920X−0.063Acetic acid 0–40

0.1 M at 500 nm (2)
Y=0.01770X−0.053 0–40
at 352 nm (2)

0–40Y=0.00770X+0.006Acetic acid
0.01 M at 500 nm (2)

0–40Y=0.01750X−0.085
at 352 nm (2)

0–40Y=0.00290X+0.008Hydrochloric
at 500 nm (2)acid 0.5 M
Y=0.00820X+0.009 0–40
at 352 nm (2)
Y=0.00870X+0.114Hydrochloric 0–40

acid 0.1 M at 500 nm (2)
Y=0.01470X+0.034 0–40
at 352 nm (2)

0–40Hydrochloric Y=0.01390X+0.104
acid 0.01 M at 500 nm (2)

Y=0.01840X−0.045 0–40
at 352 nm (2)

Carbocysteinec

Y=0.00952X+0.001Borax buffer 0.1 0–40
at 500 nm (3)M, pH 8.0
Y=0.00266X+0.018Phosphate buffer 0–150

0.1 M, pH 7.0 at 500 nm (7)

a Number of experiments in parentheses.
b Samples heated at 37°C for 5 min.
c Samples heated at 37°C for 10 min.

media. For determination of Cys in the samples
with absorbances at 352 and 500 nm, acetate
buffer 0.1 M (pH 3.0) was used because one of the
best specific absorbances and the best correlation
coefficient of the straight line were obtained with
that medium. Higher specific absorbances for Cys,
shown in Table 2, were obtained in the pH range
2–3. The samples with 0.01 M acetic acid and 0.5
and 0.1 M hydrochloric acid were out of that
range and their specific absorbances were lower.
Only one buffer medium (0.1 M acetic acid)
showed specific absorbance as low as the media
buffer outside the good range. In spite of 0.1 M
phosphate buffer (pH 7.0) showing minor specific
absorbance at 500 nm, when compared with bo-
rax buffer pH 8.0 at 500 nm (Table 2), it was used
for determination of carboCys, because the
product of reaction was more stable at pH 7.0
than at pH 8.0 and the straight line equations
were better. For the reaction PBQ-carboCys, an
increase in specific absorbance was obtained when
the pH was increased because the amino group is
free. The correlation coefficients for all the
straight lines shown in Table 2 were at least 0.98.

Fig. 2 shows the effect of different concentra-
tions of PBQ on the absorbance of Cys. For both
absorption bands (352 and 500 nm), the ab-
sorbance increased almost linearly with the in-
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crease in PBQ concentration up to 1.0 mM.
Above 3.0 mM, there is only a small increase in
absorbance. Shifts of 352 or 500 nm bands were
not observed at any of the PBQ concentration
tested (data not shown). PBQ (4.0 mM) was used
which gave a ratio of 16 of PBQ/Cys in mol for
the curve with the highest concentration of Cys.
This concentration seems to be sufficient because
Beer’s law was followed up to 30 mg/ml of Cys.

We also tested the effect of heating time at
37°C on absorbance of products of reaction be-
tween PBQ (4.0 mM) and Cys or carboCys (data
not shown). The temperature was standardized at
37°C because on cold days (15°C), the reaction is
slow. Heating at 37°C provide an easier way to
control and to standardize the time of reaction. It
was observed that there was only a small increase
in absorbance for Cys after 5 min of heating; for
carboCys heating, it should last for 10 min.

After heating, the absorbance at 352 nm of the
product of reaction between PBQ and Cys
showed a smaller increase up 20 min and after
that, the stability lasted for 2 h (Fig. 3). At 500
nm, a slight decrease in the absorbance was ob-
served after 30 min of heating (Fig. 3). Thus, time
after heating is not a critical factor for the mea-

surement of Cys with PBQ at 352 or 500 nm. On
the other hand, the product of reaction between
PBQ and carboCys was not as stable as the
PBQ-Cys product (data not shown), so after heat-
ing, the absorbance must be measured promptly.

Table 3 shows the effect of selected potential
interfering compounds on Cys determination. For
both bands (352 or 500 nm), Cys determination
with PBQ was not susceptible to interference by
the pool of amino acids (7.5 mg/ml), salts (30
mM), cystine, dipeptide, glucose and urea (30
mM). Fatty acids, triglycerides, and cholesterol
did not react with PBQ but they seriously inter-
fered with Cys assay because they increased the
turbidity of the solution, so these substances
should be removed before Cys assay is carried
out.

The absorbance spectra of 160 mg/ml SDS plus
4.0 mM PBQ and 4.0 mM PBQ, using buffer pH
3.0 as blank, showed a decrease in the absorbance
of PBQ with SDS (data not shown). Although
PBQ seems to be consumed by SDS, there are not
differences between the spectrum of PBQ with or
without SDS. This consumption of PBQ by SDS
could explain why the Cys recovery shown at
Table 3 is low. Thiourea was also studied (Table
3). It was shown to interfere with the Cys assay at
concentrations higher than 11.4 mg/ml because the
product of reaction between PBQ and thiourea
shows two bands, one strong at 275 nm and other
at 420 nm.

This method using PBQ was applied to the
determination of Cys in pill food, shampoo and a
mixture of amino acids resembling blood plasma
[10], as well as carboCys in Mucoflux and Mucol-
itic (Table 4). The results show that determination
of Cys can be carried out with the band at 352 nm
as well as at 500 nm, because the results shown in
Table 4 for both bands are not statistically differ-
ent. It was necessary to add SDS to the standard
curve for determination of Cys in shampoo, be-
cause it interferes with the Cys assay. In all sam-
ples studied (Table 4), the results showed a good
agreement between the nominal and assay value
using the proposed method. The recoveries are
from 97.0 to 104.4% for all results shown in
Table 4.

Fig. 3. Stability of the absorbance of the products of reaction
between p-benzoquinone (PBQ) and cysteine (30 mg/ml). The
samples were heated at 37°C for 5 min in 0.1 M acetate buffer,
pH 3.0, with 4.0 mM PBQ and their absorbances at zero time
were taken as 100%.
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Table 3
Effect of selected potential interfering compounds on cysteine determinationa

Cys (150 mg)+interfering com- Addition Absorbance at 352 nm Absorbance at 500 nm as
pounds percentage of controlas percentage of control

100.093.2Cysteine 100.093.2Buffer
KNO3 124.290.4300 mM 145.690.5

101.791.230 mM 103.591.6
300 mMMgCl2 130.090.2 105.894.5

105.490.6 111.191.530 mM
126.393.1300 mM 121.092.7NaCl

30 mM 100.094.1 103.291.6
CaCl2 101.490.330 mM 106.790.5

75.191.5600 mg/ml 76.090.9BSA
60 mg/ml 82.891.3 84.492.1

93.491.3Amino acidsb 83.090.975 mg/ml
102.591.67.5 mg/ml 101.791.7

150 mMGlucose 96.092.5 101.291.8
91.694.1 96.893.715 mM

271.891.01000 mg/ml 542.590.9Fatty acidsc

100 mg/ml 187.990.4 186.590.6
142.090.2Triglycerides 117.191.0100 mg/ml
120.590.410 mg/ml 98.991.9

200 mg/mlCholesterol 365.190.8 407.290.6
205.490.820 mg/ml 130.391.1
209.890.210 mM 24.992.1TEA

1.0 mM 77.593.1 66.693.1
87.691.0Ethanol 100% 90.490.6100 ml/ml

103.791.410 ml/ml 101.791.7
1000 mg/mlAscorbic acid – 7.993.1

108.093.7 94.593.2100 mg/ml
95.590.3100 mg/ml 89.390.8EDTA

10 mg/ml 100.993.2 98.293.8
274.692.2Sodium tungstate 65.093.8135 mg/ml
288.796.613.5 mg/ml 86.392.9

100 mg/mlGlycylglycine 103.391.0 95.590.7
102.592.9 101.692.910 mg/ml
99.992.6100 mg/ml 96.793.3Cystine

10 mg/ml 103.993.1 101.793.4
88.192.2Urea 90.791.5300 mM
95.591.730 mM 99.592.5

160 mg/mlSodium dodecyl sulfate 89.895.2 79.294.7
105.394.0Thiourea 78.196.611.4 mg/ml
247.492.5 87.491.1114.0 mg/ml

a The results are presented as mean9S.E.M. of four determinations. Each well contained 150 mg of cysteine and the indicated
concentration of the addition in a total volume of 5.0 ml.

b The concentration of each of the proteic amino acids.
c Pool of oleic and palmitic acids.

4. Conclusion

The results show that the reaction between
PBQ and Cys occurs through the sulfhydryl
group, the product of reaction PBQ-Cys is stable,

and PBQ is highly selective to Cys in a mixture of
amino acids. The proposed method is sensitive for
most applications, is not interfered with by many
substances, and is not expensive. The proposed
method for determination of Cys or carboCys is
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Table 4
Determination of cysteine or carbocysteine in pharmaceuticals, shampoo or a mixture of amino acidsa

Sample Nominal value (mg)Source Found (mg)

500 nm 352 nm

Pill foodb Calendola Pharmacy 80.0 77.892.0 (4) 78.693.3 (4)
Shampoob Calendola Pharmacy 25.0 24.790.6d (6) 25.190.5d (6)

21.690.7e (7) 20.990.6e (7)
–Mixture of amino acidsb (10−3) 40.0 39.091.4 (6) 38.890.8 (7)

Mucofluxc 50.0Merck S..A. 51.591.4 (5) –
50.0 52.292.0 (6) –Laboratory Wyeth-Whitehall Ltda.Mucolitcc

a The samples were heated at 37°C with 4.0 mM of p-benzoquinone. The results are presented as mean9S.E.M. Number of
assays in parentheses. Composition of the samples: Pill food: methionine, 200 mg; cysteine, 80 mg; cystine, 25 mg; collagen, 25 mg;
calcium pantothenate, 25 mg; vitamin B-6, 10 mg; vitamin B-2, 1 mg; vitamin E, 3 mg; biotin, 0.2 mg and excipients. Shampoo:
cysteine, 25 g; sodium dodecyl sulfate, 200 g and 1 l of water. Mixture of amino acids (Ala, Arg, Asn, Glu, Gln, Gly, Hys, Ile, Lys,
Met, Pro, Ser, Tre, Try, Tyr, Val) with composition and concentration similar to blood plasma [10]. Mucoflux: carbocysteine, 250
mg; excipients and water 5 ml. Mucolitic: carbo-cysteine, 250 mg; excipients and water 5 ml.

b Acetate buffer 0.1 M, pH 3.0, 5 min of heating.
c Phosphate buffer 0.1 M, pH 7.0, 10 min of heating.
d Standard curve with 160 mg/ml of sodium dodecyl sulfate.
e Standard curve without sodium dodecyl sulfate.

simple to carry out, because it is not necessary to
perform any derivatization or extraction as occurs
in chromatographic methods [4–8] and good re-
coveries were obtained in all applications.
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Abstract

The determination of trace levels of aluminum in natural waters with rubeanic acid (RA) by adsorption
chronopotentiometry is developed in this paper. Optimum experimental conditions include an accumulation potential
of −0.40 V, accumulation time of 60 s, and a RA concentration of 6×10−6 M in 0.2 M NaAc–HAc buffer solution
(pH 4.6). The response is linear over the 1×10−8�4×10−7 M concentration range. The detection limit is
5.6×10−9 M and the relative S.D. (at the 3×10−7 M level) is 2.6%. Possible interferences are evaluated. The
method has been applied to the determination of trace levels of Al in various real samples. Direct determination of
toxic forms of Al in surface waters by this technique is also explored. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Aluminium; Rubenic acid; Toxic; Natural water; Adsorption chronopotentiometry
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1. Introduction

There is considerable concern over the environ-
mental and ecological significance of aluminum. It
is reported that elevated Al concentrations associ-
ated with the acid deposition in natural waters are
toxic to aquatic organisms and plants [1]. Since
the concentration of Al is low (10−7�10−5 M)
in natural waters and the toxicity depends on its
speciation present in solution, research work has
been carried out in the last decade in two aspects:

(1) developing ultra-sensitive analytical techniques
for determining trace levels of Al and (2) speciat-
ing Al in real waters to fraction toxic forms and
non-toxic species [2]. Electrochemical method has
been recognized as a very useful technique to
determine Al in aquatic environment in recent
years, in which the adsorption stripping voltam-
metry seems to be most attractive [3]. It is based
on the adsorption of complex of organic dyes
with Al on the electrode surface yielding the
sensitive polarographic peak. The usually used
organic dyes are: (a) anthraquinone dye (DASA);
(b) di-o-hydroxyazo dye (SVRS) and (c)
triphenylmethane dye (PCV) [4–6]. In this paper,

* Corresponding author. Fax: +852-23649932.
E-mail address: bisp@nju.edu.cn (S. Bi)
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we will report the use of another dye, rubeanic acid
(RA), in the adsorption chronopotentiometric de-
termination of trace levels of Al in natural waters.
RA (or thiamide of oxalic) is identified with dithio-
oxamide as it results from the sulphhydrolysis of
cyanogena [7]. Its structure can be represented as:

It has been used in the spectrophotometric deter-
mination of various metal ions. In 1974, Fukushi
studied the linear-sweep oscillographic polaro-
graphic behavior of Al with RA, but the analytical
sensitivity is not high (only determined 10−4�
10−3 M Al) [8]. The aim of this paper is to set up
a novel and sensitive electroanalytical approach for
the analysis of Al by RA. Adsorption chronopoten-
tiometry is utilized as the electrochemical scan
mode. Accumulation is achieved by controlled
adsorption of the Al–RA complex on the static
mercury drop electrode. Constant reduction cur-
rent stripping gives two peaks at −0.64 and −1.00
V, corresponding to the redox reactions of Al–RA
complex and RA, respectively. The peaks were well
resolved. The peak height of the Al–RA complex
increased with increasing Al concentration in solu-
tion. The linear working range is 1×10−8�4×
10−7 M. The detection limit is 5.6×10−9 M and
the relative S.D. (at the 3×10−7 M level) is 2.6%.
The proposed method has been applied to the
practical analysis of Al in natural waters and the
results were compared with ICP-AES method. In
addition, direct determination of the toxic forms of
Al (labile Al, mainly in inorganic Al forms) in
surface waters by this method was also investi-
gated. The accuracy has been verified by the classic
ion exchange technique.

2. Experimental

2.1. Reagents

Aluminum standard stock solution 1×10−2 M,
prepared by dissolving 0.0675 g of high-purity Al

metal powder in 20 ml of 1:4 HCl solution and then
diluting it with water to 250 ml. Standard Al
solutions were prepared by dilution of stock solu-
tion with water.

RA stock solution 1×10−2 M, prepared by
dissolving the necessary amount of the dye
in alcohol and then diluting it with alcohol to
100 ml. RA solution (1×10−3 M) was prepared
by diluting the above solution in 100 ml flask
with water, and was used throughout the experi-
mental.

The aqueous stock pH buffer solution prepared
was a 2 M NaAc-HAc (pH 4.6). Addition of this
buffer to give a concentration of 0.2 M in test
solution produced a pH of 4.6.

All reagents were of analytical-reagent grade and
the water was doubly distilled from quartz. All
laboratory glassware and plasticware were acid
washed and rinsed with water before each experi-
ment.

2.2. Apparatus

The apparatus used for adsorption chronopoten-
tiometry were the same as used previously [9]. A
180-80 atomic absorption spectrometer (Hitachi
Company, Japan) and a 1100 ICP-AES spectrom-
eter (Jarrell-Ash Company, USA) were used to
determine total Al. The experiment was carried out
at 25°C.

2.3. Procedures

Solutions for analysis were prepared by succes-
sive addition of 3 ml 2 M NaAc-HAc (pH 4.6), 180
ml 1×10−3 M RA and adequate amounts of
standard Al solution into the cell, and then filled
up to total volume of 30 ml with water. The
solution was deaerated for 15 min with pure N2.
The measurements were performed after an
accumulation step in which the solution was
stirred for 60 s at an accumulation potential Ea of
−0.40 V. Following a 30 s rest time period, the
potentiostatic circuitry was disconnected, a con-
stant reduction current i0 (20 mA) was passed
through the cell, and the dt/dE vs. E curve was
recorded.
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3. Results and discussion

3.1. Adsorption chronopotentiogram of rubeanic
acid and A1–RA complex

Fig. 1 shows the adsorption chronopoten-
tiogram of RA and Al–RA complex. In the ab-
sence of Al, there is a large and broad peak P1

occurred at the potential of −1.00 V. It reflects
the adsorption reaction of RA on the surface of
HMDE. After adding trace amount of Al, a new
peak P2 appears at −0.64 V which is correspond-
ing to the redox reaction of the Al–RA complex.
This P2 peak is linear to the Al concentration and
can be quantitatively used in Al analysis.

3.2. Optimization of 6ariables

Experimental parameters were optimized. It
was established experimentally that the best elec-
trolyte was 0.2 M NaAc-HAc buffer, pH 4.6, at
which the peak height was maximum. The other
optimization variables are: accumulation potential
Ea= −0.40 V, accumulation time ta=60 s and
6×10−6 M of RA. See Fig. 2.

3.3. Linear range, detection limit and relati6e
standard de6iation

Under the optimum conditions, the linear
working range is 1×10−8�4×10−7 M (see Fig.
3). The detection limit is 5.6×10−9 M (estimated
for the signal-to-noise characteristics of the re-
sponse for 3×10−8 M Al) and the relative S.D.
(at the 3×10−7 M level) is 2.6% (n=10).

3.4. Interference of foreign ions

The interference of foreign ions on the determi-
nation of Al in waters was investigated experi-
mentally. The results showed that in the presence
of 3×10−7 M aluminum, large amounts of
Co(II), Mn(II), Ce(IV), Cl−, PO4

3−, NO3
−, NO2

−,
Si(IV) and Sr(II), 1000-fold excess of Ni(II),
Zn(II), Ca(II), Tl(I), Mg(II), Sn(II), F−, citrate
and NH4

+, 500-fold excess of Cd(II) or Ge(IV),
250-fold excess of Pb(II), Ba(II), In(III), Ga(III)
and SO3

2−, 100-fold of Bi(III), Fe(II), Zr(IV) and
tartrate, 50-fold of Fe(III) and oxalate did not
interfere in the determination of aluminum. A
10-fold of Mo(VI) or Br−, 5-fold of EDTA and
1-fold of Cu(II) or I− did interfere. Possible inter-
ference by surface active materials has also been
tested. It was indicated that 2 mg/l of
polyethylene glycol, 1 mg/l of (n-C16H33)-
N(CH3)3Br, 0.3 mg/l Triton X-100 or
(C2H5)4NBr, 0.2 mg/l of (n-C3H7)4NBr and 0.1
mg/l of (CH3)4NBr did not interfere. A linear
calibration can still be obtained for Al in the
presence of surface active materials, but the sensi-
tivity is reduced. Analysis by standard addition
calibration would be valid in the presence of
surface active agents. Too large an amount of
surface active materials may distort the chronopo-
tentiogram greatly and completely masked the
peak P2.

3.5. Practical analysis of trace le6els of Al in
natural waters

The proposed method has been applied to the
practical analysis of Al concentrations in natural
waters. No. 1–6 are the market-sold drinking

Fig. 1. Adsorption chronopotentiogram of RA (a) and Al–RA
complex (b) a–RA=6×10−6 M, Ea= −0.40 V, ta=60 s,
pH=4.6 b−a+3×10−7 M Al.
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Fig. 2. Optimization of the variables (3×10−7 M Al) (a) dependence of peak height P2 on pH (RA=6×10−6 M, Ea= −0.40 V,
ta=60 s) (b) dependence of peak height P2 on RA concentration (Ea= −0.40 V, ta=60 s, pH=4.6) (c) dependence of peak height
P2 on the accumulation potential Ea (RA=6×10−6 M, pH=4.6, ta=60 s) (d) dependence of peak height P2 on the accumulation
time ta (RA=6×10−6 M, Ea= −0.40 V, pH=4.6).

mineral waters. No. 7–12 are the surface water
samples collected from the lake and rivers in the
vicinity of Nanjing. The surface waters were
passed through a glass-core filter to remove the
impurities. Ultraviolet irradiation of some surface
samples containing high levels of organic was
performed as suggested by Van Den Berg et al. [4]
for determining total Al. The general procedure
for determining Al in real waters is: an adequate
volume of water sample solution is pipetted into
the 50-ml flask, then 300 ml of 1×10−3 M RA is
added, followed by 5 ml 2 M NaAc-HAc buffer
solution (giving pH 4.6), and diluted to volume

with water to bring them within the recommended
concentration range for Al analysis (1×10−8�
4×10−7 M). Then it is transferred to the cell and
degassed with nitrogen for 15 min, and the
chronopotentiogram of Al–RA is recorded. The
standard addition method is used in all instances.
The results were compared with those obtained by
ICP-AES. Table 1 shows that both results were in
good agreement. This indicates this method is
accuracy and acceptable. Table 2 lists the water
quality data, it indicates that the amount of the
interference ions present in samples [such as
Cu(II) and Fe(III)] are so low compared with A1
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that in practice they do not interfere with the
determination.

3.6. Direct determination of toxic forms of Al in
surface waters

It was reported that inorganic monomeric Al is
the toxic form in natural water, including free
Al3+ plus Al hydroxide, Al-fluoride and Al-sul-
fate complexes [10]. Any study of the aluminum
toxicity of water would be helpful if one could
detect the inorganic forms of Al directly rather
than just the total aluminum. We explore the
direct electrochemical measurement of toxic forms
of Al in surface waters. Under the acidic condi-
tion (pH 4.6), the bound organic Al complexes
may not be measured by this method. The Al–
RA electrochemical signal only responds to inor-
ganic Al forms [11,12]. Thus, the proposed
method can be employed to determine inorganic
forms of Al concentrations in surface waters pol-
luted by organic substances. The experimental
results demonstrate that this assumption is correct
and reasonable. Table 3 indicates that results
obtained by the proposed method are in agree-
ment with the results by the 8-hydroxyquinoline

Fig. 3. Calibration curve. Other conditions are the same as
Fig. 1.

extraction/ion exchange method [13,14]. (In our
experiment, a 732 cation-exchange resin was used.
The cation exchange column was 1 cm in diameter
and contained 10 ml of prepared resin).

4. Conclusions

We conclude that adsorption chronopotentio-
metric determination of aluminum using RA is
promising provided the copper and iron levels are
low. Besides the merits described before (high
sensitivity, inexpensive instrumentation and sim-
ple manipulations) [15], the proposed technique
still possesses some distinct advantages: (1) unique
electrochemical characteristics. The Al–RA peak
occurs at the potential more positive than that of
RA, yielding the better resolution over 360 mV. It
is completely different from that observed in using
other dyes. Due to the complicated complex reac-
tion between Al and RA [16], we do not attempt
to elucidate its electrochemical redox mechanism
in this paper. (2) Direct determination of toxic
forms of Al in natural waters. Although this
method is somewhat rough, it still can be easily
employed in field to evaluate the inorganic Al

Table 1
Determination of total Al concentrations in natural waters
(mM) (n=4)

No. Samples ICP-AESThis method

0.35Kang-Shi-Fu mineral1 B0.37
water

5.942 Tian-Yu-Di mineral 5.92
water

5.483 5.48Jiu-Zai-Gou mineral
water

4 3.45Xia-Lu mineral 3.41
water
Cheng-De mineral 4.445 4.37
water 2

6 Cheng-De mineral 6.59 6.67
water 3

7 5.935.89Xuan-Wu lake
Nan-Hang river 11.58 11.9

5.509 5.48Dan-Yang river
Zhen-Zhu river10 4.52 4.56

4.814.79Qing-Huai river 111
Qing-Huai river 212 5.44 5.56
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Table 2
The water quality data (mg/l)

2 3 4 5 6 81 9 10 12

19 800 69 700 40 300 71 500Ca 12 3000B10 41 300 60 200 52 000 50 700
4300 13 100 9740 6400Mg 15 100B10 7900 11 700 10 500 80 500

4 13 66 20 70B1 10Ba 28 38 33
20 538 215 190 480Sr 150B1 200 215 230

4040 2280 1850 8400 12 400B10 4900Si 11 300 50 600 6790
29 300 1900 33 500 10 100Na 18 400180 24 500 42 600 29 200 49 100

5200 B300 3700 B300 B300800 4800K 20 300 69 400 8700
B2 B2 B2 B2 B2Cu B2B2 B2 B2 B2
B4 6 B4 150 40B4 B4Zn B121 B1

– B25 B25 B25 B25Pb –B25 B25 B25 B25
– B2 B2 B2 B2B2 –Cd B2 B2 B2

B15 B15 B15 B15 B15Fe 20B15 40 B15 30
B1 B1 B1 3 4B1 60Mn 70 2 110

Co B3 B3 B3 B3 B3 B3 B3 B3 B3 B3
B10 B10 B10 B10 B10B10 B10Ni B10 B10 B10
B5 B5 B5 B5 B5Cr B5B5 B5 B5 B5

– B5 B5 B5 B5B5 –Mo – – –

300 600 200 –F− –– 2600 100 200 300
19 900 1800 20 600 5700 52 300600 15 000Cl− 31 000 28 700 38 200

3200 2200 4400 22 200 96200NO3
− 700– 900 58 500 2200

30 600 47 800 57 200 4100 14600– 1100SO4
2− 38 900 37 200 6400

PO4
3− – 24 300 900 1400 – – 8700 7000 5200 4300

Table 3
Comparison of the proposed method with the 8-HQ extrac-
tion/ion exchange for determining inorganic forms of Al con-
centrations in surface waters (mM) (n=4)a

No. 8-HQ extraction/ion exchangeThis method

7 2.85 (48.1%)2.40 (40.5%)
7.70 (66.0%)8 8.13 (68.3%)
4.30 (74.5%)4.41 (80.2%)9

3.45 (75.7%)10 3.50 (76.8%)
3.45 (71.7%)11 3.10 (64.4%)

1.30 (23.4%)1.34 (24.1%)12

a Numerical values in brackets are the percentages of the
inorganic Al in the total Al concentration.
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Abstract

A reliable ion-chromatographic (IC) method with a novel double chamber bulk acoustic wave (DCBAW) detector
was developed for monitoring five important inorganic cations (Na+, K+, NH4

+, Ca2+, Mg2+) in biological culture
media. A Shimpack IC-C1 analytical column with 5 mM hydrochloric acid and 2 mM acetonitrile as mobile phase
was used. All investigated inorganic cations could be detected and qualified in the range of 0.1–100 mg/l. Results
showed that the consumption velocities of Mg2+ and K+ are related to the growth of the cells and decrease fastest
during the first 2–5 h. Mg became a growth limiting factor at concentration below 0.1 mg/l. The concentrations of
the other cations stayed nearly constant during the whole fermentation process. The simple sample preparation, short
analytical time and accurate results made it a useful tool for the on-line monitoring, controlling and optimization of
the fermentation process. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Ion-chromatography; Double chamber bulk acoustic wave detector; Monitor; Fermentation
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1. Introduction

Inorganic cations are essential for the cellular
growth and fulfill specific metabolic and structural
roles. Therefore, improvements may be achieved
by a supply of the culturae media with inorganic
nutrients. The concentration of some cations must
be very low to satisfy cellular growth needs [1],
although these levels are rarely manifest. The
optimal concentrations vary depending upon spe-
cies and cellular density.

In industrial fermentation, a high cellular den-

sity fermentation is often required, and so the
media composition becomes a critical factor in
achieving a successful high cellular density pro-
cess. A rapid and conventional analytical tool for
the determination and monitoring concentrations
of inorganic species in fermentation media during
the whole cultural process is essential for the
development of suitable industrial culture media.
Atomic absorption [2] and colorimetric [3] assays,
flow injection chemiluminescence and HPLC [4,5]
were used for the analysis of inorganic cations
and metals in biological samples. Moreover,
HPLC analysis was applied to monitor cations
and trace elements of fermentation broths. Bell [6]
used HPLC to analyze ashed fermentation sam-* Corresponding author.
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ples for ten cations highlighting the importance
of micronutrient cations in industrial antibiotic
fermentation. Ion-chromatography (IC) is a
widely used versatile separation technique.
Joerqensen [7] reported an IC method to quanti-
tate anions, cations and transition metals
present in a methanotropic bacterial fermen-
tation, and used IC as a tool for optimization
and control of fermentation process. R.S.
Robin Robinett [8] described an IC method
with conductivity detection for the analysis
of some inorganic cations in fermentation
broth.

Due to the high sensitivity, low cost, and
conceptual simplicity, piezoelectric quartz
crystals (PQC) were used widely as detectors
in a variety of commercial and research anal-
ysis. After T. Nomura [9] first used PQC in
HPLC, the use of series piezoelectric quartz
crystal (SPQC) as an alternative detector in
IC was reported by Chen Po [10]. In our
laboratory, a novel double chamber bulk acoustic
wave (DCBAW) sensor was developed [11] and
used in single column ion-chromatography.
One chamber of the DCBAW detector is used to
adjust the frequency responses of the crystal to
the other. In this paper, an IC separation
technique with a DCBAW detector was used
to monitor the five common inorganic cations in
the fermentation media for Escherichia coli (E.
coli ).

2. Theory bases of the detector

Fig. 1 shows the equivalent circuit of the
DCBAW detector. The impedance of a DCBAW
can be expressed as the following equation:
Z=R+ jX (1)
where R is the real part of Z, the resistive part, X
is the imaginary part of Z, the reactance and
j=
−1. For the circuit shown in Fig. 1, the
motional resistance Rm can be ignored for sim-
plification as its value is very small compared with
the reactance part of the crystal, then the real part
and the imaginary part of the total impedance of
the DCBAW can be expressed as follows:

R=
G1

G1
2+4p2F2C1

+
G2

G2
2+4p2F2C2

(2)

X=
2pFLm−1/(2pFCm)

1+C0/Cm−4p2F2LmC0

−
2pFC1

G1
2+4p2F2C

−
2pFC2

G2
2+4p2F2C2

(3)

where F is the oscillating frequency, C0 is the
static capacitance of the structure, Cm, Lm are the
motional capacitance and motional inductance of
the quartz crystal, C1, C2 are the capacitance of
the adjusting chamber and detection chamber, G1,
G2 are the solution conductivity in the adjusting
and detection chambers.

Because the DCBAW is the feedback network
of an integrated circuit (IC)-TTL oscillator, two
conditions must be satisfied for the DCBAW to
maintain a stable oscillation in a aqueous media,
the phase shift around the loop should be zero
and the loop gain should be unity. The oscillation
equation can be simplified as Eq. (4):

vLm−1/(vCm)
1+C0/Cm−v2LmC0

−
G1 tan u+vC1

G1
2+v2C1

2

−
G2 tan u+vC2

G2
2+v2C2

2 =0 (4)

where u is the oscillator’s coherent shift and v=
2pF. The above equation is a quadratic function
of frequency. It yields the necessary frequency of
the quartz crystal to satisfy the phase shift need of
the detector. This is the theoretical basis of the
DCBAW detector. Solving Eq. (4) with the nu-
merical solution method, we know that the fre-

Fig. 1. A electric equivalent circuit model of a DCBAW
detector (Cm is the capacitance of the crystal, C1, C2 are the
solution capacitance in the adjusting and detection chamber,
C0 is the static capacitance of the structure, Rm is the resis-
tance of the crystal, R1, R2 are the solution resistance in the
adjusting and detection chamber. Lm is the motional induc-
tance of the crystal.)
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Fig. 2. Schematic diagram of a DCBAW detector.

lated with an inoculating loop. The optimum
grown temperature is 37°C or parasitic in human
and warm-blooded animals, therefore the inocu-
lated media was incubated at 37°C. Five milliliters
of fermentation media was obtained from the
fermentor regularly and centrifuged at 4000×g
for 15 min to remove bacterial cells (biomass).
The supernatant (dilution of 1:10) was filtered
through a 0.45 mm filter membrane and 20 ml
filtrate was injected into the IC system for
analysis.

3.4. DCBAW detector

The schematic diagram of a DCBAW detector
is illustrated in Fig. 2. The quartz crystal was
mounted on the top of a Teflon column with one
side facing liquid. The two opposite electrodes
inducing an alternating electrical field across the
crystal were separated by two flow-through con-
ductivity chambers, chamber 1 and 2. Chamber 2
was connected to the IC system with a 0.5 mm
diameter inlet and outlet and the platinum elec-
trodes in chamber 2 were retreated with 6 mM
HNO3 first, then by water and acetone. The con-
stant of chamber 1 can be adjusted by changing
the position of the PTEF column with the crystal
device. However, during one experiment the
chamber constant of chamber 1 and 2 were kept
unchanged to provide stable experimental condi-
tions. The DCBAW detector was connected to a
laboratory-made integrated circuit (IC)-TTL os-
cillating circuit, and the frequency signals were
transferred to a C-R4A chromatographic work-
station (Shimadzu, Japan) by a frequency to
voltage converter (made in this laboratory) [10],
where the date were processed.

3.5. Chromatographic system

Chromatographic separations were carried out
on a Shimadzu IC-6A IC system (Shimadzu cor-
poration, Japan) with a LP-6A liquid delivery
pump, a SLC-6B system controller, a SIL-6B
autoinjector and a CTO-6AS column oven, and a
Shim-pack IC-C1 (5 mm i.d.×15 cm) stainless
cation-exchange column and a Shim-pack IC-
GC1 guard column.

quency shift of the quartz crystal is only related to
the change of the solution conductivity and per-
mittivity in the detection chamber when the back-
ground conductivity and background capacitance
are constant. In this work, only aqueous dilute
solution was used and the permittivity variation
can be negligible.

3. Experimental

3.1. Preparation of inorganic cation standard
solution

All inorganic cation standards were prepared
from chloride (analytical-reagent grade) at a con-
centration of 1 mg/ml for NaCl, KCl, MgCl2,
NH4Cl, CaCl2. All solutions were prepared with
doubly distilled, chemically purified water and
filtered through a 0.45 mm filter membrane
(Milipore, USA)

3.2. Preparation of fermentation media

The fermentation media used for this study had
following composition: 20 g/l glucose, 20 g/l
glumatic acid, 1.1 g/l MgSO4 · 7H2O, 1.35 g/l
CaCl2, and 0.05 g/l FeCl3 · 6H2O, 0.5 g/l K2HPO4,
1.28 g/l KH2PO4, 1.65 g/l Na2HPO4 · 7H2O, 0.17
g/l NH4Cl.

3.3. Incubation of E. coli

A 100 ml volume of the fermentation media
was placed in a 150 ml sterilized fermentor and
four loops of E. coli. on slant agar were inocu-



Y.-t. Xie et al. / Talanta 50 (1999) 1019–10251022

Table 1
Effect of temperature on noise and response drift

t (°C) 20 25 30 35 40 45 50 55

8 5 2 1DCBAW 1Noise (Hz) 4 6 9
9 6 3 3 4Drift(Hz/h) 5 7 10

ESPC Noise (Hz) 12 9 6 5 6 8 10 14
15 13 10 7 6 11Drift (Hz/h) 13 16

4. Results and discussion

4.1. Optimization of the DCBAW

The phase angle of the crystal can be shifted by
a change in conductance, G1, in chamber 1. The
sensitivity of the DCBAW was studied at different
background conductances, G1 and G2. It shows
that the proportion conductance/sensitivity of the
DCBAW detector is independent of background
G2 in the range of 7.2–2500 mS at G1 about 600
mS.

As conductance and capacitance of the solution
are dependent on the chamber constant, these
both important parameters affect the sensitivity of
the detector. Optimum chamber constants K1 and
K2 were found as the best compromise between
the sensitivity and the work region. In this experi-
ment, K1=1.0 cm, K2=0.85 cm were selected.

4.2. Dependence of the DCBAW on the
temperature

Detector temperature greatly influences the
baseline, noise, and hence limit of the conven-
tional conductivity method. The behavior of the
DCBAW detector as a function of the tempera-
ture is shown in Table 1. It can be seen that the
DCBAW detector, however, depends slightly on
the temperature in the range of 30–45°C. Results
show that noise level and baseline drift of the
DCBAW detector are very small in comparison to
the ESPC detector and are independent of the
change in viscosity and density of the chromato-
graphic flow because the crystal is not in direct
contact with the mobile phase in chamber 2. In
our work, the detector temperature as well as the
column were maintained at 35°C.

4.3. Detection limit, regression equation

A typical chromatogram of a mixture of inor-
ganic cation standards is shown in Fig. 3, using 5
mM hydrochloric acid and 2 mM acetonitrile at
1.2 ml/min as mobile phase and other condition
as mentioned. In this experiment, protein bound
on the column material irreversibly reduced the
retention time of the inorganic ions and hindered
the separation of their peaks. Protein adsorption
did increase the pressure drop across the column
as well. It was not possible to regenerate these
column materials. So, how to remove the protein
was a problem. B. Green et al. [13] used a auto-
matic membrane dialysis instrument to minimize

Fig. 3. A typical chromatogram of a mixture of inorganic
cation standards (peaks: 1, Na+ 10 mg/l; 2, NH4

+ 10 mg/l; 3,
K+ 5 mg/l; 4, Mg2+ 5 mg/l; 5, Ca2+ 5 mg/l).
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Table 2
Detection limits, regression equation and linear range of the
five cations (mg/l)

Species Limits a Regression equation b Range Corr.

y c=7.437+11.256C dNa+ 0.1–250.05 0.989
K+ 0.1 y=5.687+6.263C 0.5–50 0.991

y=7.447+11.055C 0.1–250.05 0.995NH4
+

y=6.444+11.111C 0.1–50 0.992Ca2+ 0.05
y=8.081+18.384C 0.1–50 0.9950.05Mg2+

a Limits were calculated by signal-to-noise=3.
b Regression equations were obtained by nine injections

results (n=9).
c ‘y ’ highness of the peak.
d ‘C ’ concentration of the sample.

end. D.W. Tempezt [12] tried Mg as a control
factor in the cells culture and found that the
concentration of Mg in the culture media is linear
with the gross biomass. This experiment showed
that the concentration of Mg decreased with the
cultural time and fastest during the first 2–5 h,
during which the cells are in an exponential
growth state. The experiments also proved that
the concentration of Mg in fermentation media
has to be above 0.1 mg/l to maintain optimum
growth conditions. The growth of the bacteria will
cease if the Mg concentration is lower than 0.1
mg/l.

Fig. 4b showed the change in concentration of
potassium (K). The biological roles of K is that it
activates respiration and erythrocyte, protein syn-
thesis, acetylcholine synthesis and controls the
osmotic pressure of cells and Na is reversed. It
inhibits these metabolic processes. Potassium is
present in a much higher concentration than Na
inside a cell and that the relative concentration is
reversed outside the cell and so the consumption
of K in the media is large and the concentration
of Na kept nearly constant. At the end of the
fermentation, the concentration of K showed a
little increase. This may due to the disappearance
of the concentration gradient between inside and
outside of the cells when the cells died. Fig. 4c
shows that the concentrations of Na+, NH4

+,
Ca2+ were nearly constant during the whole pro-
cess, although a wider variety of biological func-
tions they perform. It is perhaps the requests of
the cell growth are very low for Na and Ca. For
NH4

+, on one hand, the cell growth consumed
some NH4

+, on the other hand, the decomposition
of glumatic acid produced some. In this experi-
ment, the concentration of NH4

+ kept constant
during the whole fermentation process. It might
due to the similar velocities of the consumption
and production that the concentration of NH4

+

remains constant during the whole fermentation.

4.5. Ad6antages of the DCBAW detector

DCBAW can adjust the quartz crystal’s fre-
quency response on the detection chamber con-
ductivity by changing the resistance of the
adjusting chamber. When G1=600 mS, DCBAW

the influence of the protein. A large factor dilu-
tion was necessary for dialysis and this decreased
the sensitivity and accuracy of the assays. In order
to develop the accuracy of the analysis, minimiz-
ing sample dilution was a good idea. In this
experiment, a minor range setting (1:10) was used
for the DCBAW detector. Centrifugation at
4000×g for 15 min to remove bacterial cells
followed by a filtration through a 0.45 mm mem-
brane were sufficient for the analysis.

Precision measurements were established using
5 mg/l standard aqueous solution species detected
parallel ten times, coefficients of variation were all
less than 8%. Detection limits, linear range, cali-
bration lines were also obtained using inorganic
ions in water. The results were illustrated in Table
2.

4.4. Monitoring inorganic cations in the
fermentation process

Changes in the concentration of the five inor-
ganic cations were monitored during the whole
fermentation process. Fig. 4a shows the consump-
tion of Mg during the whole fermentation. Mag-
nesium in a microorganism can stabilize
plasmalemma and nucleic acid, is also an activa-
tor of some important enzymes. It is especially
necessary for the activation of the transphosphate
enzyme. Some researchers tried to use EDTA for
removing Mg and found that the plasmalemma
was first destructed and the growth stopped at the
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is nearly independent with the background
conductivity. Experiments show that it has a
satisfactory frequency response to conductance
change at backgrounds from 10 to 2700 mS, which
covers the normal eluant conductance region
of single-column IC. Moreover, the frequency
stability and frequency-temperature coefficient
of a DCBAW detector are improved greatly.
The DCBAW detector also has several advan-
tages compared to conventional conductivity

detectors. In conventional conductivity detectors,
electric double layer capacitance and Faraday
impedance are problematic, These phenomena
change the effective potential applied to the
detector chamber, and hence hamper precise mea-
surement. This limitation can be overcome
by a multi-electrode technique or by applying
electrodes with alternating potential, but the ap-
paratus becomes more complex. With the
DCBAW detector, a high frequency (9 MHz)

Fig. 4. Changes in the concentration of (a) Mg2+, (b) K+, (c) Na+, NH4
+, Ca2+ during the fermentation process.
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alternating electric field is applied to the elec-
trodes, and thus the influence of the electrical
double layer capacitance can be ignored. Further-
more, the small potential difference between the
electrode couples is not enough to cause
electrolysis.

5. Conclusion

High resolution of the exchange-chromatogra-
phy combined with good sensitivity and wide
working range of the DCBAW detector was
tested to be a reliable, rugged method for moni-
toring inorganic cations in chemically defined fer-
mentation. This method was also evaluated for
broth and other complex fermentation media and
was shown to be useful for various microbial and
cell culture media. The simple preparation of
samples, accurate results, the simultaneous
detection and quantitation of various cations and
short analytical times make this method a poten-
tially useful tool for on-line monitoring and opti-
mization of fermentation processes. The
monitoring results show that the inorganic
nutrients are essential for cells culture. It also
can control the fermentation process by con-
trolling the concentration of some inorganic nutri-
ents.
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Abstract

The electrochemistry of dopamine (3-hydroxytyramine) was studied by cyclic voltammetry at a glassy carbon
electrode in the presence of cetyltrimethylammonium bromide (CTAB) and sodium dodecyl sulfate (SDS) micelles at
different pH. The anodic peak potential (Epa) and peak current (Ipa) were found to be remarkably dependent on the
charge and the concentration of the surfactant. The Epa and Ipa change abruptly around the critical micellar
concentration (CMC) of the surfactants and reach a plateau above the CMC. The Epa at the plateau shifts to more
positive values in the cationic CTAB micellar solution, e.g. from 180 mV vs SCE in aqueous solution at pH 6.8 to
410 mV in CTAB micelle, whilst it shifts to less positive values in the anionic SDS micellar solution, e.g. 150 mV at
pH 6.8. Therefore, the overlapped anodic peaks of dopamine and ascorbic acid in the mixture of the two compounds
in aqueous solutions can be separated in CTAB micelles since the micelle shifts the Epa of ascorbic acid to less positive
values. The two peaks are separated by ca. 400 mV at pH 6.8 in CTAB micelle, hence dopamine can be determined
in the presence of 100 times excess of ascorbic acid. In SDS micelle and in the presence of ascorbic acid, the Ipa of
dopamine is greatly enhanced due to the catalytic oxidation of the latter that enables quantitative determination of
both compounds. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Cyclic voltammetry; Glassy carbon electrode; Dopamine; Ascorbic acid; Micellar effect
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1. Introduction

Micellar effects in electrochemistry is a subject
of substantial current interest [1]. Adsorption of
surfactants on electrodes and solubilization of
electrochemically active compounds in micellar
aggregates might significantly change the redox
potential, charge transfer coefficients and diffu-

sion coefficients of electrode processes, as well as
change the stability of electrogenerated intermedi-
ates and electrochemical products [1–15]. For ex-
ample, Rusling [1] has successfully used micelles
and other surfactant microstructures to catalyze
the electrochemical dehalogenation of organic
halides. Kaifer and colleagues [2,3] reported sig-
nificant changes in the redox potential and peak
current of methylviologen in sodium dodecyl sul-
fate (SDS) micellar solution. Davidovic et al. [4]
found that the rate of electrochemical reduction

* Corresponding author. Fax: +86-931-8625657.
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of p-nitrosodiphenylamine decreased in the pres-
ence of cetyltrimethylammonium bromide
(CTAB) micellar solution. We [5,6] have found
recently that the oxidation potential, electron-
transfer rate constant and diffusion coefficient of
ascorbic acid and its lipophilic derivatives are
significantly influenced by CTAB and SDS mi-
celles. Surfactants have also been employed as
selective masking agents to improve selectivity
and sensitivity of electrochemical analysis [1,7,8].
In addition, micellar systems are considered to be
primitive model systems for biological membranes
[9]. Rusling [1] and others [10–12] have suggested
that micelle-bound catalytic systems are attractive
candidates for future design of surfactant assem-
blies that may mimic redox events in biological
membranes.

Dopamine (3-hydroxytyramine) is an important
neurotransmitter in mammalian central nervous
systems [16]. Intensive effort has been devoted to
in vitro and in vivo electrochemical determination
of dopamine and other catecholamines [17–19]. A
major problem in the determination is the lack of
resolving power between dopamine and coexisting
ascorbic acid whose concentration is much higher
than dopamine. At most solid electrodes, ascorbic
acid is oxidized at potentials close to that of the
dopamine, resulting in an overlapping voltammet-
ric response. Therefore, a number of chemically
modified electrodes have been developed to sepa-
rate the electrochemical response of dopamine
and ascorbic acid [20–24]. For example, self-as-
sembled monolayers of v-mercapto-carboxylic
acid and stearic acid deposited on a gold electrode
[17] and on a graphite paste electrode [23], respec-
tively, were used to move the oxidation potential
of ascorbic acid towards a more positive value,
hence separating its anodic peak from that of
dopamine.

Here we describe a cyclic voltammetric study of
dopamine in cationic CTAB and anionic SDS
micellar systems both in the absence and presence
of ascorbic acid. Since the two compounds exhibit
opposite micellar effect their overlapped anodic
peaks can be separated in the micellar solution,
hence dopamine can be determined in the pres-
ence of ascorbic acid.

2. Experimental

A conventional single-compartment, three-elec-
trode cell thermostatted at 20°C and kept under
an argon atmosphere was used for all experi-
ments. The electrochemical instrumentation con-
sisted of a PAR model 173 potentiostat coupled
with a PAR model 175 universal programmer,
and a Houston Instruments model 2000 X-Y
recorder. An electrochemical analyzer (BAS-
100B) was used for the differential pulse voltam-
metric determination. The acidity of buffer
solutions was determined by a PH-2 pH-meter
(Shanghai). A glassy carbon electrode (4.5 mm in
diameter) employed as a working electrode was
carefully polished with 0.05 nm alumina slurry on
a flat surface and sonicated immediately before
use. A platinum wire was employed as an auxil-
iary electrode. All potentials were recorded rela-
tive to a saturated calomel electrode (SCE)
reference electrode.

L-Dopamine and L-ascorbic acid were from
Fluka and Xian Chemicals respectively and used
as received. The surfactants CTAB and SDS were
recrystallized from acetone–water (9:1 v/v) and
ethanol respectively. Dopamine and/or ascorbic
acid solutions were prepared with triply distilled
water and deaerated thoroughly with argon im-
mediately before use.

3. Results and discussion

3.1. Surfactant effect

L-Dopamine (DA) showed a quasireversible
cyclic voltammogram in aqueous phosphate
buffer solution. Addition of the cationic surfac-
tant cetyltrimethyl ammonium bromide (CTAB)
to the solution shifted the anodic peak potential,
Epa, to more positive values and the cathodic peak
potential, Epc, to less positive values, and de-
creased both peak currents, Ipa and Ipc, signifi-
cantly. The anionic surfactant sodium dodecyl
sulfate (SDS) influenced the voltammetric behav-
ior in an opposite way. It decreased Epa a small
amount, increased Ipa significantly, and increased
Epc, but did not appreciably influence Ipc. The
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reversibility of the electrochemical process was
reduced when the solution acidity was decreased,
and the cathodic peak totally disappeared at pH
9.4. In addition, the electrochemical behavior of
DA was surfactant concentration-dependent. The

Fig. 3. Variation of peak current (Ipa) of dopamine at a glassy
carbon electrode with surfactant concentrations (C) and pH.
Experimental conditions were the same as indicated in the
legend of Fig. 1: (a) in SDS, pH 9.4; (b) in SDS, pH 6.8; (c) in
SDS, pH 4.3; (d) in CTAB, pH 9.4; (e) in CTAB, pH 6.8; (f)
in CTAB, pH 4.3.

Fig. 1. Cyclic voltammograms of dopamine (0.26 mM)
recorded at a glassy carbon electrode in 0.1 M phosphate
buffer. The potential was scanned from −0.5 to +0.7 V with
a scan rate of 0.1 V s−1: (a) in aqueous solution, pH 4.3; (b)
in 3.0 mM CTAB micelles, pH 4.3; (c) in 3.0 mM SDS
micelles, pH 9.4.

Table 1
Potentials (mV) of dopamine in aqueous solution and in
micellesa

pH 4.3 pH 6.8 pH 9.4

EpaEpa Epc Epa EpcEpc

In water 295 110 180 44 –86
In CTAB 490 –16 240410 −50
In SDS 275 135 150 80 53 –

a All determinations were made in 0.1 M phosphate buffer.
All values in mV. Potentials were recorded with reference to
saturated calomel electrode (SCE) and scanned from −0.5 to
+1.7 V with a scan rate of 0.1 V/s. The concentration of
CTAB and SDS were 3.0 mM.

Fig. 2. Variation of oxidation potential (Epa) of dopamine at a
glassy carbon electrode with surfactant concentrations (C) and
pH. Experimental conditions were the same as indicated in the
legend of Fig. 1: (a) in SDS, pH 9.4; (b) in SDS, pH 6.8; (c) in
SDS, pH 4.3; (d) in CTAB, pH 9.4; (e) in CTAB, pH 6.8; (f)
in CTAB, pH 4.3.

peak potential and peak current changed abruptly
at very low surfactant concentrations and reached
a plateau around the critical micellar concentra-
tion (CMC) of the surfactant. Representative
cyclic voltammograms are shown in Fig. 1, and
the surfactant concentration-dependence of Epa

and Ipa are illustrated in Figs. 2 and 3 respec-
tively. Electrode potentials at the plateau are
listed in Table 1.
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The electrochemical oxidation of dopamine has
been suggested to be an ECC process as shown in
Scheme 1 [19,25,26]. Two consecutive one electron
transfer from protonated dopamine 1 (pKa=8.92)
[25] produces the dopamine ortho-quinone 2 as
the primary intermediate. Upon losing a proton 2
undergoes intramolecular cyclization producing
5,5-dihydroxyindoline 3 and/or forming an
aminochrome 4. The latter polymerizes readily to
melanin-like products on the electrode surface,
thus inhibits the electron transfer reaction. Since
the cyclization reaction (Scheme 1, Eq. 3) involves
deprotonation and its rate decreases remarkably
upon increasing the solution acidity in the pH
range of 2–6 [26], high acidity should prevent the
cyclization reaction and the polymerization reac-
tion, and hence increase the reversibility of the
electron transfer reaction. The pH-dependence of

our cyclic voltammetric results is consistent with
this mechanism. That is, Epa and Epc decrease and
Ipa increases with increasing pH (Figs. 2 and 3),
whilst Ipc decreases with increasing pH and the
cathodic peak disappeared at pH 9.4.

The significant shift of the oxidation potential
and change of the peak current upon addition of
CTAB and SDS surfactants can be rationalized
by the adsorption of the surfactant at the elec-
trode surface which may alter the overvoltage of
the electrode and influence the rate of electron
transfer, and by the formation of micellar aggre-
gates which may influence the mass transport of
electroactive species to the electrode. It is well
established that surfactants can be adsorbed on
solid surfaces to form surfactant films [7,10]. In
the present case, adsorption of the anionic surfac-
tant SDS at the electrode surface may form a

Scheme 1.
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Fig. 4. Cyclic voltammograms of mixtures of dopamine (0.2
mM) and ascorbic acid (1.0 mM) recorded at a glassy carbon
electrode in 0.1 M phosphate buffer. The potential was
scanned from −0.5 to +0.7 V with a scan rate of 0.1 V s−1:
(a) in aqueous solution, pH 6.8; (b) in 3.0 mM CTAB, pH 6.8;
(c) same as (b), pH 4.3; (d) same as (b), pH 9.4.

tion is retarded. This micellar effect on the anodic
oxidation of dopamine is basically an electrostatic
interaction between the surfactant film adsorbed on
the electrode and the protonated dopamine. The
plateau in the plot of Epa or Ipa versus the surfactant
concentration (Figs. 2 and 3) demonstrates satura-
tion of the adsorption of the surfactant at the
electrode, because after complete coverage of the
electrode surface the surfactant would form mi-
celles in the bulk water and would no longer affect
the electrode oxidation process. It has been well
established that the saturated adsorption of surfac-
tants on solid surfaces generally coincides with the
CMC of the surfactant [7], and cyclic voltammetry
has been suggested as a method for estimating the
CMC of surfactants [2,3,13,14]. The slight decrease
of Ipa with increasing SDS concentrations above its
CMC (Fig. 3, lines a and b) is probably due to the
binding of the dopamine cation 1 with the anionic
micelle by electrostatic interaction that may de-
crease the diffusion coefficient of the substrate.

3.2. Selecti6e detection of dopamine and ascorbic
acid in CTAB micellar solution

Since the anodic peak potential of dopamine in
aqueous solution (180 mV at pH 6.8) is very close

negatively charged hydrophilic film on the elec-
trode with the polar head group directing to the
bulk water phase. This negatively charged hy-
drophilic layer increases the concentration of the
protonated dopamine 1 on the electrode surface via
electrostatic interaction, and stabilizes the ortho-
quinone cation 2, hence the overvoltage is reduced
and the electron transfer rate is increased. There-
fore, the oxidation of dopamine is facilitated by
SDS. On the other hand, the adsorption of the
cationic CTAB prevents the dopamine cation from
approaching the electrode surface, hence the reac-

Fig. 5. Cyclic voltammograms of dopamine recorded at a
glassy carbon electrode in 0.1 M phosphate buffer (pH 4.3)
and 3.0 mM SDS. The potential was scanned from −0.5 to
+0.7 V with a scan rate of 0.1 V s−1: (a) 0.2 mM dopamine;
(b) 0.2 mM dopamine and 1.0 mM ascorbic acid.

Table 2
The potential difference of dopamine (DA) and ascorbic acid
(AA) in CTAB micellesa

pH 4.3 pH 6.8 pH 9.4

−6580Epa (AA) (mV) 10
490 410 240Epa (DA) (mV)

400 315DEpa (mV) 410

a All determinations were made in 0.1 M phosphate buffer.
All values in mV. Potentials were recorded with reference to
saturated calomel electrode (SCE) and scanned from −0.5 to
+1.7 V with a scan rate of 0.1 V/s. The concentration of
CTAB was 3.0 mM.
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Scheme 2.

Fig. 6. Dependence of the catalytic anodic peak current (Ipa)
of dopamine with the concentration (C) of ascorbic acid and
dopamine in 3.0 mM SDS (pH 6.8). Experimental conditions
were the same as indicated in the legend of Fig. 1: (a) 0.37 mM
dopamine with different concentrations (C) of ascorbic acid;
(b) 0.74 mM ascorbic acid with different concentrations (C) of
dopamine. The inset shows the low concentration part of line
b.

separate the two anodic peaks in ionic micelles.
Indeed, addition of CTAB surfactant to the
mixture of dopamine and ascorbic acid shifts the
anodic peak of the former to positive values and
that of the latter to negative values, hence makes
the two anodic peaks well separated (Fig. 4). The
acidity of solution exerts a similar effect on the
anodic peak potential of the two substrates, i.e.
Epa increases with increase of the acidity, but the
effect is more pronounced for dopamine than for
ascorbic acid (compare Fig. 2 in this paper and
Fig. 2 in our previous paper [5]). The potential
difference between dopamine and ascorbic acid in
CTAB micelles is 410, 400 and 315 mV at pH 4.3,
6.8 and 9.4 respectively (Table 2), that is more
than enough to allow selective detection of the
two compounds. Indeed, dopamine could be
quantitatively determined by differential pulse
voltammetry in CTAB micelle at pH 4.3 in the
concentration range of 5×10−6–3×10−4 M
with a detection limit of 3×10−6 M in the
presence of 100 times excess of ascorbic acid. Uric
acid is oxidized at 370 mV at pH 4.3 which does
not interfere with the determination.

3.3. Catalytic oxidation of ascorbic acid in the
presence of dopamine in SDS micelles

It seems that a similar anodic peak separation
should also be achieved in SDS micellar solutions
since the anionic surfactant decreases the anodic

to that of ascorbic acid (200 mV at pH 6.8) [5],
cyclic voltammetric determination of a mixture of
dopamine and ascorbic acid showed only a single
peak (Fig. 4a). However, taking advantage of the
opposite micellar effect on the anodic oxidation of
dopamine, which is positively charged in neutral
and acidic solutions, and ascorbic acid, which is
negatively charge, it should be possible to
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peak potential of dopamine, whilst it increases
that of ascorbic acid. For example, the Epa of
dopamine and ascorbic acid are 150 and 460 mV,
respectively, vs SCE4 in 1.0 mM SDS micelles at
pH 6.8. However, a cyclic voltammogram of do-
pamine in the presence of ascorbic acid in SDS
micellar solutions showed a dramatically en-
hanced anodic peak of dopamine accompanied by
the disappearance of its cathodic peak, and the
anodic peak of ascorbic acid was not observed
(Fig. 5). Since in SDS micelles dopamine is elec-
trooxidized before ascorbic acid, this result sug-
gests a catalytic EC% process as shown in Scheme
2. That is, the dopamine ortho-quinone 2 formed
by the electrochemical oxidation is reduced back
to dopamine by ascorbic acid, resulting in an
enhanced anodic current of dopamine. This pro-
cess implies that ascorbic acid can serve as an
antioxidant to prevent the oxidation of dopamine,
hence possibly may prevent melanin formation in
biological systems.

Chronoamperometric determination of this re-
action gave the catalytic rate constant, k %, as 7.6,
4.1 and 3.7×102 M−1 s−1 at pH 4.3, 6.8 and 9.4
respectively. A similar catalytic effect has been
observed previously at a stearic acid modified
carbon paste electrode [27]. Quantitative determi-
nation demonstrates that the oxidation peak cur-
rent increases approximately linearly with
increasing concentration of both dopamine and
ascorbic acid in the concentration range of 0.1–5
mM (Fig. 6). Therefore, this catalytic peak cur-
rent of dopamine can be used to determine the
concentration of either dopamine or ascorbic acid
in their mixtures if one could be determined by
other methods, e.g. by selective determination of
dopamine in CTAB micelles (vide supra).

In conclusion, this study demonstrates a signifi-
cant micellar effect on the electrochemical behav-
ior of dopamine. Taking advantage of the
opposite micellar effect of dopamine and ascorbic
acid, the two bioactive compounds can be simul-
taneously determined in the ionic micelles CTAB
or SDS. In addition, the presence of ascorbic acid
in SDS micelles greatly enhances the electrochem-
ical response of dopamine via a catalytic EC%
process that can be used for a sensitive determina-
tion of dopamine.
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Abstract

A procedure for lead, cadmium and copper determination in coal samples based on slurry sampling using an atomic
absorption spectrometer equipped with a transversely heated graphite tube atomizer is proposed. The slurries were
prepared by weighing the samples directly into autosampler cups (5–30 mg) and adding a 1.5 ml aliquot of a diluent
mixture of 5% v/v HNO3, 0.05% Triton X-100 and 10% ethanol. The slurry was homogenized by manual stirring
before measurement. Slurry homogenization using ultrasonic agitation was also investigated for comparison. The
effect of particle size and the use of different diluent compositions on the slurry preparation were investigated. The
temperature programmes were optimized on the basis of pyrolysis and atomization curves. Absorbance characteristics
with and without the addition of a palladium–magnesium modifier were compared. The use of 0.05% m/v Pd and
0.03% m/v Mg was found satisfactory for stabilizing Cd and Pb. The calibration was performed with aqueous
standards. In addition, a conventional acid digestion procedure was applied to verify the efficiency of the slurry
sampling. Better recoveries of the analytes were obtained when the particle size was reduced to B37 mm. Several
certified coal reference materials (BCR Nos. 40, 180, and 181) were analyzed, and good agreement was obtained
between the results from the proposed slurry sampling method and the certificate values. © 1999 Elsevier Science B.V.
All rights reserved.

Keywords: Slurry sampling; Coal analysis; Copper; Lead; Cadmium; Graphite furnace atomic absorption spectrometry
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1. Introduction

In Brazil, mineral coal reserves represent about
60% of the total non-renewable energy sources.

Total consumption of coal burned in coal-fired
power plants and steamer boiler is around 3.7×
106 tons year−1. The content of trace elements in
coal can give valuable information about its
origin, and even more importantly, on the envi-
ronmental impact of its processing and use.
Despite its importance to Brazil’s economy, and
environment, there are only a very few studies
concerning that subject [1].
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It is well known that coal is difficult to bring
into solution, therefore the elimination of the
dissolution step is highly desirable as this would
greatly reduce the costly and time-consuming
sample preparation stage, as well as the associated
risk of contamination. A potential alternative to
wet digestion is the direct analysis of solid sam-
ples by graphite furnace atomic absorption spec-
trometry (GFAAS). Problems resulting from high
background, calibration difficulties, weighing er-
rors, sample inhomogeneity, etc. must however be
considered [2]. Slurry sampling combines the
benefits of solid and liquid sampling, and permits
for example the use of conventional liquid sample
handling apparatus such as autosamplers. Slurries
may also be diluted similar to solutions, although
precision is degrading with increasing dilution [3].
For coal, slurry concentrations down to about
10−4% (m/v) have been reported [4,5]. Slurry
preparation does not require special tools or
equipment and can be done in advance using
almost any amount of the original sample mate-
rial [6]. On the other hand, GFAAS is particularly
well suited for solids and slurry analyses because,
unlike nebulization techniques, it does not suffer
significantly from particle size effects since it of-
fers long residence times with a correspondingly
high atomization efficiency [7]. Several groups
have reported quantitative analyte recovery for
particle sizes of up to 40 mm [3,5,8]. The success of
slurry analysis, however, depends on several fac-
tors such as sample homogeneity, material den-
sity, slurry concentration, diluent, mixing, and
homogenization technique [3,9]. A homogenious
slurry can be obtained by manual, mechanical or
ultrasonic agitation, or by passing a gas stream
through the sample [10].

A slurry can be stabilized using a highly viscous
liquid medium. Such stabilizing agents are partic-
ularly useful when an autosampler is used, as the
slurry can be left in the sampling cups for ex-
tended periods of time without further homoge-
nization [3]. Viscalex [4,11], glycerol [11,12],
non-ionic surfactants, and organic solvents are
mentioned in the literature as stabilizing agents
for slurries. Triton X-100 has been widely used to
disperse solid particles that could float on top of
the liquid [6,8,12,13]. Moreover, Triton X-100

does not cause problems with the reproducibility
of pipetting, such as reported for Viscalex and
glycerol [6,12,14,15]. The poor precision could be
attributed to sample adhering to the outside of
the autosampler capillary. The use of ethanol as a
wetting agent has also been reported by several
authors [4,8,16]. The presence of nitric acid in the
diluent solution leads to a partial extraction of
analytes into the liquid phase of the slurry. Miller-
Ihli [9] reported that 75–90% of lead were ex-
tracted into the liquid phase of sediment slurries,
and that the precision approached that obtainable
with liquid digests when a high percentage of the
analyte was in the liquid phase.

The objective of the present study, was to es-
tablish a simplified slurry sampling method for
the determination of lead, cadmium, and copper
in coal samples by GFAAS. The main focal
points were the factors of interest in optimizing
slurry sampling analyses such as particle size,
diluent composition, and the effect of the agita-
tion technique, as well as the influence of chemical
modifiers and the optimization of the furnace
temperature programme. Trueness and precision
of the slurry method using aqueous standards for
calibration were evaluated by the analysis of coal
standard reference materials and by comparison
with a conventional acid digestion method.

2. Experimental

2.1. Apparatus

A Zeiss AAS5 EA atomic absorption spectrom-
eter (Analytik Jena, Germany), equipped with a
transversely heated graphite tube atomizer and an
MPES autosampler, was employed for the major-
ity of this work. Deuterium arc background cor-
rection was used throughout. Pyrolytically coated
graphite tubes were employed exclusively. Plat-
form atomization was used for cadmium and lead,
and wall atomization for copper. Argon was used
as the purge gas, with a rate of 300 ml min−1

during all stages, except for atomization, where
the flow was stopped. The spectrometer was inter-
faced to an IBM PC/AT compatible micro-
computer.
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For comparison, part of the work was carried
out in a different laboratory (CENA-USP, Piraci-
caba, S.P.), using a Perkin–Elmer 4100ZL atomic
absorption spectrometer with Zeeman-effect back-
ground correction, furnished with a transversely
heated graphite tube atomizer (THGA) and an
AS-71 autosampler, and a USS-100 ultrasonic
probe mixer.

Optimization of pyrolysis and atomization tem-
peratures was carried out according to the proce-
dure proposed by Welz [17]. Calibration was
performed by the standard calibration technique
using aqueous standards under the same experi-
mental conditions. Coal standard reference mate-
rials were analyzed in the same way. Integrated
absorbance (peak area) measurements were used
exclusively for all determinations. The instrumen-
tal parameters are summarized in Table 1.

2.2. Reagents

Analytical grade reagents were used through-
out. The nitric acid (Merck) used to prepare the
slurries, the aqueous calibration standards, and
also for the conventional acid digestion, was fur-
ther purified by subboiling distillation in a quartz
apparatus. All containers and glassware were
soaked in 3 mol l−1 nitric acid for at least 24 h,
and rinsed three times with deionized water before
use. Distilled, deionized water, 18 MV cm−1 spe-
cific resistivity, from a Millipore water purifier

system, was used for the preparation of the sam-
ples and standards.

The chemical modifier for lead and cadmium
determinations was a mixture of 0.05% m/v Pd
and 0.03% m/v Mg solutions, both as the nitrates
(Merck).

Lead, cadmium, and copper stock solutions
(1000 mg l−1 in 0.014 mol l−1 nitric acid) were
prepared from Pb(NO3)2; Cd(NO3)2, and CuSO4

(Merck), respectively. The working standards
were prepared by serial dilution of stock solutions
with the slurry diluent medium.

2.3. Coal samples

The coal sample used in this study was collected
at the Candiota mine, Rio Grande do Sul, Brazil
(density, 1.18 g cm−3). The coal sample was first
ground in a ball mill and passed through a 60
mesh polyester sieve. In order to reduce the parti-
cle size further, an agate mortar and different
mesh-size polyester sieves were used. This way,
four sets of particle sizes were obtained: (a) 250–
74 mm; (b) 74–44 mm; (c) 44–37 mm; and (d)B37
mm.

The following certified reference materials were
used in this work: coal-BCR No. 40 (particle size
60–90 mm); gas coal BCR no. 180 (particle size
63–212 mm), coking coal-BCR No. 181 (particle
size 63–212 mm). To reduce the particle size to
B37 mm these reference materials were submitted

Table 1
Instrumental and graphite furnace parameters for the Zeiss AAS 5EA, used for slurry sampling (sample size 20 ml)

ElementParameters

Pb Cd Cu

283.3 228.8 324.8Wavelength: (nm)
Furnace program steps

80Pre-heating (°C) 8080
180; 20; 20Drying: (°C); ramp (s); hold (s) 180; 20; 20 180; 20; 20

Pyrolysis: (°C); ramp (s); hold (s) 900; 10; 30 700; 10; 40 1000; 10; 30
Cooldown: (°C); ramp (s); hold (s) 200; NPa; 3 200; NPa; 3 200; NPa; 3

1800; FPb; 5Atomize: (°C); ramp (s); hold (s) 1500; FPb; 4 2000; FPb; 5
2600; 2; 5 2600; 3; 5 2600; 2; 5Clean: (°C); ramp (s); hold (s)
Pd+MgModifier Pd+Mg –

a No power.
b Full power.
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to an additional grinding and sieving process, as
described above.

2.4. Acid digestion

Finely ground powdered coal samples, average
particle sizes: (a) 250–74 mm; and (b) B37mm,
and the certified reference standard materials, as
received, were dried in an oven at 105°C until
constant weight was reached, and stored over
silica gel in a desiccator.

A 1.0 g portion of dried samples was accurately
weighed in a porcelain crucible and subject to a
mild calcination step in a muffle furnace at 450°C,
for about 1 week. The acid digestion of the resid-
ual ashes was carried out under pressure in a 50
ml PTFE bomb (Berghof system) in two steps.
The ashes (0.250 g) were first treated with 2 ml of
nitric acid (67%) and then, with additional 2 ml of
hydrofluoric acid (Merck, 49%). Both steps were
carried out at 160°C over a period of 4 h. The
resulting solution was then diluted to 50 ml with
0.014 mol l−1 nitric acid in a calibrated
polypropylene flask.

2.5. Slurry preparation

The slurries were prepared by weighing the
sample directly into polyethylene autosampler
cups, using quantities of 5–30 mg of coal, and
weighing to an accuracy of 0.1 mg. A volume of
1.5 ml of diluent was added to the cups, resulting
in slurry concentrations of 0.33–2% (m/v). Slurry
concentrations \2% (m/v) resulted in excessive
buildup of residues in the graphite tube and were
avoided. The slurries were homogenized for 60 s,
either manually or with an ultrasonic probe. If
necessary, although not practised in this work,
this slurry can be further diluted for the determi-
nation of higher analyte concentrations. Prior to
pipetting, the slurry was homogenized one more
time, either manually or by sonication at :8 W,
for :5 s. In order to avoid possible sedimenta-
tion errors, the autosampler capillary was im-
mersed 9 mm below the surface of the liquid.
Then, 20 ml of slurry were taken up automatically
and delivered into the atomizer.

To prepare the diluent, nitric acid, Triton X-
100 surfactant (Union Carbide) and ethanol
(Merck) were used, and different compositions
were tested: (a) 5% v/v HNO3+0.05% v/v Triton
X-100; (b) 5% v/v HNO3+10% v/v ethanol; and
(c) 5% v/v HNO3+0.05% v/v Triton X-100+
10% v/v ethanol.

The fraction of analyte extracted into the dilu-
ent phase during the preparation of the slurry was
determined by allowing the slurry to settle and
adjusting the autosampler tip so that only the
solvent phase was sampled.

3. Results and discussion

3.1. Furnace program and chemical modifier for
the determination of Pb, Cd, and Cu

Accuracy and reproducibility of determinations
by GFAAS with the slurry-sampling technique
depend, among other things, on appropriate tem-
perature programmes, and on the use of chemical
modifiers. The introduction of a cooling step,
before the atomization, has been proposed by
several authors as a way of avoiding interferences
and enhancing the sensitivity [9,11,18–21]. Exper-
iments were carried out to determine the optimum
temperatures, and times for drying, pyrolysis, and
atomization, for aqueous solutions, and coal
slurries.

In Figure 1, (a) and (b), the pyrolysis, and
atomization curves for lead from an aqueous solu-
tion of 50 mg l−1 Pb and from a 0.5% m/v coal
sample slurry with and without the addition of
the palladium–magnesium modifier are shown.
The influence of the modifier on the pyrolysis and
atomization temperatures is obvious for the
aqueous solution (Fig. 1 (a)). However, the
modifier did not further stabilize lead in the coal
slurries during pyrolysis, but it increased the opti-
mum atomization temperature to 1400°C, as can
be seen in Figure 1 (b). This behavior has been
observed previously by Qiao and Jackson [18],
who suggested that the slurry particle itself acts as
a modifier, stabilizing the analyte during the py-
rolysis. Furthermore, Hinds and Jackson [22] es-
tablished that the use of a chemical modifier
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Fig. 1. Pyrolysis and atomization curves of lead in absence and
presence of palladium–magnesium modifier. (a) 50 mg Pb l−1

(5% v/v HNO3+0.05% v/v Triton X-100+10% v/v ethanol);
(b) 0.5% m/v coal slurry sample (particle sizeB37 mm).

aqueous solution and in a coal slurry are shown in
Figure 2, however, it indicates that this is not the
case for the samples investigated in this work. The
atomization pulse for lead in the slurry sample is
significantly narrower than for the aqueous solu-
tion indicating a faster release of lead atoms from
the coal matrix. This might be as a result of the
different chemical form in which lead is present in
the coal and/or the reducing action of the coal
matrix. It should also be mentioned that, due to
the faster atomization, the introduction of a
cooldown step before the atomization proved to
be very useful in this case. It should, however be
noted that the significantly different peak shapes
had no influence on the accuracy of the results
obtained with the standard calibration technique
when integrated absorbance (peak area) was used
for signal evaluation, this is of some analytically
importantce.

Similar effects were also observed for cadmium,
as can be seen in Figure 3, (a) and (b); where the
pyrolysis and atomization curves for cadmium
from an aqueous solution of 2.0 mg l−1 Cd, and
from a 2.0% m/v coal slurry with and without the
addition of the palladium–magnesium modifier
are shown. Again, the presence of the chemical
modifier increased the optimum atomization tem-
perature by 200°C.

In the case of Cu there were no practical advan-
tages of using a chemical modifier, since the profi-
les of the pyrolysis and atomization curves
without modifier were similar for an aqueous
solution of 30 mg l−1 Cu and a 0.33% m/v coal
slurry (Fig. 4).

Other parameters of the graphite furnace tem-
perature programme, such as ramp and hold times
for the pyrolysis, atomization stages, drying, cool-
ing, and cleaning steps, were also investigated, the
optimum values being shown in Table 1.

3.2. Optimization of slurry preparation

A number of preliminary experiments were per-
formed in order to optimize the slurry prepara-
tion. For this purpose lead was chosen as the test
element since its concentration in the Candiota
coal sample and in the reference materials is most
suitable for this type of measurement.

Fig. 2. Absorbance profiles for lead in aqueous solution (50 mg
Pb l−1 in 5% v/v HNO3+0.05% v/v Triton X-100+10% v/v
ethanol) and coal slurry sample (0.5% m/v) measured with the
Zeiss AAS5 EA. The furnace parameters are shown in Table 1.
BG, background absorbance.

causes solutions and slurries to behave almost
identically. The atomization pulses for lead in an
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Table 2
Effect of diluent composition on integrated absorbance and
precision (n=10) of the Pb signal obtained from 0.5% m/v
coal slurry sample (particle sizeB37 mm and 0.05% m/v Pd+
0.03% m/v Mg)

Integrated absorbance RelativeDiluent
Standard Deviation (RSD) (%)

UltrasonicManual
agitationa agitationb

0.141 (2.7)5% v/v HNO3+0.05% 0.209 (5.4)
v/v Triton

5% v/v HNO3+10% v/v 0.152 (3.6)0.210 (5.1)
ethanol

0.156 (2.3)5% v/v HNO3+0.05% 0.221 (3.1)
v/v Triton+10% v/v
ethanol

0.098 (1.5)Aqueous solution 50 mg 0.137 (1.7)
Pb l−1 5% v/v HNO3

a Zeiss AAS5 EA.
b Perkin-Elmer 4100ZL.

Fig. 3. Pyrolysis and atomization curves of cadmium in ab-
sence and presence of palladium/magnesium modifier. (a) 2.0
mg Cd l−1 (5% v/v HNO3+0.05% v/v Triton X-100+10%
v/v ethanol); (b) 2.0% m/v coal slurry sample (particle sizeB
37 mm).

The precision and trueness of determinations
using the slurry technique depend basically on the
particle size of the solid material, the sample
homogenization, the slurry stability, the liquid
medium employed to prepare the slurry, and the
slurry concentration (% m/v). Based on the data
published in the literature, Triton X-100, HNO3

and ethanol were chosen as diluent media and the
effect of different diluent compositions were in-
vestigated by determining the within-run precision
[relative standard deviation (RSD)] for ten repli-
cate measurements of a single sample (B37 mm)
as shown in Table 2. The choice of the best
diluent composition was made according to the
lowest RSD. Hence the 5% v/v HNO3+0.05%
v/v Triton X-100+10% v/v ethanol was found to
be optimum with respect to a good stabilizing
effect, sensitivity and precision. For comparison,
there are also the corresponding data for an
aqueous solution of 50 mg l−1 Pb in 5% v/v
HNO3 given in Table 2, indicating that the preci-
sion deteriorates by less than a factor of two,
compared with a pure solution, when a slurry is
analyzed in a proper diluent.

Table 2 also shows a comparison between man-
ual and ultrasonic mixing, which was carried out
in different laboratories using different instru-

Fig. 4. Pyrolysis and atomization curves of copper in aqueous
solution (30 mg Cu l−1 in 5% v/v HNO3+0.05% v/v Triton
X-100+10% v/v ethanol) and in coal slurry sample (0.33%
m/v; particle sizeB37 mm).
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ments and graphite furnaces (see Section 2.1). In
general the two mixing techniques provided com-
parable precision for all diluents studied, although
the values for ultrasonic mixing tend to be some-
what better. The difference in sensitivity between
the two sets of data is as a result of the different
atomizer tube dimensions used in the two differ-
ent laboratories, a fact that is well documented in
the literature [23,24].

The particle size of the solid material used to
make a slurry can influence the stabilization and
atomization efficiency of the slurries [5], which in
turn can influence both trueness and precision.
The influence of particle size was studied by mea-
suring the integrated absorbance signals for lead

with different slurries prepared from the same
coal sample but with different particle sizes, for
both manual and ultrasonic agitation. In addition,
the degree of extraction of lead into the liquid
phase of the slurry was investigated by allowing
the solids in the slurry to settle and analyzing the
supernatant liquid. Figure 5 shows a significant
decrease in the integrated absorbance with in-
creasing particle size for both ultrasonic and man-
ual mixing, although, the change of absorbance
with particle size is less pronounced for ultrasonic
mixing, and the fractions B37 mm and 37–44 mm
give essentially the same analytical results with the
latter technique. The difference in the integrated
absorbance values between the two curves is again
as a result of the different atomizer tube dimen-
sions used in the two sets of the experiment, as
discussed earlier. Interestingly enough, the
amount of analyte extracted into the liquid phase
is almost independent of the particle size for both
agitation techniques. It should also be noted that
the degree of analyte partitioning in slurries was
similar (about 45% for B37 mm), for both mixing
techniques.

3.3. E6aluation of the method

The slurry method was applied to the determi-
nation of lead in one coal sample and three
certified reference materials using both manual
and ultrasonic agitation. All data are summarized
in Table 3. The results for the unknown coal
sample were compared with those obtained after a
conventional acid digestion. In order to verify its
reliability, the same acid digestion procedure was
also applied to analyze the BCR reference mate-
rial No. 40, and the result obtained (22.190.7 mg
g−1) indicated good agreement with the certified
value (24.291.7 mg g−1).

It can be seen that the contents of lead in the
unknown coal sample obtained for both agitation
techniques, were in good agreement when the
particle size was B37 mm. However, as expected
from earlier experiments, the concentration values
measured for larger particle size samples were
about 40% low with manual agitation, and about
20% low for ultrasonic agitation. As shown in
Table 3, satisfactory results were obtained for the

Fig. 5. Effect of the particle size on the integrated absorbance
signal and the extracted fraction of lead in 0.5% m/v coal
slurry sample (particle sizeB37 mm). (a) Manual agitation,
Zeiss AAS5 EA; (b) Ultrasonic agitation, Perkin Elmer
4100ZL. The lower sensitivity in (b) compared to (a) is as a
result of the shorter atomizer tube length of the 4100ZL.
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Table 3
Determination of Pb in coal sample and reference materials by slurry sampling and conventional digestion (n=3)

Conventional digestionCoal Sample Manual agitationa Ultrasonic agitationb

mg g−19SD mg g−19SDmg g−19SD

14.791.3Candiota Mine (B37 mm) 15.190.613.990.6
Candiota Mine (74–250 mm) 7.990.813.390.8 12.291.2

Manual agitationaCert. ValueReference Material Ultrasonic agitationb

mg g−19SD mg g−19SDmg g−19SD
19.391.3 15.990.7BCR No.180 (B37 mm) 17.590.5
16.791.317.590.5 15.491.4BCR No.180 (63–212 mm)

24.291.7BCR No.40 (B37 mm) 20.390.6 22.991.0
BCR No.40 (60–90 mm) 17.290.624.291.7 17.891.7

2.6990.232.5990.16 2.5090.11BCR No.181 (B37 mm)
2.5990.16BCR No.181 (63–212 mm) 1.1390.16 1.6890.32

a Zeiss AAS5 EA.
b Perkin–Elmer 4100ZL.

three certified reference materials when particle
sizes were reduced to B37 mm. Application of a
common t-test revealed that there were no signifi-
cant differences between manual and ultrasonic
agitation. For the majority of the samples, how-
ever, low results were obtained with larger particle
sizes, i.e. when the samples were analyzed without
further grinding and sieving, even when ultrasonic
mixing was applied. Therefore it appears to be
generally advisable to reduce the particle size to
B37 mm for slurry sampling, independent of the
agitation technique used, which is in good agree-
ment with the particle size of B40 mm reported
by other groups [3,5,8].

The results for cadmium and copper in the coal
sample and in the reference materials, which were
measured with the manual mixing technique only,
are listed in Table 4. Statistical evaluation indi-

cated that the results of the proposed slurry sam-
pling procedure are comparable to those of the
traditional acid digestion and certified values.
Certified values for copper are not available for
the BCR reference materials, so that only the
digestion method could be applied for compari-
son. The analytical figures of merit, of the pro-
posed slurry sampling method, using manual
agitation, are summarized in Table 5 for all three
elements investigated.

4. Conclusion

In coal slurry analysis, the palladiun–magne-
sium modifier had little effect in stabilizing cad-
mium and lead during pyrolysis, but it increased
the optimum atomization temperature for both

Table 4
Determination of Cd and Cu in coal by slurry sampling with manual agitation and acid digestion using the Zeiss AAS5 EA only(mg
g−19SD, n=3; particle sizeB37mm)

CdCoal Sample Cu

Slurry sampling Acid digestion Certified value Slurry sampling Acid digestion

0.08190.009 0.08590.002Candiota mine – 11.090.9 11.990.52
–0.21290.011–0.23990.012BCR No. 180 –

0.1290.01 –BCR No. 40 0.1190.02 – –
0.04890.005BCR No. 181 – –0.05190.003 –
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Table 5
The analytical figures of merit of the proposed slurry sampling method (Zeiss AAS5 EA)

Average slopeConcentration ofElement Detection limit Characteristic mass pg Concentration of high
slurry (%m/v) (0.0044s)−1(s ng−1) STD (ng)mg g−1 (3s)

0.15290.002 0.3Pb 420.5 2.0
2.0Cd 2.2990.02 0.005 2.2 0.12

0.48190.005 0.1 6.90.33 1.0Cu

elements. Apparently the coal matrix itself had a
stabilizing effect on these elements in the pyrolysis
stage. The results obtained in this work have
shown that slurry sampling is a very rapid and
economic alternative to conventional acid diges-
tion procedures for coal analysis. Sample prepara-
tion and the analysis can be performed in about
15 min, and only very small amounts of reagents
are required. The low risk of contamination, the
simple handling, and the possibility to use the
standard calibration technique with aqueous stan-
dards are very favorable for a routine application.
Finally, when particle size is reduced to B37 mm,
both, manual and ultrasonic agitation gave good
trueness and precision so that manual agitation
may be considered an attractive low-cost
approach.
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beito, J. Moreda-Piñero, A. Bermejo-Barrera, Talanta 43
(1996) 1099.

[12] P. Bermejo-Barrera, A. Moreda-Piñero, J. Moreda-
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Abstract

First, a novel technique for calibration of a dynamic surface tension detector (DSTD) is described. The DSTD
measures the differential pressure as a function of time across the liquid–air interface of growing drops that
repeatedly form and detach at the end of a capillary tip. The calibration technique utilizes the ratio of pressure signals
acquired from the drop growth of two separate solutions, i.e. a standard solution and a corresponding mobile phase,
such as water, both of which have a known surface tension. Once calibrated, the dynamic surface tension of an
analyte is obtained from the ratio of the pressure signals from the analyte solution to that of the mobile phase
solution. Thus, this calibration technique eliminates the need to optically image the radius of the expanding drop of
liquid. Accurate dynamic surface tension determinations were achieved for aqueous sodium dodecyl sulfate (SDS)
solutions over a concentration range of 0.5–5.4 mM. The measured surface tensions for these SDS solutions range
from 70.3 to 46.8 dyne/cm and were in excellent agreement with the literature. A precision of 0.2 dyne/cm (1 S.D.)
was routinely obtained. Second, the DSTD with this calibration technique was combined with flow injection analysis
(FIA) for the study of model protein solutions and polymer solutions. The kinetic surface tension behavior of
aqueous bovine serum albumin (BSA) solutions as a function of concentration and flow rate is presented. Evaluation
of the dynamic surface tension data illustrates that a protein such as BSA initially exhibits kinetically-hindered surface
tension lowering, i.e. a time dependence, as BSA interacts with the liquid–air interface of an expanding drop.
FIA/DSTD is then shown to be an effective tool for the rapid study of kinetically-hindered surfactant mixtures. It was
found that mixtures of SDS and the polymeric surfactant Brij®-35 (lauryl polyoxyethylene ether with an average
molecular weight of 1200 g/mol) result in essentially an additive lowering of the surface tension. Mixtures of
polyethylene glycol (PEG), with an average molecular weight of 1470 g/mol, and Brij®-35, however, result in a
competitive (non-additive) surface tension with the Brij®-35 dominating the response. © 1999 Elsevier Science B.V.
All rights reserved.
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1. Introduction

The commercial use of surfactants is wide-
spread [1], and a wide variety of analytical tech-
niques that measure the dynamic surface tension
of surfactant solutions has been reported [2,3].
These include methods utilizing the maximum
bubble pressure [4,5], drop volume [6,7], growing
drop [8–11], and pulsating bubble methods
[12,13]. Many of these techniques require large
volumes or focus on repeatedly perturbing a sin-
gle drop or bubble, thus making them impractical
for flow-based analytical applications such as liq-
uid chromatography or flow injection analysis.

The development of a dynamic surface tension
detector (DSTD) for use in flow injection analysis
(FIA) and high performance liquid chromatogra-
phy (HPLC) applications is a continuing focus of
our research [14–18]. Our efforts in this area are
aimed at the development of a detector that re-
quires small volumes of sample and is amenable
to HPLC and FIA. The DSTD is a capillary-
based detector that senses the surface tension
properties of liquid drops that repeatedly form at
a capillary tip.

We have recently reported modifications to ear-
lier designs of the DSTD based on measuring the
differential pressure across the liquid–air interface
of growing drops as a function of time [17,18].
While this new configuration offers many advan-
tages, the multi-dimensional nature of the signal
necessitates improvements in calibration and data
analysis in order to extract more fully the kinetic
information of the surface tension lowering pro-
cess. Related surface tension measurements based
upon the growing drop technique have been re-
ported [8,9]. In this work, the dynamic surface
tension at either the liquid–air or liquid–liquid
interface was obtained by fitting the measured
pressure inside growing drops at a constant flow
rate to a modified Young–Laplace equation. The
authors reported that while the drop maintained a
spherical shape during the first third of drop
growth, the drop elongates due to hydrostatic
forces acting on the mass of the drop during the

remaining growth. To compensate for the effects
of drop elongation, the radius of the drop was
also measured throughout drop growth, and cor-
rections were made to the corresponding pressure
signal to obtain an accurate dynamic surface ten-
sion. The method [8,9] focused on the elongation
and subsequent correction of the pressure signal
within one drop, i.e. for a given sample solution.
Thus, a radius correction derived from optically
imaging the drop was required to obtain the
dynamic surface tension information from the
measured pressure signal.

We present a novel calibration technique for
the measurement of surface tension that elimi-
nates the need for drop imaging. The calibration
technique utilizes the ratio of pressure signals
acquired from the drop growth of two separate
solutions, i.e. a standard solution and a corre-
sponding mobile phase, such as water, both of
which have a known surface tension. Once cali-
brated, the dynamic surface tension of an analyte
is obtained from the ratio of the pressure signals
from the analyte solution to that of the mobile
phase solution. Essentially, within a reasonably
wide range of surface tension, each solution’s
drop exhibits a similar degree of elongation as a
function of time. Using these time-dependent
pressure measurements from individual drops,
which are hereon referred to as drop profiles, we
present a technique that provides a rapid calibra-
tion of the DSTD without the use of cumbersome
optical methods. We confirm, by using a laser-
based optical measurement, that an acceptably
small error is introduced. Once calibrated, the
DSTD is shown to provide an accurate dynamic
surface tension measurement throughout nearly
the entire growth of each drop. We use the new
calibration technique to advantage with the appli-
cation of the DSTD as a ‘multi-channel’ detector
for FIA. Our previous work was limited in signal-
to-noise ratio (S/N) and response time to using
the pressure data at the pressure maximum of
each drop [18]. In this work, we determined that
use of a pressure sensor with a considerably faster
response and a syringe pump with a steady, low-
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noise pump flow rate enabled the use of the nearly
complete pressure data for each drop. Thus, the
measurement of interesting kinetic surface tension
behavior of surface active proteins, such as bovine
serum albumin (BSA), and polymer mixtures are
presented, where the molecular structure and size
of the surface active analytes significantly inhibit
the diffusion to, and molecular orientation at, the
liquid–air interface during the growth of a drop.
The effect of solution viscosity is examined and
the time-dependent surface tension lowering is
shown to be not due to solution viscosity. In
addition, the ability to examine additive and com-
petitive effects on surface tension of individual
surface active components in surfactant mixtures
is presented.

2. Theory

The DSTD relies on a pressure sensor mounted
in the side arm off the main flow of a capillary
(not shown for brevity, see Fig. 1 in Ref. [17]). A
constant flow is maintained to the DSTD result-
ing in the repeated formation and detachment of
drops. Each drop is considered an individual sam-
ple, with the DSTD providing a vector of pressure
data, i.e. drop profile, over each drop’s lifetime.
The drops are approximately spherical for a sig-
nificant portion of their growth. Thus, the surface
tension at the liquid–air interface of the drop can
be related to the Young–Laplace equation [19] by

P=2g/r (1)

where P is a measure of the differential pressure
across the drop interface relative to atmospheric
pressure, g is the surface tension at the liquid–air
interface, and r is the radius of a static drop. Since
the radius of the drop is constantly changing as a
function of time, t, Eq. (1) is modified to

P(t)=2g(t)/r(t) (2)

The measured pressure signal consists not only
of changes in surface tension occurring at the
liquid–air interface in the growing drop, but also
from viscosity, drop elongation and instrumental
contributions. Therefore, Eq. (2) must, in practice
[8], be modified to account for these contributions
such that

P(t)=2g(t)/r(t)+PVIS(t)+PINST−PELONG(t)
(3)

where PVIS(t) accounts for the viscosity induced
pressure drop in the capillary tubing, PINST ac-
counts for pressure offset due to differences in the
relative position of the pressure sensor from the
capillary tip, and PELONG(t) accounts for drop
elongation due to gravity acting on the drop’s
mass. MacLeod and Radke [8] previously defined
the elongation contribution

PELONG(t)=rg(zT(t)−zE(t)) (4)

where r is the density of the solution forming a
drop and g is the gravitational constant. The
distances defined as zT(t) and zE(t), correspond to
the vertical diameter of a growing drop and the
vertical distance from a drop’s apex to the equa-
tor, respectively (see Ref. [8] for a complete dis-
cussion). PELONG(t) accounts for a hydrostatic
pressure difference contribution that provides an
additional downward force opposing the liquid–
air surface tension force of the drop at the capil-
lary tip.

While PELONG(t) is an important contributor to
the total signal, we show that it is not necessary to
determine this factor for accurate surface tension
measurements. It is possible to calibrate by rely-
ing on the condition that for a limited, but useful
range of g(t), the PELONG(t) and PVIS(t) contribu-
tions to the measured pressure signal in Eq. (3)
are essentially negligible, and PINST is essentially
constant. Indeed, the capillary tip can and has
been designed to minimize the viscosity contribu-
tion [17]. Thus, the additional pressure contribu-
tions can be reduced to a single, time-independent
constant, PC, allowing Eq. (3) to be modified such
that

P(t)=2g(t)/r(t)+PC (5)

Furthermore, the drop growth function, r(t),
while not truly radial due to elongation, is ap-
proximately equivalent at any given time during
drop growth when comparing two separate drops
to each other. By this we mean that at a given
volumetric flow rate, the effecti6e radius of the
growing drop will be approximately the same at a
given time, t, for both a drop containing only the
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mobile phase, M, and a drop containing either a
surface active standard or analyte, A. This condi-
tion is consistent with treatment of the radius
function by MacLeod and Radke [8] where they
approximate the r(t) as the mean radius of the
drop at any given instant in time. This is the key
to the calibration method. Using this approxima-
tion, r(t)A=r(t)M, and Eq. (5), a surface tension
ratio can be obtained, effectively removing the
radius term,

g(t)A/gM= (P(t)A−PC)/(P(t)M−PC) (6)

where gM replaces g(t)M since the surface tension
of the mobile phase is constant. By taking the
ratio in this fashion, essentially all of the effects
due to drop elongation are cancelled and the need
for the optical measurement of drop radius can be
avoided. The surface tension ratio defined in Eq.
(6) is, from this point forward, referred to as a
dynamic surface tension ratio (DST ratio). Note
that a DST ratio is obtained for each drop over
the course of a FIA or HPLC run that will
contain many DST ratios. Thus, the data are
processed very much like one would process full
absorbance spectra, with a matrix of data pro-
duced for each run. Here, the time interval of the
FIA or HPLC run is determined by keeping track
of the drop time interval and running time of each
DST ratio [18]. While the drop time interval also
contains other interesting information regarding
the behavior of surfactants, such as adhesion [17],
we do not make use of the drop time interval data
for this purpose in the current study.

Detector calibration is accomplished by mea-
suring the drop profile data, P(t) as defined in Eq.
(5), for both an aqueous standard and a suitable
aqueous mobile phase, generally water or a
buffer, each with known surface tensions. It is
critical that the selected standard and mobile
phase each possess surface tension characteristics
that are time-independent. That is, g(t) for the
calibration substances must be essentially con-
stant throughout the growth of a drop. By using
the drop profiles, P(t), of these calibrating solu-
tions, and establishing a condition that the surface
tension ratio, g(t)A/gM, must be both constant and
accurate, the correct constant, PC, as defined in
Eq. (6) is readily obtained. For the results pre-

sented here, aqueous acetic acid solutions are
selected as calibration standards for the detector
since acetic acid is a small molecule that is ex-
pected to rapidly obtain an equilibrium surface
concentration throughout drop growth. Thus, the
g(t)A/gM for acetic acid should be constant
throughout the growth of the drop, and is as-
sumed so for the purpose of determining PC.

Once the DSTD is calibrated by determining
PC, the DST ratio of an analyte solution can be
measured and then converted to absolute dynamic
surface tension g(t)A, if the surface tension gM for
the mobile phase is known and constant, by the
following relationship:

g(t)A=g(t)A/gM×gM (7)

using PC following Eq. (6) to determine g(t)A/gM

for the analyte from P(t) data. For analytes that
exhibit a known and constant g(t)A, Eq. (7) can
be applied to evaluate the validity, i.e. accuracy,
of the calibration procedure. Furthermore, once
the DSTD has been calibrated, Eqs. (6) and (7)
can be applied to a variety of analyte systems to
examine the kinetic dependence of g(t)A. We ex-
plore both of these applications.

3. Experimental

3.1. Materials

Sodium salt of dodecyl sulfate (SDS) (98%) and
Brij®-35 (lauryl polyoxyethylene ether with an
average molecular weight of 1200 g/mol) were
obtained from Aldrich (Milwaukee, WI). Bovine
serum albumin (BSA) (greater than 97% purity)
was obtained from Sigma (St Louis, MO).
Polyethylene glycol (PEG) with an average molec-
ular weight of 1470 g/mol (Mp=1470, Mw/
Mn=1.02) was obtained from Polymer
Laboratories (Amherst, MA). All other chemicals
where reagent grade quality and obtained from
J.T. Baker (Phillipsburg, NJ): acetic acid (glacial),
glycerol (anhydrous), disodium hydrogen phos-
phate and potassium diphosphate. All chemicals
were used as received without further purification.
Deionized (DI) water, demineralized to greater
than 18 MV with a Millipore system (Millipore,
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Bedford, MA), was used in the preparation of all
sample solutions and buffer solutions. The water
was degassed prior to use. A phosphate buffer
solution (0.016 M KH2PO4, 0.062 M Na2HPO4,
pH 7.4) and protein samples prepared in this
buffer were refrigerated when not in use. All
results reported here were obtained within 48 h of
sample preparation.

3.2. Instrumentation

3.2.1. FIA experiments
A schematic of the DSTD configuration, not

shown here for brevity, is shown in Fig. 1 of Ref.
[17]. A syringe pump (Isco mLC-500, Lincoln, NE)
was used to deliver the mobile phase (DI water) to
the DSTD during FIA experiments. Samples were
introduced via a six-port injection valve (Rheo-
dyne 7125, Cotati, CA). Injection volumes of 85
and 200 ml were used for FIA experiments con-
ducted at 120 ml/min and below. For experiments
conducted at 200 ml/min, a 360-ml injection vol-
ume was used. Sample loop injection volumes
where adjusted by varying the length of
poly(etheretherketone) (PEEK) tubing
(Upchurch, Oak Harbor, WA). Sufficient volume
was injected so that, even for the samples in
phosphate buffer, the center of the detected sam-
ple plug was not diluted by the water mobile
phase. Thus, the sample size injected in the FIA
experiments was selected such that the analyte
signal reached a steady state (i.e. constant concen-
tration) response during the measurement.

The DSTD configuration is identical to that
detailed in previous work [17] with the important
exception of the sensitivity and response time of
the sensing membrane. The pressure sensor (Vali-
dyne P305D-20-2369, Northridge, CA) was
configured with a sensing membrane (Validyne
diaphragm 3-36, Northridge, CA) that optimized
the response time of the DSTD for measurements
of interfacial kinetics, without sacrificing too
much sensitivity, although it was 40-fold less sen-
sitive than in our previous work [17,18].

All data were collected at 10 kHz with a per-
sonal computer (150 MHz Pentium®, Intel, Santa
Clara, CA) equipped with a data acquisition card
(DAC) (MIO-16B, National Instruments, Austin,

TX). The data were averaged down to 100 points/
s prior to saving. Data collection and drop profile
extraction were completed using LABVIEW (Ver-
sion 5, National Instruments, Austin, TX) pro-
grams written in-house. Subsequent data
manipulation and calculations, including a 10-
point, moving boxcar smooth, were performed
with MATLAB 4 (MathWorks, Natick, MA) and
Excel (Microsoft, Redmond, WA) software
applications.

3.2.2. Optical measurement of drop effecti6e
radius

For some experiments, additions to the FIA
apparatus were made to optically probe the grow-
ing drop radius. The DSTD and a laser diode at
670 nm (5 mW, Model PL-0, Laser Devices,
Monterey, CA) were each mounted on separate
X-Y-Z transitional stages (Newport, 460 X-Y-Z,
Fountain Valley, CA). Modifications to earlier
configurations were made [15,16] in order to mea-
sure the change in the elongated drop radius as a
function of time, for drops of different surface
tension. The laser diode beam was positioned
along the same axis and near the tip of the
capillary, thus probing the growth of a given drop
in the vertical plane, prior to impinging on the
photodiode. The signal from the photodiode was
amplified and collected simultaneously with the
pressure signal from the DSTD. A calibration
curve was obtained by adjusting the vertical posi-
tion of the diode laser with the X-Y-Z transla-
tional stage. This change in position was then
related to a relative change in the elongated drop
radius. The difference in the elongated radius of
two drops of differing surface tension was ob-
tained as a function of drop growth time.

4. Results and discussion

4.1. Detector calibration

Representative raw data obtained using FIA/
DSTD is shown in Fig. 1(A). Individual drop
profiles for both the analyte and water are ex-
tracted from the raw data and used in the calibra-
tion procedure. The extracted drop profiles,
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corresponding to the analyte and water, are
shown in Fig. 1(B). Selected time regimes of the
drop profiles were removed before commencing
with the calibration procedure to eliminate por-
tions of the drop profile that were dominated by
an artifact from the pressure sensing membrane.
As previously described [17,18], there exists a
finite ‘loading’ time of the sensor membrane as
the pressure builds to a pressure maximum. This
loading time, identified in Fig. 1(B) as the initial
portion of the drop profile that rises rapidly, is
subsequently followed by an ‘unloading’ of the
sensor membrane. The loading and unloading
time has been significantly minimized, reduced
from our previous configuration by the selection
of a 40-fold more rigid membrane. With the cur-

rent sensor membrane, the unloading time was
estimated to be equal in duration to that of the
loading period. Thus, only P(t) data collected
after twice the loading period within each drop
were used. For example, from Fig. 1(B), the time
interval neglected was the first 1.5 s of each P(t)
drop profile. After this time interval, the volume
and effective radius of any given growing drop is
approximately equal. At higher flow rates, the
neglected time interval will be proportionately
less. Alternatively, a pressure sensor based upon a
piezoelectric transducer can be considered. Previ-
ous reports indicate that the piezoelectric pressure
sensors also exhibit a finite response time [8,9]
similar to the response time observed with our
current design. Additional study into the informa-
tion content in the sensor ‘loading’ and ‘unload-
ing’ time is warranted, since surface elasticity
information is also present in this region of the
drop profile data.

Calibration of the DSTD according to Eq. (6)
was applied as follows. Drop profiles for 2.5 and
5.0% (w/w) acetic acid solutions, similar to those
shown in Fig. 1(B), were used to obtain DST
ratios, g(t)A/gM, at each concentration. Since sur-
face tension lowering for acetic acid is essentially
constant throughout drop growth, the scatter of
the DST ratio data about a line with zero slope,
i.e. variance, should be at or near zero when the
correct PC is selected. In addition, the predicted
surface tensions of the acetic acid solutions should
be accurate since they are used as standards. The
calibration constant, PC, is determined by itera-
tive calculation until the variance of the predicted
DST ratio, g(t)A/gM, was minimized, as shown in
Fig. 2(A) for 5.0% acetic acid in water. The
importance of minimizing the variance about
g(t)A/gM for the 5.0% acetic acid solution is
shown in Fig. 2(B). When a PC corresponding to
the minimum variance [point b in Fig. 2(A)] psi
was selected, the slope of the 5.0% acetic acid
DST ratio in Fig. 2(B) was essentially zero and
the predicted surface tension of 62.7 dyne/cm was
in excellent agreement with the literature [20]. If
an incorrect value of PC is selected, the slopes of
the DST ratios were not zero [points a and c in
Fig. 2(B)] and the predicted surface tension values
were not accurate, thus failing to meet the zero

Fig. 1. (A) Raw pressure data using FIA/DSTD: A representa-
tive DSTD pressure signal, P(t), for a 3 mM SDS sample
eluted in water at 40 ml/min. Each drop produces a maximum
and a minimum pressure during drop growth. As the SDS
solution is eluted, the maximum pressure signal is lowered,
indicating the lowering of surface tension of the sample. (B)
Drop profiles: An overlay of individual drop profiles of water
and 3 mM SDS extracted from the P(t) data shown in (A).
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Fig. 2. Calibration of the DSTD at 40 ml/min. (A) Log of the
variance of the surface tension ratio versus calibration con-
stant, PC, using 5.0% acetic acid solution and water. The point
at which the variance is minimized, b, is selected as the
calibration constant. (B) DST ratios and absolute surface
tension after application of Eq. (7) of 5.0% acetic acid solu-
tions, shown in relation to water, using the calibration con-
stants indicated in (A). Note how only the PC corresponding
to point b (0.018 psi) in (A) meets both the zero slope and
surface tension accuracy criteria. By application of Eq. (6), the
radius dependence of drop profiles similar to those shown in
Fig. 1(B) is removed.

predicted minimum pressure due to surface ten-
sion (0.019 psi) accounts for essentially all of the
vertical offset of the raw data in Fig. 1(A,B). This
is strong evidence that the pressure contributions
due to PELONG(t) (hydrostatic pressure) and
PVIS(t) (viscosity) can be neglected. We now turn
our attention to investigating whether or not the
calibration constant and Eq. (7) can be applied to
accurately measure surface tension.

4.2. Assessment of calibration accuracy with
sodium dodecyl sulfate (SDS) solutions

Following calibration, the DST ratios over a
range of SDS concentrations were determined,
with representative results shown in Fig. 3(A).
Each DST ratio in Fig. 3(A) represents the appli-
cation of Eq. (6) to one SDS drop profile and one
water drop profile. Next, all DST ratios for each
SDS solution were converted to absolute, dy-
namic surface tensions by Eq. (7), using a surface
tension for water of 72.1 dyne/cm at 24°C (tem-
perature corrected surface tension obtained from
Ref. [21]). Note that at the flow rate applied, the
DST ratios for each SDS solution in Fig. 3(A) are
nearly constant (zero slope). Thus, an average of
the DST ratio was calculated over the lifetime of
the drop for each SDS solution presented in Fig.
3(A) to determine an average surface tension. To
assess the accuracy of the calibration procedure,
the average dynamic surface tension for each SDS
solution was compared to literature values re-
ported by Mysels [22]. In this reported work, the
surface tensions over a concentration range of
SDS solutions were fit to a second-order function.
The comparison between methods is graphically
presented in Fig. 3(B). Dynamic surface tensions
reported in Fig. 3(B) were obtained by calculating
the mean from the drop profiles of five separate
aqueous SDS solutions and five water drops. The
drop profiles were paired such that 25 surface
tension profiles at each concentration were deter-
mined. The relative standard deviation (R.S.D.) at
each SDS concentration was 0.2 dyne/cm. With
this R.S.D., the error bars associated with each
measurement are too small to be graphically de-
picted in Fig. 3(B). The surface tensions obtained
by our method are in good agreement with litera-

slope and accuracy criteria of the calibration pro-
cedure. These DST ratios are representative, and
are shown for one acetic acid solution drop rela-
tive to one water drop for the 5.0% acetic acid
standard. The DST ratio for one water drop
relative to another water drop results in a value
nominally at 1.00.

The calibration constant (PC=0.018 psi) was
found to be the same for both acetic acid solu-
tions. The detector was calibrated by this proce-
dure each day it was used, since PC is flow rate
and temperature-dependent. Note that a PC of
0.018 psi at 40 ml/min water, when added to the
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ture values [22]. Based on these results, the as-
sumptions made in the derivation of Eqs. (5)–(7)
and the calibration procedure are supported. To
examine the issue of reproducibility and long-term
accuracy, additional SDS dynamic surface ten-
sions, obtained from a subsequent experiment, are
also shown in Fig. 3(B). A comparison of the
dynamic surface tensions obtained from our two
experiments (conducted over 2 months apart)
shows excellent reproducibility.

4.3. Examination of the assumptions in the
calibration procedure

To further confirm the validity of the calibra-
tion procedure, additional measurements were
performed to determine to what extent the as-
sumptions made in the derivation of Eqs. (5)–(7)
are valid. Specifically, drop size was measured to
determine the significance of equating the time-de-
pendent radius functions for drops of differing
surface tension. Secondly, the effect of sample
viscosity on the measured pressure signal and
subsequent calibration procedure was also
evaluated.

The change in the elongated drop radius as
surface tension is lowered was examined using the
optical arrangement described in Section 3. The
vertical dimension of a growing drop was opti-
cally measured as a function of drop time. The
change in the elongated drop radius between a
2.5% acetic acid solution (g=65 dyne/cm) and
water (g=72 dyne/cm) as a function of drop time
was measured, but not shown for brevity. The
increase in the elongated radius for the 2.5%
acetic acid solution was observed to be from 1.5
to 5 mm throughout the first 95% of drop growth.
While this change in the elongated radius does not
directly correspond to a change in the effecti6e
mean radius of the drop, we made this conserva-
tive assumption for the purposes of the following
discussion; that is, the change in the elongated
radius corresponds to a change in the effective
mean radius. Assuming the effective mean radius
of the drop began at about 125 mm and detached
with an effective mean radius of about 1.1 mm,
the error in equating the effective radius at a
given time ranges from about 1.5% as the drop
just emerges, to less than 1% error just prior to
detachment. These optical measurements are sup-
ported by theory. At drop detachment, Eq. (2)
yields a water drop pressure of 0.019 psi for a 1.1
mm radius drop. Using Eq. (4) coupled with Fig.
6 in Ref. [8], the PELONG(t) for the water drop at
the moment of detachment is estimated to be
0.0002 psi. Thus, the PELONG(t) contribution,
which is the most significant at the moment of
detachment, is only about 1% of the drop pressure
due to liquid–air surface tension, and we accept
this error.

Fig. 3. Assessment of calibration accuracy using SDS solu-
tions. (A) The DST ratios and absolute surface tension after
application of Eq. (7) of SDS solutions ranging in concentra-
tion from 0.5 to 3.0 mM. Measurements were made at 40
ml/min using the calibration constant determined from Fig. 2.
(B) Comparison of surface tensions obtained with the cali-
brated DSTD (Exp. 1 and Exp. 2) with those reported in the
literature [22]. For comparison purposes, the calculated mean
of the dynamic surface tension over the lifetime of the drops
shown in (A) is used. Average surface tensions for two sepa-
rate experiments (Exp. 1 and Exp. 2), conducted 2 months
apart, are shown covering a range of SDS concentrations of
0.5–5.4 mM.
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It must be noted that confidence in our optical
measurement of drop elongation during the last
5% of drop growth was limited due to rapid
elongation, or ‘necking’, just prior to drop detach-
ment. While this phenomenon has been observed
and reported by others [7], the apparent contribu-
tion to the measured pressure is minimal. Evi-
dence for this assertion is that the DST ratios in
Fig. 2(B) and Fig. 3(A) are well behaved up to
and including the moment of drop detachment,
and surface tension measurements are accurate.

The assessment of the contribution of sample
viscosity to the DSTD signal was evaluated by
measuring the relative viscosity of the surface
active sample solutions analyzed in this study.
The relative viscosity measurements were made
with a viscometer built in-house using aqueous
glycerol solutions as standards [21]. The relative
viscosity of all the surface active samples reported
here are considerably closer to the viscosity of
water than that of a 10% glycerol solution. In
addition to viscosity measurements, DST ratios
for selected glycerol solutions were obtained with
the DSTD. A 10% glycerol yielded a time-inde-
pendent DST ratio of 0.99 relative to water. Thus,
the 10% glycerol solution exhibits only a slight
reduction in surface tension relative to water,
about a 0.8 dyne/cm decrease, as is expected at
this concentration. Thus, based on the results of
the viscosity measurements and the evaluation of
the DST ratios of the glycerol solutions (not
shown for brevity), it was concluded that the
viscosity contribution to the DSTD signal at and
below the level of viscosity exhibited by 10%
glycerol can be neglected in the current configura-
tion for the surface active samples analyzed. The
error introduced increases with flow rate, but we
found the error was still less than 1% at 200
ml/min for a sample with a relative viscosity at or
below 1.05, such as a 1 mg/ml BSA solution.

4.4. Kinetic surface tension beha6ior of proteins
and surfactant mixtures

The results presented above include only those
from solutions with surface active analytes that
show negligible kinetic hindrance. By this we
mean surface active analytes whose molecular

Fig. 4. Dynamic surface tension plots showing the kinetic
behavior of BSA solutions in phosphate buffer at 0.10 ionic
strength, pH=7.4, 24°C, and 120 ml/min. (A) Protein concen-
tration dependence: (a) water; (b) 0.5 mg/ml BSA; (c) 1.0
mg/ml BSA; (d) 1.5 mg/ml BSA; (e) 1.25 mM SDS shown for
reference. (B) Flow rate dependency of a 1.0 mg/ml BSA
solution, normalized to drop volume (drop time/flow rate).

structure do not significantly inhibit the diffusion
to, and molecular orientation at, the liquid–air
interface. Many proteins and polymers are known
to lower surface tension of aqueous solutions, and
due to their molecular size, structure and behav-
ior, their ability to lower liquid–air surface ten-
sion is kinetically hindered [23–25]. Fig. 4(A)
depicts this kinetic dependence in the dynamic
surface tension plots of BSA solutions, a globular
protein. The dynamic surface tension plots of
BSA are bracketed by water and a 1.5 mM SDS
solution. The dynamic surface tension plot for the
buffer was essentially identical to that of water,
but not shown for brevity. As shown in Fig. 4(A),
the surface tension of BSA begins with a relatively
high surface tension early in drop growth. This is
likely due to the difficulty BSA molecules have in



K.E. Miller et al. / Talanta 50 (1999) 1045–10561054

keeping up with the rapid change in the surface
area/volume of the growing drop. The surface
tension then decreases as the surface area/volume
ratio decreases during drop growth, allowing BSA
molecules to more readily orient themselves at the
liquid–air interface. Thus, the FIA/DSTD instru-
ment can be used to examine in real-time the
self-assembly of kinetically-hindered surface ac-
tive analytes into a sub-monolayer at the drop
liquid–air interface. As expected, Fig. 4(A) illus-
trates that as the bulk concentration of BSA is
increased, the concentration of oriented BSA
molecules in the surface layer is also increased.
This is characterized by more rapid decrease in
the surface tension early in drop growth and by a
lower minimum surface tension at drop
detachment.

The effect of flow rate as a tuning variable for
examining the kinetic behavior is illustrated in
Fig. 4(B) where the dynamic surface tensions of a
1 mg/ml BSA sample are obtained at various flow
rates. By tuning the flow rate, selectivity of the
method for the study of various analytes can be
enhanced. The dynamic surface tensions for BSA
at each flow rate are plotted as a function of drop
volume instead of drop time for clearer compari-
son. Note that as the flow rate is decreased,
surface tension lowering is enhanced. Selection of
the correct flow rate for the analysis and charac-
terization of a protein such as BSA requires con-
sidering both the protein’s concentration range of
interest as well as the degree of sensitivity in
observing the protein’s kinetic behavior. For ex-
ample, if BSA concentrations up to 1 mg/ml are
to be analyzed, a flow rate of 40 ml/min should be
applied to utilize the full range of surface tension
response. Analysis of higher BSA concentrations
would thus be accomplished at a higher flow rate,
while lower BSA concentrations would require a
slower flow rate to maintain optimum sensitivity
and selectivity. Similar kinetic behavior of BSA
solutions was observed when the FIA experiments
were repeated with a sensor tip composed of
PEEK, indicating that interactions at the solid–
liquid interface probably make a negligible contri-
bution to the observed kinetic behavior. In
addition, it is clear from the viscosity experiments
previously described that the kinetic effect for

BSA is not directly due to viscosity, but rather the
molecular dynamics of the BSA molecules at the
liquid–air interface. This conclusion is supported
by the similarity in the kinetic behavior of BSA
reported here and that reported by static drop
measurements [24].

Because the DSTD has demonstrated selectivity
when a kinetic effect is observed as in Fig. 4, it is
likely indicative of a specific protein or other
macromolecule. This attribute can be applied to
the identification and study of surface active ma-
terials. Furthermore, the kinetic behavior of a
specific surface active analyte is sensitive to the
solution matrix. Thus, the DSTD may provide
valuable information regarding the chemical envi-
ronment in which the surface active analyte finds
itself.

The potential for using FIA/DSTD for study-
ing interactions of surfactant mixtures was also
investigated, with representative results presented.
Mixtures of the polymeric surfactant Brij®-35
with either SDS or PEG 1470 were analyzed by
FIA/DSTD. By tuning the FIA/DSTD with flow
rate, the ability to distinguish between contribu-
tions of individual surface active components in
mixtures was possible. In Fig. 5 are shown the
dynamic surface tension plots obtained from rep-
resentative drop profile data for solutions of 1.0
mM SDS, 100 ppm Brij®-35, and a mixture of 1.0

Fig. 5. Additive effects in surfactant mixtures. The dynamic
surface tension plots from representative drop profile data
using FIA at 100 ml/min: (a) 1.0 mM SDS sample; (b) 100 ppm
Brij®-35 sample; (c) 1.0 mM SDS and 100 ppm Brij®-35
sample. Note how the individual surfactants act collectively in
the mixture, in contrast to the mixture shown in Fig. 6.
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Fig. 6. Non-additive effect in surfactant mixtures. The dy-
namic surface tension plots from representative drop profile
data using FIA at 100 ml/min: (a) 50 ppm polyethylene glycol
(PEG) 1470 sample; (b) 100 ppm Brij®-35 sample; (c) 50 ppm
PEG 1470 and 100 ppm Brij®-35 sample. Note how the
individual surfactants appear to be competing for surface
coverage in the mixture with the resulting surface tension of
the mixture resembling that of Brij®-35 alone.

surface tension dominated by Brij®-35. This re-
sponse is readily explained when the molecular
structure is considered. Unlike Brij®-35, PEG
1470 molecules do not have nearly as distinct
hydrophobic and hydrophilic regions. Indeed, the
hydrophilic portion of Brij®-35 and PEG 1470 are
derived from the same monomer (ethylene glycol).
Thus, when Brij®-35 and PEG 1470 are placed
together in solution, the hydrophobic tail (lauryl
group) of Brij®-35 dominates the mono-layer for-
mation at the liquid–air interface.

This ability to study the dynamic surface ten-
sion behavior of mixed surfactant systems has
only recently been demonstrated [28] with the
maximum bubble pressure method, a technique
that is not ideally suited for surface tension mea-
surements of flowing samples like FIA/DSTD.
Thus, a clear advantage of our DSTD is that it
can be combined with FIA. With a properly tuned
DSTD, the magnitude of slight compositional
variations on the overall behavior of a surfactant
mixture can potentially be assigned to individual
components. Thus, the ability to selectively exam-
ine these additive and non-additive (competitive)
contributions with FIA/DSTD shows promise for
rapidly studying formulation processes.

5. Conclusions

A novel calibration procedure for the DSTD is
presented that facilitates application to FIA/
DSTD. The DSTD provides kinetic information
in the ca 100 ms to 10 s time regime for the
surface active protein BSA and the polymeric
surfactant Brij®-35. Additive and competitive in-
teractions for surfactant mixtures can be readily
studied by FIA/DSTD, thus opening up broad
opportunities for studying surfactant chemistry of
mixtures. Thus, FIA/DSTD has promise as an
investigative tool for the study of complex biolog-
ical and industrial samples. The kinetic informa-
tion provided by the DSTD can be obtained when
coupled with HPLC. We are currently working
on instrumental modifications to couple the
DSTD to the separation of surface active proteins
and polymers by aqueous size-exclusion chroma-
tography.

mM SDS and 100 ppm Brij®-35. Notice how the
individual components, SDS and Brij®-35, exhibit
an additive effect, acting collectively when com-
bined in the mixture. This additive interaction in
mixed surfactant systems has been well docu-
mented [26,27] in steady-state surface tension
measurements. The degree of interaction between
SDS and Brij®-35 is dependent on the compatibil-
ity of their hydrophobic chains and hydrophilic
head groups. Both the hydrophobic chains of
SDS and Brij®-35 are lauryl groups, allowing the
molecules to form a regular packing arrangement
at the drop liquid–air interface. In addition,
Brij®-35 polyoxyethylene ether head groups shield
the anionic head group of SDS molecules from
one another, thereby minimizing the electrostatic
repulsion forces in the mono-layer assembly
formed at the drop liquid–air interface [26]. Both
of these contributions are important in the collec-
tive response of the SDS-Brij®-35 shown in Fig. 5.
FIA/DSTD can also elucidate when mixtures of
surfactants compete for drop surface coverage. In
Fig. 6 are shown the dynamic surface tension
plots of 50 ppm PEG 1470, 100 ppm Brij®-35, and
a mixture of 50 ppm PEG 1470 and 100 ppm
Brij®-35. In Fig. 6, the individual surface active
components appear to compete for coverage at
the surface of the growing drop, with the resulting
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Abstract

Humic acids (HA) are the main components of soil organic matter which can form complexes with metal ions and
other soil and/or water contaminants. Here, we focus on their acid–base properties. HA were extracted from two
different soils (Tipic Ustifluvent and Entic Haplustoll) with different vegetation. In this study we use a simple method,
differential scanning potentiometry (DSP), to determine HA buffer capacity distribution, apparent dissociation
constant values and surface charge development. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Humic substances are polyfunctional macro-
molecules, widely spread in soils, sediments and
water. Humic acids (HA) behave as weak
polyelectrolytic acids and can be investigated by
analytical techniques. Most of the acidity in the
HA is due to the carboxylic, OH phenolic and/or
enolic groups which dissociate to develop negative
charges. The imide groups (�NH2), secondary and
even tertiary amines, among others, can be proto-

nated to develop positive charges at very low pH.
The degree to which these groups are ionized or
protonated at the environmental pH value and
their abundance and distribution influence the
interaction between humic substances and soil
contaminants [1].

Because of their high content of acidic func-
tional groups (ionized or protonated), HA show
great reactivity for binding soil particles through
metal ion interaction. Thus, they have more resis-
tance to microbiological decay [2] and they are the
best cementing agents in soil microaggregates [3–
5]. Another important property of HA is their
relatively high buffer capacity in a wide pH range.
Although their exact contribution to the soil
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buffer capacity is not well known, in general, soils
rich in humic substance are well buffered [6].

Quantitative analysis of HA interactions re-
quires detailed data on: (1) types, (2) abundance,
and (3) strength of humic acid functional groups.
Thus, studies have been undertaken to subdivide
the total acidity in the main components (i.e.
carboxyls and hydroxyls) with methods based on
the pKa values (apparent dissociation constants)
rather than on macromolecular structure. Poten-
tiometric titrations are widely used to understand
the combined effect of the polyelectrolytic nature
and functional group heterogeneity of humic acids
[7–15].

Full elucidation of the proton equilibria of
humic acids is a complicated issue due to the
chemical complexity of the macromolecule [16–
21]. The buffer capacity distribution of the HA is
also useful to understand the acid–base properties
of humic acids [1].

Conventional methods of potentiometric acid–
base titration have limitations mainly when a
mixture of weak acids and bases or polyelectrolyte

substances are titrated, as a result of overlap of
equivalent points (inflection points) of titration.
Due to this overlapping the calculation of the
dissociation constant values of the groups in-
volved becomes difficult. Another hindrance is the
presence of interfering substances when the con-
centration of titrating substances is low.

Some of these problems can be overcome by
differential scanning potentiometry (DSP) which
enhances the sensitivity about quantity rather
than quality (acid or basic strength) of these
groups when polyelectrolytic macromolecules are
titrated [22].

The analytical responses are, in this case (DSP),
areas rather than inflection points. A plot of DpH
vs V (volume of titrating base) can be obtained,
where DpH is defined as the pH difference be-
tween the blank titration and the HA titration
[22,23]. When DpH vs V is plotted, a profile is
obtained which depends on the amount and acid–
base nature of the problem substance (Fig. 1).
The values of the negative and/or positive areas
are related to the titrated mass and to the number
of groups involved (acid and basic respectively) in
the macromolecule.

The DSP technique can be used to titrate small
quantities of compounds slightly soluble in
aqueous medium without mixing different types
of solvents and thus evaluate the number of
ionised groups (acid or basic) as well as the
positive or negative charges [22,23].

In this study we use a simple method, differen-
tial scanning potentiometry (DSP), to determine
the acid–base properties of HA. The buffer ca-
pacity distribution of HA solutions, the apparent
dissociation constant of their acidic groups and
the surface charge development of soil humic
acids are investigated.

2. Experimental

2.1. Materials

All the solutions were prepared with tridistilled
water and chemicals were of analytical grade.
Natural humic acids were extracted and purified
according to the technique proposed by Chen et

Fig. 1. Negative and positive area calculated from experimen-
tal data (DSP). Desmonte HA: mass, 15.01 mg; negative area,
10.37; positive area, 0.18.
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Table 1
The amount of COOH and phenolic OH expressed in mequiv./g humic acid determined by the calcium acetate and Ba(OH)2

methods

COOH groups (mequiv./g) Phenolic OH (mequiv./g)Humic acids Total acidity (mequiv./g)

4.08Algarrobo 5.089.16
5.49Desmonte 5.0310.80
4.209.00 4.80Grama
4.68Pastizal 5.029.70

al. [24] from two different soils covered with
different vegetation: (a) Typic Ustifluvent: one
with Prosopis sp. (Algarrobo HA) and another
which was logged Desmonte HA and (b) Entic
Haplustoll: one with Grama Rhodes (Grama HA)
and another with native grassland (Pastizal HA).

The acidic group content was obtained accord-
ing to the technique proposed by Schnitzer and
Gupta [25] and is shown in Table 1.

3. Methods

3.1. Differential scanning potentiometry

3.1.1. Titration of the sample
An aliquot (10 ml) of sulphuric acid solution

(approximately 5×10−2 N) plus an aliquot of
HA with a known HA mass was titrated with
sodium hydroxide solution (approximately 5×
10−2 N).

3.1.2. Reference or blank titration
An aliquot (10 ml) of sulfuric acid solution

(approximately 5×10−2 N) was titrated with
sodium hydroxide solution (approximately 5×
10−2 N).

The titrated amount for each humic acid was
about 15 mg except for Algarrobo HA which was
of 2.8, 4.7, 6.6, 10.6 and 15.4 mg in order to
evaluate the variation of the buffer capacity with
HA concentration. All titrations were performed
in absence of the background electrolyte (I=0).
Sodium hydroxide and sulfuric acid concentra-
tions were the same for all experiments.

The DSP was performed with an automatic
burette Schott Gerate T80/20, at a titration rate
of 0.1 ml/40 s. This rate was chosen taking into
consideration that the variation of the pH values
should range between 0.02 and 0.04 pH units.

The pH values were measured with an Orion
Research 901 pH meter equipped with a glass
combined electrode Orion 9113.

4. Results and discussion

Table 2 shows the results of area values and the
HA negative surface charges estimated using
DSP. The negative area values, which are propor-
tional to the group content with ability to develop
negative charges, show the following increasing
order for charge development: Desmonte\Pas-
tizal\Algarrobo\Grama. The calculated values

Table 2
Negative areas and negative surface charges obtained from differential scanning potentiometry (DSP) calculated with potassium
biphthalate as standard

Titrated mass (mg) Negative area Negative charge (mequiv./100 g)

98815.46 10.51Algarrobo HA
160017.16Desmonte HA 15.58

10.71 103715.51Pastizal HA
8388.8715.38Grama HA
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are in agreement with those corresponding to the
total acidity obtained by another chemical
method (barium hydroxide method) (Table 1).

The values of the positive areas were null for
the Algarrobo and Desmonte HA. For the Pas-
tizal and Grama HA they ranged between 0.18
and 0.15 respectively, showing a very low or
almost negligible content of the groups that can
develop positive charges. These results are in
agreement with the nitrogen content found in the
elemental analysis (0.8–1.5% for Algarrobo HA
and Desmonte HA and approximately 2% for the
Pastizal HA and Grama HA).

4.1. Buffer capacity of the humic acids

Fig. 2 shows buffer capacity vs pH curves for
two different mass values of Algarrobo HA. It
can be noted that several b maxima can be ob-
tained depending on the mass value. The depen-
dence of these b maxima at approximately pH 5
with the HA mass is shown in Fig. 3. Under the
concentration range studied, the good linear rela-
tionship confirms the presence of an ionised func-
tional group. This behavior validates the use of b

for locating the HA buffer capacity maxima and
consequently the ionised acidic functional groups
and their apparent dissociation constant values.

All titrations were performed with increasing
amounts of HA until a good profile of the first
derivative (buffer capacity) was generated, where
the maxima corresponding to a particular acidic
functional group or a set of ionised acidic func-
tional groups were clearly observed. Since the
buffer capacity of an acid–base system is directly
proportional to the concentration of the groups
(acids or basic), if the height of a maximum
obtained from the first derivative of the titration
curve increases with the amount of HA titrated,
the presence of a particular acidic functional
group is confirmed.

At relatively low mass values (�2 mg) (Fig. 2),
the curves profiles (dV/dpH) showed three wide
maxima at around pH 3–4, 5–5.5 and 9–11.
Increasing HA mass, the shoulders observed in
the b vs pH curve in the pH region lower than 4
and higher than 9, appear more distinctly, and
like separated maxima at a HA mass value of
approximately 15 mg. The broad maximum be-
tween pH 4.5 and 5.5 gets narrower ending in two
separate narrow and more distinct clear maxima.

Fig. 2. b (dV/dpH) vs pH plot for HA Algarrobo. AH mass:
(1) 1.90 mg and (2) 15.45 mg.

Fig. 3. The relationship between Algarrobo HA mass (mg) vs
dV/dpH (b) at pH value approximately 5.
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Fig. 4. dV/dpH (b) vs pH curve for different HA. (a) Algarrobo HA: mass, 15.45 mg. (b) Desmonte HA: mass, 15.58 mg. (c) Grama
HA: mass, 14.38 mg. (d) Pastizal HA: mass, 15.01 mg.

From the experimental data performed with
HA masses between 14 and 15 mg, the plots of
dV/dpH (b) vs pH (Fig. 4a–d) show similar
profiles for the different HA studied. Small max-
ima are observed between pH 3 and 6–7 and
between 8–8.5 and 11. In all cases, the buffer
capacity minima occur at pH 6–7. This region is
assigned to the transition from carboxylic to phe-
nolic groups [1]. To calculate the pKa values from

experimental data we have used a value of
DpKa=1, based on that used by Westall et al. [16]
who reported that there is considerable flexibility
in the way that the spectrum is selected. Then, the
pKa values can be associated with a known group
as a check on the physical plausibility of the
method; however, this comparison cannot be re-
garded as a reliable method for assessing humic
acid structure.
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Table 3
Values for the apparent dissociation constants of HA (Ka) obtained by differential scanning potentiometry (DSP)

Ka2 (pKa)Humic acid Ka3 (pKa)Ka1 (pKa) Ka4 (pKa) Ka5 (pKa) Ka6 (pKa)

5.0×10−5 (4.3) 6.3×10−6 (5.2)Algarrobo 3.2×10−8 (7.5)3.2×10−4 (3.5) 1.9×10−10 (9.7) 3.2×10−11 (10.5)
5.1×10−5 (4.3) 3.5×10−6 (5.5)Desmonte 1.6×10−9 (8.8)2.9×10−4 (3.5) 2.8×10−10 (9.5) 3.56×10−11 (10.4)
4.6×10−5 (4.3) 3.3×10−6 (5.5) 2.9×10−7 (6.5)3.4×10−4 (3.5) 2.1×10−10 (9.7)Pastizal 2.4×10−11 (10.6)
1.9×10−5 (4.7) 3.0×10−6 (5.5) 3.2×10−7 (6.5) 5.5×10−10 (9.2) 3.3×10−11 (10.5)Grama 2.9×10−4 (3.5)

Differences in the magnitude of the buffer ca-
pacity are observed in b vs pH plots (Fig. 4). This
magnitude is higher for Grama and Pastizal HA
(Fig. 4c,d) in the whole pH range, and especially
at the ends (pHB3 and pH\10), than those
observed for Algarrobo and Desmonte HA (Fig.
4a,b). This could be due to the different soils
(Entic Haplustoll and Tipic Ustifluvent) from
which the HA were extracted. This difference in
the source of the HA implies differences in the
humification process. The HA of Entic Haplustoll
are more humified and exhibit higher buffer ca-
pacity with a higher contribution to the total soil
buffer capacity than those extracted from a Tipic
Ustifluvent.

The height of the maxima in the b vs pH plot
around pH 5 (pKa of typical carboxylic groups)
can be used to compare qualitatively the relative
amount of this type of acidic group between, for
example, Algarrobo and Desmonte HA. In this
way, the latter has more acidic groups of this type
because it presents a higher value of b and a
higher amount of separate peaks around this pH
value than Algarrobo HA. This is in agreement
with the amount of this group obtained by the
Calcium Acetate technique (Table 1).

On the other hand, the second derivative (d2V/
dpH2) with respect to pH of HA titration can be
used to find the apparent pKa values. The HA
apparent dissociation constants values obtained in
this way (d2V/dpH2) are shown in Table 3.

The apparent dissociation constant values can
be assigned to different acidic functional groups
Ka1, Ka2 and Ka3 corresponding to carboxylic
groups, Ka4 and Ka5 to secondary or tertiary
amines titrated, probably, together with phenolic
groups or other weak acidic functional groups
[9,16,26]. The Ka6 values can be assigned to phe-

nolic groups whereas the Ka1 value can be as-
signed to carboxylic sites like a-COOH which
have a strong acid behaviour.

It should be noted that the values of the disso-
ciation constants obtained by differential scanning
potentiometry are average values of apparent dis-
sociation constants of a set of acidic sites involved
in a range of pH like DpH=1.

5. Conclusions

Differential scanning potentiometry (DSP) can
be quantitatively and/or comparatively applied to
estimate the HA charge development in the full
range of pH and in a simple way. The technique
allows determination of HA buffer capacity distri-
bution and calculation of apparent dissociation
constants of the acidic functional groups or the
set of acidic functional groups.

The surface charge development of the studied
HA shows the following increasing order:
Desmonte\Pastizal\Algarrobo\Grama.

The value of positive areas were null for Algar-
robo and Desmonte HA, and for Pastizal and
Grama HA were 0.18 and 0.15 respectively, show-
ing a very low content of groups that can develop
positive charges.

Finally, DSP offers an easy approach to esti-
mate both charge development and apparent dis-
sociation constants.
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Abstract

The extraction behaviour of iron(III) and titanium(IV) from acidic chloride solutions has been investigated using
3-phenyl-4-benzoyl-5-isoxazolone (HPBI) in xylene as an extractant. The results demonstrate that these metal ions are
extracted into xylene as Fe(PBI)3 and TiO(PBI)2. The equilibrium constants of the extracted complexes have been
deduced by non-linear regression analysis by taking into account complexation of metal ion with inorganic ligands in
the aqueous phase and all plausible complexes extracted into the organic phase. IR and proton NMR (1H NMR)
spectra were used to further clarify the nature of complexes extracted into organic phase. The effect of the nature of
the diluent on the extraction of iron(III) and titanium(IV) has been studied and correlated with dielectric constants.
The extraction behaviour of titanium(IV) has also been compared with that of other metal ions, viz. magnesium(II),
vanadium(V), chromium(VI), iron(III), manganese(II), zinc(II) and zirconium(IV), which are associated with the
titanium in waste chloride liquors of the titanium-mineral-processing industry. © 1999 Elsevier Science B.V. All rights
reserved.
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1. Introduction

Efficient separation and recovery of metal ions
from industrial wastes as well as from raw materi-
als are gaining more importance because of the
increasing demand for high purity products and
also due to environmental concerns. For example,
waste acid solutions from TiO2 production con-
tain appreciable quantities of iron along with
other metals such as titanium, magnesium, man-

ganese, chromium, vanadium, zirconium, and
zinc. Solvent extraction is one of the common
techniques used for the recovery of valuable
metals from the waste chloride liquors [1,2].

A survey of the literature showed that a large
number of reagents have been used for the extrac-
tion of both iron(III) and titanium(IV).
Organophosphorus acid derivatives such as di-2-
ethylhexyl phosphoric acid (DEHPA) and 2-ethyl-
hexyl phosphonic acid mono-2-ethylhexyl ester
(EHEHPA) have been used by several investiga-
tors [3–6]. Amines extract both iron(III) and tita-
nium(IV) efficiently from acidic chloride solutions

* Corresponding author. Fax: +91-471-490186/491712.
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0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (99 )00219 -2



J. Saji et al. / Talanta 50 (1999) 1065–10711066

[7–9]. Neutral organophosphorus compounds
such as tributyl phosphate (TBP) and tri-
octyl phosphine oxide (TOPO) have also been
used for extraction of these metals [10,11].
Cyanex 923, a mixture of trialkyl phosphine
oxides has been recently used in our labora-
tory, as an extractant for separating iron
and titanium from acidic chloride solution
[12,13].

Besides the above well-known reagents, pyra-
zolone derivatives have also been used for
the selective extraction of iron from acidic
aqueous solutions. Generally, 4-acyl-5-
pyrazolones extract metal ions at lower pH than
open chain b-diketones because of their lower pKa

values (2.5–4.0) [14,15]. 3-Phenyl-4-benzoyl-
5-isoxazolone, HPBI has been recently explored
in our laboratory as a chelating agent for
the extraction of trivalent lanthanides and ac-
tinides from acidic aqueous solutions and
better extraction efficiency has been achieved
compared to 4-acyl pyrazolones [16]. The acid
dissociation constant of HPBI is 1.23, lower than
that of the corresponding pyrazolones, because of
the electron delocalisation induced by the isoxa-
zolone group. This property makes the isoxa-
zolones an interesting class of b-diketones
with potential application as reagents for extrac-
tion of metal ions from complexing strong
acid media. Hence in the present study the ex-
traction behaviour of iron(III) and titanium(IV)
from hydrochloric acid solutions using HPBI
as an extractant has been investigated. The ex-
traction behaviour of some of the associated ele-
ments in the waste chloride liquors of the titanium
minerals processing industry has also been stud-
ied.

2. Experimental

2.1. Apparatus

A Hitachi (Tokyo, Japan) 220 double beam
microprocessor controlled spectrophotometer was
used for measuring absorbances. An Orion (MA,
USA) ion analyser was used for the pH
measurements.

2.2. Reagents

HPBI was synthesised in our laboratory by the
benzoylation of 3-phenyl-5-isoxazolone (Aldrich
WI, USA) following the method of Korte and
Storiko [17]. Elemental analysis calculated for re-
crystallised C6H11NO3: C, 72.45; H, 4.18; N, 5.28;
found: C, 70.27; H, 4.18; N, 5.17%; melting point
146°C. All other chemicals and solvents used were
of AR grade.

Iron(III) stock solution was prepared by dis-
solving 8.11 g of ferric chloride in 20 ml of
concentrated hydrochloric acid and diluted to 1 l
with distilled water. Titanium(IV) stock solution
was prepared by dissolving 18.4 g of potassium
titanyl oxalate and 5 g of ammonium sulphate in
100 ml of concentrated hydrochloric acid and
diluted to 1 l with distilled water. Stock solutions
of chromium(V) magnesium(II), manganese(II),
zinc(II) and zirconium(IV) were prepared by dis-
solving 14.71 g of potassium dichromate, 12.32 g
of MgSO4·7H2O, 8.45 g of MnSO4·H2O, 14.38 g
of ZnSO4·7H2O and 11.65 g of ZrCl4 in 1 l each
of distilled water, respectively. Vanadium(V)
stock solution was prepared by dissolving 5.85 g
of ammonium monovanadate in 20 ml of concen-
trated hydrochloric acid and diluted to 1 l with
distilled water. Suitably diluted stock solutions of
the above mentioned metal ions were used in the
extraction and analytical studies. All organic
phase solutions were prepared by dissolving
weighed amounts of HPBI in xylene which were
diluted to required volume.

2.3. Extraction and analytical procedure

Liquid-liquid extractions were carried out by
shaking equal volumes of aqueous and organic
phases for the required time in a glass stoppered
vial using a mechanical shaker at 30391K. After
phase separation, the concentration of the partic-
ular metal ion left in the aqueous phase was
determined using standard procedures. Thus tita-
nium(IV) [18], iron(III) [18], chromium(VI) [18],
magnesium(II) [18] vanadium(V) [19], and zirconi-
um(IV) [20] were analysed spectrophotometrically
using hydrogen peroxide; 1,10-phenanthroliine,
diphenyl carbazide; Eriochrome black-T; oxine;
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and Alizarin red-S, respectively. Zinc(II) and
manganese(II) were analysed by titration with
EDTA [21]. The concentration of the metal ion in
the organic phase was then obtained from a mate-
rial balance. The distribution ratio, D was taken
as the ratio of the concentration of the metal ion
in the organic phase to that present in the
aqueous phase. All the computer programs were
written in FORTRAN 77 and executed on a 32 bit
mini-computer (HCL HORIZON III).

2.4. Preparation of solid complexes

The metal complexes were prepared by follow-
ing the general procedure: the stoichiometric
amount of ferric chloride was added gradually to
a well stirred solution of HPBI in xylene and then
mixed well for 5 h, to ensure completion of the
reaction. The precipitate formed was filtered,
washed with diethyl ether and dried in a desicca-
tor over fused calcium chloride. Loading of HPBI
with titanium(IV) was carried out by repeated
contact of fresh portions of metal solution for 1 h.
The loaded phase was then subjected to evapora-
tion of xylene at room temperature to yield yel-
lowish Ti-HPBI complex, which was dried in a
oven at 50°C for 48 h. The Nicolet (WI, USA)
impact 400D IR spectrometer using potassium
bromide was used to obtain IR spectra and the
Bruker (MA, USA) 300 MHz NMR spectrometer
was used to obtain the proton NMR (1H NMR)
spectra of complexes in CDCl3 solvent. The so-
lutes studied were HPBI, Fe(PBI)3 and TiO(PBI)2.

3. Theoretical

The trivalent iron in the aqueous phase forms a
variety of complexes in the presence of chloride
ions. However, under the present experimental
conditions, we have assumed the formation of the
first two complexes were defined by

Fe3+ + iCl−U
bi

FeCli(3− i)+ (1)

where i=0, 1, 2 and bi is the stability constant for
the corresponding complex formation. Then the
total metal ion in the aqueous phase is given by

[Fe3+]total= [Fe3+]+ [FeCl2+]+ [FeCl2+]

= [Fe3+](1+b1[Cl−]+b2[Cl−]2) (2)

The values of the stability constant b1=4.26 and
b2=5.62 were taken from the literature [22].

The extraction equilibrium of iron(III) from
hydrochloric acid solutions with HPBI in xylene
can be written as

Feaq
3+ +3HPBIorgU

KFe
Fe(PBI)3org+3Haq

+ (3)

The distribution ratio, D of iron(III) can be
written from (Eq. (1)) to (Eq. (3)) as

D=
KFe[HPBI]3

[H+]3(1+b1[Cl−]+b2[Cl−]2)
(4)

Titanium(IV) in the aqueous phase forms a vari-
ety of complexes in the presence of chloride ions.
Then the total Ti(IV) concentration can be ex-
pressed as

[Ti4+]Total= [TiO2+]+ [TiOCl+]+ [TiOCl2]

=TiO2+(1+b1[Cl−]+b2[Cl−]2) (5)

where b1 and b2 are stability constants of the
following reactions

TiO2+ +Cl−U
b1

TiOCl+ (6)

TiO2+ +2Cl−U
b2

TiOCl2 (7)

The values of stability constants, b1,=3.55 and
b2=1.41 were obtained from literature [23].

The extraction equilibrium of titanium(IV) with
HPBI can be written as

TiOaq
2+ +2HPBIorgU

KTi
TiO(PBI)2org+2Haq

+ (8)

The distribution ratio, D for titanium(IV) can
be written from Eqs. (7) and (8) as

D=
KTi[HPBI]2

[H+]2(1+b1[Cl−]+b2[Cl−]2)
(9)

4. Results and discussion

4.1. Effect of phase contact time

The distribution ratios for extracting iron(III)
from 0.5 mM Fe3+ solution containing 0.2 M
HCl with 0.0075 M HPBI in xylene have been
measured at different phase contact times (Fig. 1).
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It is found that the distribution ratio increases
with increasing phase contact time up to 120 min
and after that the curve levels off. It is concluded
that the equilibrium time for this system is 2 h.
Hence in the subsequent experiments 3 h were
allowed to ensure equilibriation. On the other
hand, the extraction equilibria of titanium(IV)
(2.5 mM) from acidic chloride (0.072 M HCl)
solutions using 0.01 M HPBI are found to be
faster and an equilibrium is achieved within 5
min.

4.2. Effect of HPBI concentration

The effect of HPBI concentration on the extrac-
tion of iron(III) and titanium(IV) has been stud-

Fig. 3. Effect of HPBI concentration on the extraction of
titanium(IV): [Ti4+], 2.5 mM; HCl, 0.07 M.

Fig. 1. Dependence of distribution ratio on phase contact time:
[Fe3+], 0.5 mM; HCl, 0.2 M; HPBI, 0.0075 M.

ied by keeping metal and acid concentrations
constant and the results are shown in Figs. 2 and
3. It is clear from the figures that the extraction of
both iron(III) and titanium(IV) increases with
increasing concentrations of HPBI. The log–log
plots gave slopes of 3.0 for iron(III) and 2.0 for
titanium(IV) indicating the extraction of com-
plexes Fe(PBI)3 and TiO(PBI)2.

4.3. Effect of acidity

The extraction of iron(III) and titanium(IV)
with HPBI in xylene as a function of hydrogen
ion concentration has been studied. In both cases,
the extraction behaviour shows an inverse depen-
dence with acidity. The plots (Figs. 4 and 5) of log
D(1+b1[Cl−]+b2[Cl−]2) versus log [H+] for
iron(III) and titanium(IV) gave slopes of −3.0
and −2.0, respectively, confirming the formation
of simple metal chelates.

The formation of the above simple metal
chelates was further confirmed by analysing the
equilibrium data (presented in Figs. 2–5) using
Eq. (4) for iron(III) and Eq. (9) for titanium(IV).
The equilibrium constants for the above extracted
complexes were determined by non-linear regres-
sion analysis as described in our earlier publica-

Fig. 2. Effect of HPBI concentration on the extraction of
ion(III): [Fe3+], 0.5 mM; HCl, 0.1 M.
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tion [24] and are found to be log KFe=5.579
0.02 for iron(III) and log KTi=1.9190.03 for
titanium(IV).

It is clear from these equilibrium constant val-
ues that KFe is about 4×103 fold higher than KTi.
This clearly shows the superior extractability of
iron(III) compared to titanium(IV) with HPBI.
The equilibrium constants thus calculated refer
only to concentration quotients, calculated on the
assumption that the activity coefficients of the

Table 1
Equilibrium constant values for various b-diketones used in
the extraction of iron(III)

Extractant pKa Log KFe

9.35 −1.93 [25]Dibenzoylmethane
Acetyl acetone 8.82 −1.39 [25]

−0.50 [25]8.73Benzoyl acetone
1-Phenyl-3-methyl-4-(2-ethyl 6.89 0.74 [14]

hexanoyl)5-pyrazolone
3.98 [14]5.971-Phenyl-3-methyl-4-(butanoyl)

5-pyrazolone
1.23 5.573-Phenyl-4-benzoyl-5-isoxazolone

Fig. 4. Effect of hydrogen ion concentration on the extraction
of iron(III): [Fe3+], 0.5 mM; HPBI, 0.005 M.

species involved do not change significantly under
the experimental conditions. Table 1 gives the
equilibrium constant values for various b-dike-
tones comparing with HPBI for the extraction of
Iron(III). It can be concluded from these compari-
sons that log KFe values increase as the pKa value
decreases.

4.4. Spectra of solid complexes

4.4.1. IR spectra
The IR spectra of the extracted complexes show

that the stretching frequency of the C�O group in
HPBI has shifted from 1701 to 1607 cm−1 in the
Fe(PBI)3 complex and to 1620 cm−1 in TiO(PBI)2

complex. This indicates that the carbonyl group is
involved in bonding during complex formation.

4.4.2. 1H NMR spectra
In the 1H NMR spectra of Fe(PBI)3 and

TiO(PBI)2 the disappearance of the peak at d=
12.22 ppm as a result of the enolic�OH proton of
HPBI indicates the ionisation of the enolic OH
group and involvement of the oxygen of the hy-
droxyl group in chelation.

4.5. Dependence of extraction on the nature of
diluent

The extraction of iron(III) (0.5 mM) from 0.23
M HCl solutions with 0.005 M HPBI and titaniu-
m(IV) (2.5 mM) from 0.072 M HCl solutions with
0.01 M HPBI using various diluents has been
studied and the results are shown in Table 2.

Fig. 5. Effect of hydrogen iron concentration on the extraction
of titanium(IV): [Ti4+], 2.5 mM; HPBI, 0.01 M.
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Table 2
Dependence on the nature of diluent on the extraction of iron(III) and titanium(IV)

Diluent Dielectric constant (o) [26] Percentage of extraction

Iron(III) Titanium(IV)

Methyl isobutyl ketone 3413.11 8
274.90 17Chloroform

2.28Benzene 63 47
2.26Xylene 60 51

602.24 45Toluene
75Carbon tetrachloride 752.21

These results clearly demonstrate that diluents
such as benzene, xylene, toluene and carbon tetra-
chloride having low dielectric constants, show
higher extraction for both iron(III) and titaniu-
m(IV). On the other hand, diluents having higher
dielectric constants such as chloroform and
MIBK give poor extraction.

4.6. Comparison of extraction beha6iour of
iron(III) and titanium(IV) with other associated
metal ions

The effect of hydrochloric acid concentration
on the extraction of iron(III) (0.5 mM), titaniu-

m(IV) (1.25 mM), magnesium(II) (0.5 mM),
chromium(VI) (0.5 mM), manganese(II) (1.0
mM), zinc(II) (1.0 mM), vanadium(V) (0.5 mM),
and zirconium(IV) (1.25 mM) has been studied
using 0.005 M HPBI with xylene as the solvent
and the results are shown in Fig. 6. It is clear
from the results that the percentage extraction of
iron(III) decreases drastically from 99 to about
4% with increasing HCl concentration from 0.1 to
0.6 M.

On the other hand, titanium(IV) was found to
be moderately extracted (23% at 0.07 M HCl; 1%
at 0.3 M HCl) from 0.1 to 0.2 M HCl solutions.
However, under the present experimental condi-
tions, the extraction of magnesium(II), vanadi-
um(V), chromium(VI), manganese(II), and
zinc(II) was found to be negligible. The extraction
of zirconium(IV) was found to be almost quanti-
tative when extracted from 0.1 to 1.0 M hy-
drochloric acid solution. Thus, these results
clearly indicate that it is possible to separate
iron(III) from titanium(IV), vanadium(V), magne-
sium(II), manganese(II), zinc(II) and chromi-
um(VI) using HPBI as an extractant by
controlling the aqueous acidity.

5. Conclusion

The extraction equilibrium of iron(III) and tita-
nium(IV) from hydrochloric acid solutions with
HPBI has been investigated. HPBI was found to
be a powerful extractant for iron(III) owing to its
strong acidity as compared to other b-diketones
such as 4-acyl-5-pyrazolones. The results clearly

Fig. 6. Effect of HCl concentration on the extraction of
iron(III), titanium(IV) and zirconium(IV) with HPBI: [Fe3+],
0.5 mM; [Ti4+], 2.5 mM; [Zr4+], 1.25 mM; HPBI=0.005 M.
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demonstrate the superior extraction of iron(III)
over other associated multivalent metal ions when
extracted with HPBI. Hence such a system could
be of practical value for the extraction and sepa-
ration of iron(III) from other metal ions present
in the waste chloride liquors of the titanium-min-
eral-processing industry.
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Abstract

Electrolyzed salt brine generators hold great promise for water disinfection in small communities and remote
locations. Electrolysis cell liquors have been reported to contain chlorine, chlorine dioxide and ozone. High resolution
spectrophotometry was used to observe the presence (or absence) of a unique spectral absorbance pattern present in
solutions containing 1–2 mg/l chlorine dioxide. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Chlorine (Cl2, HOCl, OCl−) is the most widely
used chemical for water disinfection in the United
States. Because chlorine gas transportation raises
safety concerns and liquid bleach storage may not
be an alternative, a number of utilities are investi-
gating the use of small salt brine electrolysis sys-
tems to produce chlorine at the point of use. It
has been suggested [1–5] that electrolyzed salt
brine liquors can contain chlorine, chlorine diox-
ide (ClO2) and ozone (O3). If this is true, it
provides a reasonable basis to infer that the pres-
ence of ClO2 or O3 might lead to enhanced micro-
biological inactivation or reduced levels of

trihalomethanes (THMs) compared to chlorine
gas in finished water. This work was undertaken
to bring clarity to this issue with respect to ClO2.

It is well recognized that the distribution of
chlorine species in solution is pH-dependent. This
is not the case for ClO2. Dissolved chlorine diox-
ide does not undergo hydrolysis [6] to any appre-
ciable extent (K=1.2×10−7 at 20°C) and is
relatively stable over a wide pH range in low
demand waters. In other words, unreacted ClO2

molecules are present in solution as a dissolved
gas.

It is well known that the 2B1–2A2 electronic
transition of ClO2 demonstrates vibrational struc-
ture. In the gas phase, these transitions appear as
a series of sharp absorbance maxima [7,8] over the
320–400 nm region. In solution, the absorbance
maxima are also observed [9], however they are

* Corresponding author. Fax: +1-513-523-0005.
E-mail address: gordong@muohio.edu (G. Gordon)

0039-9140/99/$ - see front matter © 1999 Elsevier Science B.V. All rights reserved.
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typically broad and less defined. The existence of
the absorbance fine structure means that the ClO2

molar extinction coefficient can vary depending
on the quality of the spectrophotometer used for
measurement.

2. Experimental section

All solutions were prepared using double dis-
tilled deionized water (DDW) unless otherwise
noted. All chemicals were used without further
purification. Fresh ClO2 (45–60 mg/l) was pre-
pared using technical grade sodium chlorite (16
g/100 ml) mixed with potassium persulfate (8
g/200 ml) in a gas wash bottle [10–12]. Nitrogen
gas was slowly passed into the gas wash bottle to
displace ClO2 into chilled DDW.

Chlorine dioxide stock solutions were standard-
ized using a Milton Roy Spectronic 3000 Array
UV–Visible spectrophotometer where the ClO2

molar absorptivity was determined to be 1225
M−1 cm−1 at 360 nm. The ClO2 stock solution
was stored in a shrinking bottle [13]. The shrink-
ing bottle is a zero headspace syringe attached to
a calibrated screw. The apparatus is capable of

delivering a highly reproducible (90.005 ml)
defined volume.

Electrolyzed brine solutions were freshly gener-
ated prior to each experiment according to the
manufacturer’s specifications [14,15].

An OLIS-Cary 14 high resolution (0.1 nm)
spectrophotometer was used to record ClO2 ab-
sorbance spectra. A spectral resolution of 0.1 nm
was employed to ensure accurate reproduction of
the vibronic structure of the absorption spectrum.

3. Results and discussion

The high resolution spectrum presented in Fig.
1 clearly shows the presence of the unique ClO2

absorbance pattern over the 320–400 nm region.
When a 10-cm measuring cell is used, the ab-
sorbance fine structure can be observed in solu-
tions containing 1–2 mg/l ClO2. Fig. 2 shows the
absorbance and first derivative spectra for a 1.9
mg/l ClO2 solution over the 345–375 nm region.
The first derivative spectrum helps to define the
distance between the observed absorbance max-
ima and can be an important tool for confirma-
tion of the presence of ClO2 in complicated
solutions (i.e. electrolyzed salt brine liquors).

Fig. 1. Signal averaging vs 0.1 nm resolution.
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Fig. 2. (a) 1.9 mg/l ClO2 in solution; (b) first derivative spectra of 1.9 mg/l ClO2 in solution.

Fig. 3. (a) First derivative spectra of electrolyzed brine; (b) first derivative spectra of brine spiked with 1.9 mg/l ClO2.

3.1. E6aluation of electrolyzed brine liquors for
chlorine dioxide

The cell liquor from two salt-brine electrolysis
systems (a bench top laboratory generator and a

full scale utility-size generator) were evaluated. In
each case, the ClO2 ‘fingerprint’ was not observed.
We re-confirmed our ability to observe the pres-
ence of mg/l concentrations of ClO2 in cell liquors
by spiking the full scale liquor with 1.9 mg/l ClO2.
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Fig. 3 shows the first derivative spectra of the
unspiked (spectrum a) and spiked (spectrum b)
liquors. These data are unambiguous and confirm
that electrolyzed brine solutions contain B2 mg/l
ClO2 within minutes of electrolysis.

Subsequent studies were designed to observe
cell liquors spiked with ClO2 over long periods of
time. Two water sources were used to prepare the
starting brine solutions. Laboratory distilled wa-
ter was used for the laboratory generator experi-

Fig. 4. (a) Laboratory unit electrolyzed brine solution and electrolyzed brine solution spiked with 10 mg/l ClO2 for 24 h; (b)
full-scale electrolyzed brine solution and full-scale electrolyzed brine solution spiked with 10 mg/l ClO2 for �4.5 h.
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ments while a treated surface water was used to
prepare the brine solution for the full-scale
system. Laboratory and full-scale cell liquors were
spiked with 10 mg/l ClO2 and spectra recorded
periodically over 24 h (Fig. 4aFig. 4b respec-
tively). The bottom series of absorbance spectra
are of freshly prepared cell liquors. Liquors
from both generators show no indication of the
presence of ClO2 immediately following electroly-
sis.

The upper series of spectra are of the same
cell liquors spiked with 10 mg/l ClO2. The
spectra of the laboratory generator liquor (Fig.
4a) clearly show an absorbance shoulder in the
360-nm region. The spectra also shows that
there is a small decrease in ClO2 concentration
over the analysis period. The full-scale cell
liquor was prepared at the USEPA Testing and
Evaluation (T&E) facility in Cincinnati, OH
using Mill Creek potable water. The interesting
aspect of this data set is that after �4.5 h,
the spiked ClO2 is not observable. The spectra
show that �25% of the original spiked
ClO2 reacts in the first 33 min. After this initial
reaction period, ClO2 continues to react at a
slower rate.

These observations indicate that the initial de-
mand for ClO2 in electrolysis cell liquors is to
some degree dependent on the water used to
prepare the starting brine solution. A second
more important implication of these studies is
that if an appreciable concentration of ClO2 were
present in freshly prepared cell liquors (i.e. a ClO2

concentration that satisfies the demand), the cell
liquors would not expect to exhibit a ClO2 de-
mand following the addition of spiked ClO2 be-
cause ClO2 would be present in excess of the
demand. The absence of the ClO2 fine structure in
the absorbance spectra of freshly prepared
electrolyzed salt brine liquors indicates that ClO2

is not present at concentrations exceeding 1–2
mg/l.

4. Conclusions

High resolution spectrophotometry can be
used to observe the ClO2 fine structure in the

absorbance spectra of solutions containing
1–2 mg/l ClO2. Although it has been specu-
lated that salt brine electrolysis cell liquors
contain ClO2, our studies show that the ClO2 fine
structure cannot be observed in the absorbance
spectra of these solutions. These data are
strong and unambiguous evidence that ClO2 is
not present in freshly prepared electrolysis
liquors.
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Abstract

Arsenic(III), selenium(IV), copper(II), lead(II), cadmium(II) and zinc(II) are determined in environmental matrices.
The voltammetric measurements were carried out using a conventional three-electrode cell and the ammonia–ammo-
nium chloride buffer pH 9.3 as supporting electrolyte. The analytical procedure was verified by the analysis of the
standard reference materials Estuarine Sediment BCR-CRM 277 and River Sediment BCR-CRM 320. The precision,
expressed as relative standard deviation (sr), and the accuracy, expressed as relative error, were, in all cases, less than
5%; the detection limits, for each element and in the experimental conditions employed, were around 10−9 M. The
standard addition technique significantly improved the resolution of the voltammetric method, even in the case of
very high metal concentration ratios. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The voltammetric methods are a valid and ef-
fectual option in the multicomponent analysis of
metals, since the high sensitivity of the voltam-
metric method [1–3] can be associated with the
considerable selectivity especially if the second
harmonic alternating current technique is em-

ployed [4–6]. The sensitivity and selectivity have
further been improved also by the introduction of
new types of electrodes [7,8].

In the field of multicomponent determinations
multiple-element schemes, coupling anodic strip-
ping and cathodic stripping voltammetry, were
reported by Adeloju et al. [9], while Gil and
Ostapczuk [10] have developed an interesting po-
tentiometric stripping analysis approach which
considers the concentration ratios of the interfer-
ing elements.

The present work examines the simultaneous
determination of As(III), Se(IV), Cu(II), Pb(II),
Cd(II) and Zn(II) by differential pulse cathodic

� Work presented at the 49th ISE Meeting, Kitakyushu,
Japan, September 13–18, 1998.
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(DPCSV) and anodic (DPASV) stripping voltam-
metry in environmental matrices like estuarine
and river sediments.

The above mentioned elements, frequently
simultaneously present in matrices of this type
and in the supporting electrolyte commonly used
for the voltammetric measurements, interfere with
one another [11–16]. For this reason a new
speedy, precise and accurate method for their
simultaneous determination is proposed and ap-
plied also in the case of very high element concen-
tration ratios, employing the standard addition
method.

2. Experimental

2.1. Apparatus

Voltammetric measurements were carried out
with an AMEL (Milan, Italy) Model 433 Multi-
polarograph, employing a stationary mercury
electrode as working electrode, while an Ag/AgCl,
KCl satd. electrode and a platinum wire were
used as reference and auxiliary electrode,
respectively.

The voltammetric cell was kept at 20.090.5°C.
The solutions were deaerated with pure nitro-

gen for 15 min prior to the measurements, while a
nitrogen blanket was maintained above the solu-
tion during the analysis. The solutions were deaer-
ated for 2 min after each standard addition.

2.2. Reagents and reference solutions

All solutions were prepared with deionized wa-
ter (Millipore, Milli Q), and all reagents were
‘suprapure’ grade.

Ammonia–ammonium chloride buffer solution
(pH 9.3) was prepared by mixing an appropriate
amount of hydrochloric acid and ammonia
solution.

Aqueous stock solutions of As(III), Se(IV),
Cu(II), Pb(II), Cd(II) and Zn(II) were prepared
by dilution of the respective standard 1000 mg l−1

solutions (BDH, UK).
The Teflon voltammetric cell was rinsed every

day with suprapure concentrated nitric acid to
minimise potential contamination.

The following standard reference materials were
chosen for the analyses: Estuarine Sediment BCR-
CRM 277 and River Sediment BCR-CRM 320.

2.3. Sample preparation

For the voltammetric measurements, Estuarine
Sediment BCR-CRM 277 and River Sediment
BCR-CRM 320 were mineralised as follows.

Approximately 0.5–0.8 g of sediment, accu-
rately weighed in a Pyrex digestion tube calibrated
at 25 and 50 ml were dissolved in 4 ml of 37% (m
m−1) hydrochloric acid, and 5 ml of 69% (m
m−1) nitric acid were successively added. The
tube was inserted in the cold home-made block
digester, the temperature of which was gradually
raised through a heating plate up to 130–150°C,
maintaining the temperature constant until the
red nitrous fumes stopped. After cooling 3 ml of
60% (m m−1) perchloric acid were added, raising
the temperature again up to 130–150°C. The so-
lution was slowly boiled, evaporated almost to
dryness and, after cooling, the soluble salts were
dissolved in 250 ml of ammonia–ammonium
chloride buffer solution (pH 9.3). Finally, the
solutions so obtained were analysed by voltam-
metric technique.

The same procedure was employed for the min-
eralization of sediments sampled in the Goro Bay
zone.

3. Results and discussion

3.1. Influence of pH on ip

At first, the analytical procedure has been set
up using the aqueous reference solutions in order
to optimise all the analytical parameters like sen-
sitivity, detection limit, precision and accuracy,
and successively verifying the validity of the
method by means of the standard reference mate-
rials. The experimental conditions of the voltam-
metric analytical procedure and the experimental
peak potentials are reported in Table 1. All the
parameters were chosen in order to optimise the
instrumental signal.
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The solution pH affects the peak height of each
element; the pH versus ip behaviours of As(III),
Se(IV) employing DPCSV (Fig. 1a), and Cu(II),
Pb(II), Cd(II), Zn(II) employing DPASV (Fig. 1b)
show that the best pH value compromise for all
the elements is 9.3, since the peak currents, for all
the elements, are generally higher at this pH
value.

Aqueous reference solutions were used to deter-
mine the analytical calibration functions for all
the elements by differential pulse cathodic and
anodic stripping voltammetry (Tables 2 and 3). In
all cases, the correlation coefficients are good
(r\0.9990), while the precision of the method,
expressed as residual standard deviation, was
found to be satisfactory (srB5%). Tables 2 and 3
report also the detection limits for each element.

Once calculated the analytical calibration func-
tions of each element, the problem of simulta-
neously determining the metals has been
considered.

Fig. 1. Behaviours (ip vs pH) in ammonia–ammonium chlo-
ride buffer as supporting electrolyte. (a) As(III) (curve 1) and
Se(IV) (curve 2). Voltammetric technique: DPCSV. (b) Cd(II)
(curve 1), Zn(II) (curve 2), Cu(II) (curve 3) and Pb(II) (curve
4). Voltammetric technique: DPASV. c=2.3×10−7 M for all
the elements. Experimental conditions are given in Table 1.

Table 1
Experimental conditions for the determination of As(III)–
Se(IV) and Cu(II)–Pb(II)–Cd(II)–Zn(II) by differential pulse
cathodic (DPCSV) and anodic stripping voltammetry
(DPASV)a,b

As(III)–Se(IV) Cu(II)–Pb(II)–Cd(II)–Zn(II)
(DPCSV) (DPASV)

−1.100 −1.250Ed

−1.650Ef −0.200
210 120td

10 10tr

1010dE/dt
50 50DE

0.065t 0.065
0.250 0.250n

600r 600

a Supporting electrolyte: ammonia–ammonium chloride
buffer (pH 9.3).

b Ed, deposition potential (V/Ag, AgCl, KCl sat.); Ef, final
potential (V/Ag, AgCl, KCl sat.); td, deposition time (s); tr,
delay time before the potential sweep (s); dE/dt, potential scan
rate (mV s−1); DE, amplitude of pulse superposed (mV); t,
pulse duration (s); n, pulse repetition (s); r, stirring rate
(r.p.m.). Experimental peak potentials (V/Ag, AgCl, KCl sat.):
−1.32390.005[As(III)], −1.41590.010 [Se(IV)], −0.4699
0.010 [Cu(II)], −0.59690.005 [Pb(II)], −0.75090.005
[Cd(II)], −1.03590.010 [Zn(II)].

3.2. Mono6ariate and bi6ariate analysis

The simultaneous determinations of As(III)–
Se(IV) and Cu(II)–Pb(II)–Cd(II)–Zn(II) were
studied in a wide range of concentration ratios, in
the concentration ranges corresponding to the
respective calibration functions.

The element concentration ratios, within which
each single element could be determined without
mutual interferences, were investigated. To a
fixed, but very small, concentration of the element
of interest, standard additions of the interfering
element were added in such a way as to change
their concentration ratios.
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The peak current values of the elements in the
various mixtures were compared to those calcu-
lated by using the respective calibration curves.

The errors of these data, relevant to the
As(III)–Se(IV), Cu(II)–Pb(II) and Pb(II)–Cd(II)
couples, as a function of the concentration ratios
are shown in the curves of Fig. 2a and b. It is
apparent that, at the confidence level of 95%, the
determination of the metals is possible, within a
maximum random error of 5%, in the following
concentration ratio ranges: 55:1\cAs:cSe\1:49,
58:1\cCu:cPb\1:62, 69:1\cPb:cCd:1:77.

The experimental data were also confirmed by
monovariate and bivariate statistical analysis [17–
19]. Mono- and bivariate analyses permitted reli-
able decision on the presence or not of
interferences: in monovariate analysis the interfer-
ence from the second element is neglected; it is
considered, however, in bivariate analysis. In fact,
the interference is excluded, as in the present
work, according to the model relevant to the
bivariate analysis (Tables 2 and 3), when the
slopes of the calibration function of a given ele-
ment in the mixture are found to be equal to that
observed in the absence of the other element, and,
particularly, when the second term of the model
of the analytical calibration function related to
the interfering element is negligible.

The same Tables 2 and 3 report also the detec-
tion limits, the precision, expressed as the residual
standard deviation sr, and the accuracy, expressed
as the relative error e.

In the supporting electrolyte employed, the de-
termination of Zn(II) did not show interference
problems. In fact the peak of Zn(II) is well sepa-
rated from that of Cd(II) (DEp Zn–Cd=285 mV).
For this reason the Zn(II) determination was car-
ried out using its analytical calibration function
(Table 3).

4. Usefulness of standard addition method in the
case of mutual interferences

However, the interesting aspect of the work is
evidently the possibility of determining, in the
mixture, the metal having the lower concentration
and an unfavourable concentration ratio as to the
neighbouring element. In such a case the standard
addition method permitted the extension of the
analysis beyond the concentration ratio intervals
within which the mutual interferences did not
exceed the accepted error level of 5%.

In this situation, bringing the concentration
ratio within the interval valid for mono- and

Table 2
Analytical calibration functionsa and relative mono and bivariate analysis (differential pulse cathodic stripping voltammetry,
DPCSV)

Calibration functions of the Monovariate analysis* Bivariate analysis*
single element

ip= (0.0290.02)+(5.7790.09)As(III) ip= (0.0190.02)+(5.5290.10) ip= (0.0190.01)+(6.0190.10)×106cAs

×106c×106c + (4.990.1)×10cSe

r=0.9989 sr=2.5% e=−4.3%e r=0.9988 sr=3.9% e=+4.2%r=0.9990b sr=2.7%c

D.L.=1.81×10−9 MD.L.=1.73×10−9 Md D.L.=1.66×10−9 M

ip= (0.0190.02)+(2.6990.08)Se(IV) ip= (0.0290.02)+(2.5890.08)×106cSeip= (0.0290.03)+(2.5590.09)
×106c + (6.990.3)×10cAs×106c

r=0.9991 sr=3.1% r=0.9992 sr=3.7% e=−5.2% r=0.9989 sr=4.3% e=−4.1%
D.L.=3.72×10−9 M D.L.=3.92×10−9 M D.L.=3.88×10−9 M

a The errors correspond to a probability of 95%; ip=peak current (mA); c=concentration of the electroactive species (M).
b r=correlation coefficient.
c sr=mean standard residual deviation.
d Limit of detection (D.L.) is expressed according to IUPAC [22] and corresponds to a probability of 99% [23].
e Relative error.
* In monovariate analysis interferences from neighbouring elements are neglected; it is considered, however, in bivariate analysis

[17–19].



C. Locatelli, G. Torsi / Talanta 50 (1999) 1079–1088 1083

Table 3
Analytical calibration functionsa and relative mono and bivariate analysis (differential pulse anodic stripping voltammetry, DPASV)

Calibration functions of the single Monovariate analysis* Bivariate analysis*
element

Cu(II) ip= (0.0290.01)+(5.6990.10) ip= (0.0190.01)+(5.8790.13) ip= (0.0290.02)+(5.9590.11)×106cCu

+ (8.990.3)×10cPb×106c×106c

r=0.9990 sr=3.6% e=+3.2%e r=0.9989 sr=3.1% e=+4.6%r=0.9988b sr=4.0%c

D.L.=1.70×10−9 MD.L.=1.76×10−9 Md D.L.=1.68×10−9 M

Pb(II) ip= (0.0290.02)+(2.7290.09)ip= (0.0190.02)+(2.6390.08) ip= (0.0190.02)+(2.5090.09)×106cPb

×106c ×106c + (6.590.2)×10cCu

r=0.9990 sr=2.4% r=0.9991 sr=2.5% e=+3.4% r=0.9993 sr=2.8% e=−4.9%
D.L.=3.68×10−9 MD.L.=3.80×10−9 M D.L.=4.00×10−9 M

ip= (0.0290.03)+(2.4990.11)×106cPb

+ (7.790.1)×10cCd

r=0.9991 sr=3.8% e=−5.3%
D.L.=4.02×10−9 M

ip= (0.0290.03)+(3.2190.07)Cd(II) ip= (0.0190.02)+(3.0890.08) ip= (0.0290.02)+(3.3590.12)×107cCd

+ (5.990.3)×10cPb×107c×107c

r=0.9992 sr=2.3% e=−4.0% r=0.9995 sr=1.8% e=+4.4%r=0.9994 sr=2.0%
D.L.=0.32×10−9 M D.L.=0.30×10−9 MD.L.=0.31×10−9 M

ip= (0.0190.02)+(7.6990.09) – –Zn(II)
×106c

r=0.9988 sr=3.9%
D.L.=1.30×10−9 M

a The errors correspond to a probability of 95%; ip=peak current (mA); c=concentration of the electroactive species (M).
b r=correlation coefficient.
c sr=mean standard residual deviation.
d Limit of detection (D.L.) is expressed according to IUPAC [22] and corresponds to a probability of 99% [23].
e Relative error.
* In monovariate analysis interferences from neighbouring elements are neglected; it is considered, however, in bivariate analysis

[17–19].

bivariate analysis by adding the standard solution
of the metal with the lower concentration was
enough to allow the determination of the metal
itself. In fact, the peak current versus concentra-
tion plot of the element having the lower concen-
tration in the mixture was non-linear after the
initial standard additions, owing to the peak over-
lappings; linearity was, however, attained as soon
as the concentration ratio of the metals was
within the validity range of mono- and bivariate
analysis. The extrapolation of the linear portion
of the curve permitted the evaluation of the con-
centration of the element present at the lower
concentration. Fig. 3a and b shows as examples
the As(III) and Pb(II) determinations in the pres-

ence of a large excess of Se(IV) and Cu(II),
respectively.

The As(III) (2.3×10−8 M) and Pb(II) (1.2×
10−8 M) concentrations were increased by stan-
dard addition of the same metals. The ip versus
concentration behaviours were non linear as
long as the concentration ratios were higher
than the non interference values previously re-
ported (cSe:cAs=49; cCu:cPb=58), becoming linear
for lower concentration ratio values. So applying
the procedure described above, and statistically
evaluating the limit within which linearity pre-
vails according to the method of Liteanu et al.
[20] using the t-test criterion (probability of
99%), the metal concentrations were easily deter-
mined.
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4.1. Application of the method to the standard
reference materials

The experimental conditions for determining the
metals in Estuarine Sediment BCR-CRM 277 and
River Sediment BCR-CRM 320 were identical
with those employed in the case of the aqueous
reference solution (Table 1).

Table 4 shows the slopes and merits of the

analytical calibration functions calculated in the
standard reference materials for all the elements:
the slope comparisons with those determined
in the aqueous reference solutions (Tables 2 and
3) emphasise that, in all cases, no matrix interfer-
ences were present, not having the analytical sensi-
tivities differences at 5% error level, considering
such a value reasonably within the experimental
errors.

Fig. 2. (a) Relationship between the metal concentration ratios As(III)/Se(IV) and the relative errors in the determination of the
element present at the lowest concentration. Supporting electrolyte: ammonia–ammonium chloride buffer pH 9.3. Voltammetric
technique: DPCSV. (b) Relationship between the metal concentration ratios Pb(II)/Cu(I) and Pb(II)/Cd(II) and the relative errors
in the determination of the element present at the lowest concentration. Supporting electrolyte: ammonia–ammonium chloride
buffer pH 9.3. Voltammetric technique: DPASV.
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Fig. 3. (a) Differential pulse cathodic (DPCSV) stripping
voltammetric determination of As(III) in ammonia–ammo-
nium chloride buffer pH 9.3 by standard addition method in
the presence of Se(IV) excess. Concentrations: cSe=1.8×
10−6 M; cAs=2.3×10−8 M; cSe:cAs=78.3. (b) Differential
pulse anodic (DPASV) stripping voltammetric determination
of Pb(II) in ammonia–ammonium chloride buffer pH 9.3 by
standard addition method in the presence of Cu(II) excess.
Concentrations: cCu=8.3×10−7 M; cPb=1.2×10−8 M;
cCu:cPb=69.2. Experimental conditions are given in Table 1.

47.3:2.04=23.2 (concentration expressed in mg
kg−1) with molar concentration ratio equal to
24.5, then less than the interference limit cAs:cSe=
57.

The analytical results are listed in Table 5.
The case of River Sediment BCR-CRM 320,

where the concentration ratio cAs:cSe is
76.7:0.214=358.4 (concentration expressed in mg
kg−1) with a molar concentration ratio equal to
376.5, shows a very strong interference. However,
also in this case, the simultaneous determination
of the two elements is equally obtained, with
acceptable accuracy.

The element with the higher concentration,
As(III), was calculated by its analytical calibration
function, while the element with the lower concen-
tration, Se(IV), was determined employing the
standard addition procedure and the analytical
results are listed in Table 5.

In the case of Cu(II), Pb(II), Cd(II) Zn(II)
determinations, for both standard reference mate-
rials, the metal concentration ratios in the sample
digestion solution did not exceed the values of the
reciprocal interferences at the 5% error level re-
ported above: each element was so determined by
the respective analytical calibration functions, em-
ploying the standard addition method and the
analytical results are reported in Table 5.

The experimental data reported in Table 5 show
that the precision and the accuracy are good; in
fact, in all cases, the precision, expressed as rela-
tive standard deviation (sr), and the accuracy,
expressed as relative error (e), were less than 5%.

4.2. Application to the Goro Bay zone, Po ri6er
delta (Italy)

The analytical procedure, so set up on the
standard reference materials, was transferred to
real samples: the sediments sampled inside the Po
river delta in the ‘Goro Bay’ zone, a very impor-
tant area devoted to the fishing and breeding of
mussels and clams for food. Sampling have been
carried out in three positions: the internal, where
flows the Po river branch, the central and near the
connection with the Adriatic sea, in order to have
a sufficiently realistic situation of the ecosystem
pollution.

Furthermore, always on the standard reference
materials, the non-interference concentration ratio
intervals have been also evaluated by adding,
during the digestion procedure, the single metals;
their comparison with those calculated in the
aqueous reference solution shows no significant
differences, being 57:1\cAs:cSe\1:52, 60:1\
cCu:cPb\1:65, 68:1\cPb:cCd\1:74.

In the case of Estuarine Sediment BCR-CRM
277 As(III) and Se(IV) are simultaneously deter-
mined by the relevant analytical calibration func-
tions, in fact the concentration ratio cAs:cSe is
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The sediments were dried, powdered and
finally mineralised with the HNO3–HCl–HClO4

acidic mixture, following the same analytical
procedure employed in the case of the stan-
dard reference materials and previously re-
ported.

The results are listed in Table 6. These values, if
compared with those found in the sediments sam-
pled in different ecosystems [21] show to be, for
selenium and arsenic, of the same order of magni-
tude and in substantial agreement, but, on the
contrary, in the case of copper, lead, cadmium
and zinc, pollution seems general, uniform and in
same cases very high.

It can be concluded that, if the supporting
electrolyte is accurately chosen, voltammetry to-
gether with the standard addition method is cer-

tainly a valid analytical method (good selectivity
and, especially, sensitivity) for simultaneously de-
termining elements having very similar half-wave
potentials and, consequently, very strong interfer-
ence problems. Then the proposed procedure is
certainly suitable for metal determinations in mul-
ticomponent complex matrices like, for example,
all the environmental samples, since it does not
need enrichment steps or particular sample
treatments.
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Table 4
Analytical sensitivities (mA M−1) and merits of the analytical calibration functionsa in the standard reference materials

Estuarine Sediment BCR-CRM 277 River Sediment BCR-CRM 320 Analytical calibration function*

(5.9190.11)×106cAs(III) (5.9990.10)×106c (5.7790.09)×106c
r=0.9989b sr=4.1%c e=+2.4%e r=0.9991 sr=3.7% e=+3.8% r=0.9990 sr=2.7%
D.L.=1.69×10−9 Md D.L.=1.67×10−9 M D.L.=1.73×10−9 M

(2.8390.08)×106c (2.5790.10)×106cSe(IV) (2.6990.08)×106c
r=0.9991 sr=3.1%r=0.9990 sr=4.1% e=+5.2% r=0.9989 sr=4.0% e=−4.5%
D.L.=3.72×10−9 MD.L.=3.53×10−9 M D.L.=3.89×10−9 M

(5.4590.12)×106c(5.4890.09)×106c (5.6990.10)×106cCu(II)
r=0.9988 sr=4.0%r=0.9991 sr=3.8% e=−3.7% r=0.9988 sr=4.1% e=−4.2%

D.L.=1.82×10−9 M D.L.=2.22×10−9 M D.L.=1.76×10−9 M

(2.7590.09)×106c(2.4990.10)×106c (2.6390.08)×106cPb(II)
r=0.9990 sr=2.8% e=−5.3% r=0.9988 sr=3.2% e=+4.6% r=0.9991 sr=2.4%
D.L.=4.02×10−9 M D.L.=3.64×10−9 M D.L.=3.80×10−9 M

(3.3590.11)×107cCd(II) (3.3990.12)×107c (3.2190.07)×107c
r=0.9993 sr=1.5% e=+4.4% r=0.9994 sr=1.7% e=+5.6% r=0.9994 sr=2.0%
D.L.=0.30×10−9 M D.L.=0.29×10−9 M D.L.=0.31×10−9 M

(7.6990.09)×106c(7.3790.11)×106c(7.4290.13)×106cZn(II)
r=0.9988 sr=3.6% e=−3.5% r=0.9990 sr=3.1% e=−4.2% r=0.9988 sr=3.9%
D.L.=1.35×10−9 M D.L.=1.36×10−9 M D.L.=1.30×10−9 M

a The errors correspond to a probability of 95%; ip=peak current (mA); c=concentration of the electroactive species (M).
b r=correlation coefficient.
c sr=mean standard residual deviation.
d Limit of detection (D.L.) is expressed according to IUPAC [22] and corresponds to a probability of 99% [23].
e Relative error.
* In monovariate analysis interferences from neighbouring elements are neglected; it is considered, however, in bivariate analysis

[17–19].
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Table 5
Analytical results obtained in the standard reference materials*

Element Estuarine Sediment BCR-CRM 277 River Sediment BCR-CRM 320

47.391.6Certified (mg kg−1) 76.793.4As(III)
49.692.5 79.392.8Determined (mg kg−1)
+4.9e (%)** +3.4

sr (%)** 3.7 2.8

2.0490.18Se(IV) 0.21490.034Certified (mg kg−1)
Determined (mg kg−1) 2.1390.19 0.22390.021

+4.4 +4.2e (%)
3.1 3.9sr (%)

Cu(II) Certified (mg kg−1) 101.791.6 44.191.0
106.995.3Determined (mg kg−1) 43.091.9
+5.1er (%) −2.5

4.7 2.3sr (%)

14693Pb(II) 42.391.6Certified (mg kg−1)
Determined (mg kg−1) 14995 40.192.8

+2.1e (%) −5.2
sr (%) 2.9 4.6

Cd(II) Certified (mg kg−1) 11.990.4 0.53390.026
11.690.4Determined (mg kg−1) 0.52390.013

e (%) −2.5 −1.9
2.7 3.0sr (%)

547912Zn(II) 14293Certified (mg kg−1)
Determined (mg kg−1) 569925 14998

+4.0 +4.9e (%)
3.2 4.1sr (%)

* Number of samples, 5.
** e, relative error; sr, relative standard deviation.

Table 6
Determination of As(III), Se(IV), Cu(II), Pb(II), Cd(II) and Zn(II) in the superficial sediments (0–10 cm), sampled in the Goro Bay
(Ferrara, Italy)*

October, 1997Sampling time April, 1997

B CSampling site A B C A

47.890.459.790.5 20.590.5As(III) 21.290.255.290.3 41.790.5
sr=4.0% sr=4.2%sr=3.5% sr=2.8% sr=3.8%sr=1.9%
1.4790.07 1.6390.10Se(IV) 0.6990.07 0.7590.08 0.4990.09 1.0390.06

sr=3.1%sr=2.7% sr=4.7%sr=3.5%sr=2.7% sr=3.4%
45.292.6 74.894.4 65.993.1Cu(II) 58.892.666.392.1 53.891.8

sr=4.7%sr=1.8sr=3.2%sr=2.8%sr=3.1% sr=4.5%
15.690.9 51.392.1 35.491.8 28.391.5Pb(II) 45.491.1 36.791.6

sr=3.7% sr=4.9sr=4.3%sr=4.2%sr=5.1% sr=3.8%
0.60990.023 0.43590.032Cd(II) 0.51690.015 0.31190.037 0.12390.010 0.16990.019

sr=3.5sr=4.7%sr=3.9%sr=4.6%sr=3.8% sr=4.3%
443.5921.2 438.3919.6Zn(II) 365.2915.3 429.0916.7 269.4911.2 296.8916.9
sr=5.0% sr=3.4%sr=2.7% sr=4.0% sr=3.7% sr=4.9%

* Concentration, mg kg−1. The residual standard deviation sr is determined on five independent measurements. Sampling site: A
(internal), B (central), C (near the connection with Adriatic sea)..
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Abstract

Methyl-5-benzoyl-2-benzimidazole carbamate (mebendazole) is a drug used as an anthelmintic. A high performance
liquid chromatography method has been developed in this study to determine mebendazole and its degradation
product in the pharmaceutical dosage forms (tablets and suspension). The expected major degradation product of
mebendazole in the dosage forms has been prepared, and identified as 2-amino-5-benzoylbenzimidazole. The
proposed HPLC assay was found to be selective, accurate (% recoveries were in the range of 99.9–100.9) for both,
mebendazole and the degradation product, repeatable and reproducible (replicate measurements for short and long
term measurements showed % RSD of 51.4). The methodology could be considered as a stability indicating method
for mebendazole in pharmaceutical dosage forms. © 1999 Elsevier Science B.V. All rights reserved.

Keywords: Mebendazole; HPLC; Degradation; Pharmaceutical dosage forms
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1. Introduction

Methyl-5-benzoyl-2-benzimidazole carbamate
(mebendazole) is used as an anthelmintic. The
drug is known to act through the irreversible
inhibition of glucose uptake in the parasite, lead-
ing to the depletion of glycogen store. This results
in a decrease in adenosine triphosphate activity.

Only 5–10% of the ingested drug are absorbed
from the human gastrointestinal tract. The drug is
known to be dysmorphonegic in experimental ani-
mals [1]. Mebendazole starting material and tablet
dosage forms are both included in the USP 23
monographs [2], while the oral suspension is listed
in the second supplement [3] of USP 23 (Scheme
1).

Different analytical methods are reported in
literature for the assay of mebendazole in dosage
forms and in biological fluids. High performance

* Corresponding author. Tel.: +966-3-860-2611; fax: +
966-3-860-4277.

E-mail address: amjaber@kfupm.edu.sa (A.M.Y. Jaber)
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Scheme 1. Mebendazole.

its major degradation products in the pharmaceu-
tical formulations has been investigated in this
study by using HPLC technique with UV
detection.

2. Experimental

2.1. Materials

Mebendazole USP grade supplied by the Jorda-
nian Pharmaceutical Manufacturing Co., Jordan,
JPM, was used. Mebendazole dosage forms (ben-
dazole, the JPM brand name for mebendazole)
manufactured by JPM was also used. All the
matrix ingredients were of pharmaceutical grade,
and all other chemical reagents used were of
HPLC grade from Merck.

2.2. Instrumentation

A Beckman Gold system liquid chromatograph,
equipped with a 116 pump, a Rheodyne 7010
injection valve (20 ml loop size) and a l66 UV
spectrophotometric detector set at 290 nm, was
used for the HPLC studies. A Perkin-Elmer 16F
PC FT-IR spectrophotometer, a JEOL JNM-
LA500 ET NMR system, and a JEOL JMS-XX
100 mass spectrometer were used for the identifi-
cation of the degradation product.

2.3. Standard, sample, and matrix solutions

Mebendazole stock solutions of 1 mg ml−1

were prepared in 0.1 M methanolic hydrochloric
acid. Standard solutions were freshly prepared
from the stock solution by dilution with mobile
phase.

Sample solutions of bendazole tablets were pre-
pared from 20 tablets, which were finely powdered
and well mixed. A bendazole quantity equivalent
to 100 mg of mebendazole was weighed and dis-
solved in 100 ml of 0.1 M methanolic hydrochlo-
ric acid, shaken for 15 min and centrifuged. Five
ml of this solution were diluted to 50 ml with
mobile phase.

Sample solutions of bendazole suspension were
prepared by dissolving a volume equivalent to 100

liquid chromatography [4–9] has been extensively
used for the determination of mebendazole in
various drug formulations and biological fluids
such as whole blood, plasma and serum. Other
methods have also been used, such as infrared
spectroscopy [10], proton NMR [11], differential
pulse polarography [12], mass spectrometry
[13], fluorescence [14,15] and phosphorescence
[16] spectrophotometry. The assay of mebenda-
zole is made by a potentiometric titration in
the European Pharmacopoeia [17], by spec-
trophotometric measurement in the UV region
for
the oral suspension in the USP 23 [2], and by
HPLC for the tablets formulation in the USP 23
[18]. Most of these methods deal with the de-
termination of the intact mebendazole mole-
cule. Very little attention has been directed to
identify the major degradation impurity in
the dosage formulations. However, HPLC
methods based on UV detection [19] at 254 nm
and coulometric detection [7] were utilized for
estimation of low levels of mebendazole and
its metabolites in human sera after an extrac-
tion procedure in which the sample was passed
through a Sep Pak C18 cartridge. Determin-
ation of mebendazole in combination with one of

Scheme 2. 2-Amino-5-benzoylbenzimidazole.
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mg of mebendazole in 100 ml of 0.1 M methanolic
hydrochloric acid, shaking for 10 min and
centrifuging for 15 min. Five mL of the super-
natant were diluted to 50 ml with the mobile
phase.

A solution of the matrix used for bendazole
tablets was prepared from the following compo-
nents: maize starch, colloidal anhydrous silica,
sunset yellow, peppermint flavor, povidone
K29-32, sodium starch glycollate, and magnesium
stearate. One hundred and thirty mg of this
preparation were dissolved and diluted the same
as the sample of bendazole tablets.

A solution of the matrix used for bendazole
suspension was prepared from the following mate-
rials: glycerol, sucrose, polysorbate 80, xanthan
gum, colloidal anhydrous silica, butyl hydroxy-
benzoate, propyl hydroxybenzoate, anhydrous cit-
ric acid, sodium citrate and banana flavor TR
6232. All these materials were suspended into
purified water. Ten ml of this matrix component
was dissolved and diluted to 50 ml the same as
above.

2.4. Preparation of the degradation product

Mebendazole raw material was dissolved in 1
M NaOH solution, heated to boiling under reflux
for 30 min, cooled and neutralized with 1 M
HNO3. The resulting solution was evaporated to
dryness and purified by recrystallization from an
ethanolic solution.

2.5. Preparation of solutions for selecti6ity studies

Samples of mebendazole standard (50 mg), ben-
dazole tablets (quantity equivalent to 100 mg
mebendazole), bendazole suspension (quantity
equivalent to 100 mg mebendazole), matrix used
for tablets (130 mg), or matrix used for suspen-
sion (10 ml), were treated separately with 10 ml
methanolic hydrochloric acid, and 5 ml of 1 M
NaOH, 5 ml of 1 M HCl or 5 ml of 3.3% H2O2.
The resultant solutions were refluxed for 30 min,
cooled and diluted to 100 ml with 0.1 M
methanolic hydrochloric acid. Five ml of the final
solution was diluted to 50 ml with the mobile
phase.

2.6. Chromatographic conditions

The chromatographic separation was carried
out using a stainless steel column (250×4.6 mm),
from WATERS, packed with 5 mm Spherisorb S5
ODS 1. The mobile phase was 0.05 M KH2PO4:
methanol: acetonitrile (5:3:2, v/v) at a flow-rate of
1 ml min−1. All measurements were made at
room temperature. Twenty ml of standard, sam-
ple, matrix and degradation product solutions
were injected into the chromatographic system.

3. Results and discussion

Preliminary HPLC runs for bendazole dosage
forms showed two chromatographic peaks, the

Fig. 1. A chromatogram for methyl-5-benzoyl-2-benzimidazole
carbamate (mebendazole) and its degradation product.
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Table 1
Linearity of calibration plots for methyl-5-benzoyl-2-benzimidazole carbamate (mebendazole) standards prepared in different matrices and diluted by the mobile phase

Intercept 95% Confidence 95% ConfidenceSlopeCorrelation LOD LOQConcentrationSolution
intervals of the (mg 100 ml−1)range coefficient intervals of the (mg 100 ml−1)

(mg 100 ml−1) slopeintercept

92.181 7.032 90.203 0.2430.9999 0.8100.4914–16Mebendazole stan-
dards in 0.1 M
methanolic HCl

92.608Mebendazole stan- 7.0984–16 90.241 0.288 0.9590.9998 1.055
dards in the matrix
used for tablets

0.927 93.400 4.817 90.3034–16 0.553Mebendazole stan- 1.8430.9993
dards in the matrix
used for suspen-
sion

90.00950 5.827 90.0762 0.00152 0.00504Degradation product 0.04–0.2 0.9999 0.00485
standards in
methanolic HCl

−0.0170 90.0105 6.079 90.0648 0.01240.04–0.2 0.02920.9994Degradation product
standards in the
matrix used for
suspension
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main one belongs to mebendazole and the other
appeared at the same retention time as that ob-
tained after alkaline treatment of mebendazole.
Thus, the other peak was attributed to the degra-
dation product (Fig. 1) mentioned above.

Various HPLC trials have been attempted to
determine mebendazole in the bendazole dosage
forms, together with its degradation product.
When a ratio of 5:3:2 (v/v) water:methanol:
acetonitrile was used as the mobile phase, the
tailing factor appeared to be high. A total of 0.05
M KH2PO4 was used in the aqueous portion of
the mobile phase which gave good resolution,
reliable retention times, low tailing factor (not
greater than 3.0), good column efficiencies (not
less than 3000 theoretical plates), good repeatabil-
ities (RSD of less than 2.0% for six replicates)

when applied to standard solutions. Also, good
resolution between the drug excipients, degrada-
tion product and mebendazole has been observed.
The spectrophotometric detector was set to 290
nm, since mebendazole and its degradation
product show a maximum absorbance at this
wavelength.

3.1. Identification of the degradation product

Infrared spectrum of the degradation product
showed a double peak at 3402 cm−1 which may
be assigned to a primary amine group rather than
the secondary amine group in mebendazole. The
peak at 2752 cm−1 in the mebendazole spectrum
assigned to a methyl group has disappeared in the
spectrum of the degradation product.

Table 2
Accuracy of HPLC determination of methyl-5-benzoyl-2-benzimidazole carbamate (mebendazole) and its degradation product in
synthetic solutions containing the matrix used for either tablets or suspension

Biasb (%)Material and matrix Recoverya (%)Quantity foundQuantity added
(mg 100 ml−1)(mg 100 ml−1)

4.1104.016Mebendazole in the matrix used for tablets 2.3102.3
8.032 0.48.062 100.4

10.097 100.6 0.610.04
12.048 12.223 101.5 1.5

15.998 99.5 0.516.064
Average % recovery –100.9
%RSD of recovery –1.1

Mebendazole in the matrix used for suspension 4.168 4.136 99.2 −0.8
8.336 8.420 101.0 1.0

1.2101.210.46310.420
100.412.457 0.412.048

16.672 16.355 98.1 −1.9
Average % recovery 100.0 –

1.3% RSD of recovery –

−2.50.043Degradation product in the matrix used for sus- 0.0419 97.5
pension

0.064 0.0637 99.5 −0.5
0.1130.112 1.0101.0

−1.398.70.146 0.144
0.195 0.200 102.7 2.7

Average % recovery 99.9 –
2.0%RSD of recovery –

a %Recovery=
sample response

standard response
×

conc. of standard

conc. of sample
×100

b %Bias=%recovery−100.
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NMR spectra for the degradation product of
mebendazole showed a disappearance of the peak
at 3.774 ppm indicating the loss of –OCH3 group.
The peak observed at 8.756 ppm was not present
in the spectrum of mebendazole; this peak may be
assigned to an –NH group or a change in the
environment of the secondary amine group in
mebendazole. C-13 NMR for the degradation
product indicated the presence of 12 unequivalent
carbon atoms.

Low resolution mass spectrometry showed that
the degradation product has a molar mass of 237.
However, high resolution mass spectrometry indi-
cated that a compound of molar mass 237.0987
exists in the degradation product, although some
other compounds may also exist, in a much lower
extension.

In conclusion, all the above evidences indicate
that the degradation product could be 2-amino-5-
benzoylbenzimidazole (Scheme 1). This com-
pound was reported to be one of the major
decomposition products when mebendazole is
heated [20] to about 235°C, and was among the
mebendazole metabolites separated from the hu-
man serum using Sep Pak C18 cartridge and
determined by HPLC [7,19] (Scheme 2). 2-Amino-

5-benzoyl benzimidazole was, also, one of three
mebendazole metabolites isolated from the bile of
rat [21]. Liver and kidney were found to contain
the highest levels of mebendazole metabolites [22],
however, the highest levels of parent compound
were found in fat. Mebendazole and its hydroxy
metabolites were eliminated within 5 days from
the muscle and skin whereas mebendazole amino
metabolite was still detectable on day 14 following
the end of the treatment period. Consequently,
mebendazole aminometabolite should be taken as
a compound of interest in studying the toxicity or
the withdrawal time for mebendazole. Different
compendia are not taking this degradation
product into consideration thus, it may be benefi-
cial to have it listed in mebendazole monographs
and to take it into account when mebendazole is
assayed.

3.2. Selecti6ity

When the matrix used for tablets or suspension
was chromatographed, a complete absence of in-
terference effect was observed. The degradation in
sample solutions of mebendazole standards, ben-
dazole tablets and suspension, and the matrix

Table 3
HPLC response for freshly prepared and stored standard and synthetic methyl-5-benzoyl-2-benzimidazole carbamate (mebendazole)
solutions

Mebendazole addedMebendazole solutions Mebendazole found (mg 100 ml−1) Da (%)
(mg 100 ml−1)

Fresh solutions Stored solutions
(24 h)

2.04.0474.00 4.129Mebendazole in standard solutions
9.985 0.210.0010.00

16.00 16.201 15.960 1.5

−1.14.073Mebendazole in the matrix used for tablets 4.1174.00
1.09.946 9.84510.00
2.816.00 15.16215.591

4.168 −0.64.118Mebendazole in the matrix used for 4.143
suspension

10.54110.49810.420 −0.4
−0.716.46916.27816.672

a %D =
amount found (fresh)−amount found (stored)

amount found (fresh)
×100.
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used for both tablets and suspension was induced
by treating each of these products separately
with 1 M HCl, 1 M NaOH or 3.3% H2O2 solu-
tions (Section 2.5). The possibility of decomposi-
tion and interference from the degradation
products in the HPLC response was investigated
by chromatographing each of these sample
solutions. The matrix used for tablets or suspen-
sion did not show any HPLC response after a
treatment with any of the three reagents
and refluxing for 30 min. When HCl was used
no degradation of mebendazole was observed in
the standards nor in the bendazole tablets or
suspension and an almost 100% recovery was

observed. However, mebendazole in standard,
tablets or suspension solutions, was partially de-
graded after treatment with H2O2 (77.5% was
recovered for standards, 53.4% for tablets and
77.5% for suspension) and almost completely
after treatment with NaOH (about 0.3–0.5%
was recovered for standards, tablets or suspen-
sion).

Moreover, degradation experiments in 0.1 M
NaOH as a function of the degradation time
showed that another chromatographic peak, dif-
ferent from that of mebendazole, has appeared
and showed an increase with time, whereas the
peak of mebendazole decreased with time.

Table 4
Repeatability and reproducibly of the HPLC response for methyl-5-benzoyl-2-benzimidazole carbamate (mebendazole) in the matrix
used for suspension

Response (peak area)Mebendazole added (mg 100 ml−1) Recovery (%)Trial no.Analyst no.

10.361 51.0171 1 100.2
51.544 101.42 10.341

10.281 51.4873 101.9
10.460 50.907 99.04

55.932 101.25 10.136
101.251.81810.4206

– 100.8Average % recovery – –
– 1.0% RSD – –

10.340 50.823Standard –

10.062 100.449.62012
10.241 50.907 101.22

51.018 99.33 10.281
10.182 49.3964 98.7
10.122 50.569 101.75
10.102 50.7786 102.3

100.6–––Average % recovery
– –% RSD – 1.4

10.340 50.823Standard –

10.080 101.31 50.6703
51.109 101.92 10.102

100.951.29910.2413
10.281 51.1284 100.2

9.396 49.8425 100.9
100.951.63310.3216

– –Average % recovery – 101.0
0.6–––% RSD

50.617 –Standard 10.202

– 100.8Overall % recovery – –
– –Overall % RSD 1.0–
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3.3. Assay of mebendazole and its degradation
products

3.3.1. Linearity of calibration plots
The calibration linearity was checked for a

series of mebendazole standards within a concen-
tration range of 4–16 mg mebendazole 100 ml−1.
Furthermore, the calibration linearity was also
checked for mebendazole standards prepared in
the matrix used for the tablets or that used for the
suspension (concentration range of 4–16 mg 100
ml−1) and for the degradation product prepared
in the matrix for the suspension formulation (con-
centration range of 0.04–0.2 mg 100 ml−1). In all
cases, the correlation coefficients for the calibra-
tion plots in all matrices studied were better than
0.999 (Table 1).

The confidence intervals for the slope and the
intercept have been estimated using the equations:
b9 tsb and a9 tsa respectively, where t-value is
taken at 95% confidence level and n−2 degrees of
freedom, b and a are the slope and the intercept
of the regression line, sb and sa are the standard
deviations of the slope and the intercept, respec-
tively [23]. The limit of detection, LOD, has been
calculated based on the definition that, it is the
analyte concentration giving a signal equal to the
blank signal (the values of the intercept of the
calibration line on the y-axis was used as an
estimate of the blank signal [23]), plus 3 S.D. of
the blank (the S.D. of the y-residuals on the
regression line was used as the S.D. of the blank
signal [23]). The limit of quantitation, LOQ, has
been calculated based on the same definition used
for LOD but using a value of 10 S.D. of the blank
[23] rather than a value of 3. The 95% confidence
intervals for the intercepts and the slopes of cali-
bration lines and both LOD and LOQ have been
calculated for the different calibration plots and
listed in Table 1.

3.3.2. Accuracy
Mebendazole and its degradation product al-

ready prepared in 0.1 M methanolic hydrochloric
acid and the mobile phase were diluted by the
matrix used for either the tablets or the suspen-
sion formulations to give certain nominal concen-
trations. The solutions were chromatographed

and the concentrations assessed with respect to a
10 mg mebendazole 100 ml−1 standard solution.
Table 2 shows the percentage recoveries, the bias,
and the percent relative standard deviations (%
RSD) for these measurements. It is obvious that
the average percentage recoveries are in the range
of 99.9–100.9, the bias is 52.7, and the % RSDs
are 52. Thus, the method of analysis is accurate
for both mebendazole and its degradation
product.

3.3.3. Stability of standard and synthetic
mebendazole solutions

Stability of mebendazole in standard solutions,
and in the matrix used for tablets and that used
for suspension, was investigated for certain
mebendazole concentrations (4, 10, and 16 mg
100 ml−1). After a storage of 24 h, the variations
of mebendazole concentration were in all cases
less than 3.0% (Table 3). This indicates that
mebendazole solutions (standards or synthetic
matrices) are stable within 24 h and can be used
without having any significant effect on the
results.

3.3.4. Repeatability and reproducibility
HPLC measurements were carried out by three

analysts over a day (tests made by each analyst)
or different days (tests made by the three analysts)
periods, thus the long and short term precisions
have been estimated. Table 4 represents precisions
for various mebendazole quantities prepared in a
synthetic matrix used for the suspension formula-
tion. It is obvious from Table 4, that the % RSDs
for the measurements made by each analyst and
for the overall measurements are 1.0, 1.4, 0.6 and
1.0, respectively. The % recoveries for the mea-
surements made by each analyst and the overall %
recovery are 100.8, 100.6, 101.0 and 100.8, respec-
tively. When the experiments were repeated for
mebendazole in a matrix used for tablets, better %
RSD and % recoveries were obtained.
The%RSD’s for the measurements made by each
analyst on mebendazole in the matrix used for
tablets and that for the overall measurements
were 0.9, 0.5, 0.4 and 0.6 respectively; however,
the corresponding % recoveries were 100.3, 99.8,
99.8 and 99.9, respectively. These results indicate
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that the method proposed for the determination
of mebendazole in the tablet and suspension for-
mulations is precise and accurate allowing the
major degradation product to be determined at
the same assay time.
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Abstract

A sensitive method is presented for the determination of the synthetic antioxidant butylated hydroxyanisole (BHA)
based on the dansylation process of the phenolic hydroxy group. The fluorescence developed can be measured directly
without previous extraction or chromatographic separation of the labelled fluorescent compound. It is shown the
effect of numerous experimental variables affecting the fluorescence intensity and the signal-to-noise ratio of the
dansyl derivative. The compound was determined over the range 0.05–5 mg ml−1, with a relative S.D. of 3.8% (300
ng ml−1) and a detection limit of 52 ng ml−1. The selectivity conferred by the dansylation reaction has permitted to
avoid the interference of normally accompanying antioxidants, such as butylated hydroxytoluene (BHT), due to steric
impediment. The stability of the DNS-derivative is well suited for the analysis of different foodstuffs. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Butylated hydroxyanisole (BHA); Dansyl chloride labelling; Food analysis; Fluorimetry
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1. Introduction

Butylated hydroxyanisole (BHA) is a synthetic
phenolic antioxidant which has been added to
foods for decades to retard the autooxidation of
lipids that leads to rancidity [1]. It is numbered as
E-320 in the International Food Codex and its
content in foods has been ruled in almost every
country [2].

With respect to the safety of this kind of com-
pounds, there are numerous studies suggesting
that BHA is a useful additive with a possible role
in cancer chemoprevention, inhibiting the induc-
tion of this disease by a wide variety of chemical
carcinogens and radiation at many target sites in
mice, rats, hamsters and man [3]. In other studies,
this food additive has been shown to induce gas-
trointestinal hyperplasia in rodent by an unknown
mechanism, while the relevance of this observa-
tion for human risk assessment is not clear [4,5].
For such a reason, the amount of these additives

* Corresponding author. Tel.: +34-958-243326.
E-mail address: mcruces@goliat.ugr.es (C. Cruces-Blanco)
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present in a particular food is limited. For exam-
ple, in United States, only 200 mg kg−1 in fats,
oils and chewing-gum and 50 mg kg−1 in break-
fast cereals or dehydrated soups are permitted.
So, antioxidants, either singly or in combination
needs analytical control based on sensitive and
selective methods.

In the literature, many UV absorption methods
are presented because they provide an excellent
way to quantify phenolic antioxidants [6,7] but
the lack of specificity in food analysis has pro-
moted the application of different methodologies,
such as partial least square models (PLS) [8] or
approaches as first, second or fourth derivative of
the absorption spectra [9,10], which have shown
to be very useful in many types of multicompo-
nent trace analysis [11–13].

Also, chromatography in all forms, such as
thin-layer [14], supercritical fluid [15], liquid [16–
18] and gas [19,20] have been previously applied.
Recently, a comparison between HPLC and capil-
lary electrophoresis demonstrated the excellent
resolution and efficiency of the latter [21]. Electro-
chemical methods have found few applications in
the determination of antioxidants [22,23].

Methods involving fluorescence spectrometry
have been widely applied to analytical problems
which require highly sensitive detection. The
availability of a number of fluorigenic reagents
capable of reacting with specific functional groups
of non or poorly fluorescent compounds has per-
mitted the development of analytical methods
which combine the sensitivity of fluorimetry with
the selectivity of a separation technique [24–26].
Due to the weak fluorescence of BHA, there is
only one fluorescence method for its determina-
tion [27] presenting very poor sensitivity and
selectivity.

5-Dimethylaminonaphthalene sulfonylchloride
(dansyl chloride, DNS-Cl) [28,29] is an important
and widely used fluorescence reagent, reacting
with amino, phenolic and active hydroxyl groups
under suitable experimental conditions. Many
studies concerning DNS-Cl have been carried out
in the literature [30–35].

The aim of this work was to demonstrate the
use of the potent fluorescent labelling reagent
DNS-Cl as an excellent tool to establish sensitive

and selective determination of analytes with weak
or no native fluorescence without further separa-
tion techniques. The only compound, frequently
found in foodstuffs accompanying BHA is BHT
and, due to a steric impediment, despite a pheno-
lic hydroxy group is also presented, makes the
dansylation reaction specific for BHA, so the
principal interference that normally appear in this
type of analysis, have demonstrated to be
avoided.

2. Experimental

2.1. Instruments and apparatus

Relative fluorescence intensity (R.F.I.) mea-
surements were carried out on a Perkin-Elmer
Model MPF-66, equipped with a xenon arc lamp
(150 W) and 1×1 cm path-length quartz cells.
The spectrofluorometer was operated in the com-
puter-controlled mode via the R-928 photomulti-
plier interfaced by a Perkin-Elmer Model 7600
Professional microcomputer and a printer PR
210. Instrumental control and data acquisition
were achieved by using the commercially available
Perkin-Elmer software (C-646-0280). When
fluorescence spectra were recorded, both slits
widths were set at 3 nm. To obtain the three
dimensional spectra and contour maps of the
corresponding fluorescence spectra, an Aminco
Bowman series 2 luminescence spectrometer
equipped with a continuos xenon lamp (150 W)
and a pulse lamp (7 W), and were recorded with a
personal computer. A GPIB (IEEE-488) interface
card for computer-instrument communication was
used.

Cell-compartment was thermostatically con-
trolled at 2590.5°C with a water bath circulator
(S-383 Fritigerm). An electric shaker (Selecta
model Vibromatic-384) with speed selection be-
tween 2 and 20 vib min−1 and automatic tempo-
rizator, was used for extraction procedures.

2.2. Reagents and solutions

BHA, BHT, ethyl paraben, sorbic acid,
biphenyl, benzoic acid, n-propylgallate, tartracine
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and DNS-Cl were supplied by Sigma (Madrid,
Spain), while amaranth was supplied by Aldrich
(Madrid, Spain) and sodium carbonate and bicar-
bonate were from Merck (Darmstadt, Germany).
All solvents were of analytical reagent grade
(Merck) and demineralized water was used
throughout the experiment.

Acetone stock solutions of BHA (1000 mg
ml−1) were prepared weekly and stored in glass-
stopped bottles at 4°C. Working standard solu-
tions were prepared daily from these stock
solutions by appropriate dilution.

The DNS-Cl solution (500 mg ml−1) was pre-
pared in dried acetone and kept into the refrigera-
tor until used. Working solutions of 250 mg ml−1

(9.3×10−4 M) were prepared every two days.
Sodium carbonate was prepared at a concentra-
tion 0.02 M in demineralized water.

2.3. Procedures

2.3.1. Labelling procedure
In a 10 ml volumetric flask, 300 ml of BHA in

acetone (1000 mg ml−1) was placed and taken to
final volume with 0.02 M sodium carbonate. Dif-
ferent volumes of this working solution were
placed in 15 ml test tubes to obtain final BHA
concentrations between 90 and 600 ng ml−1. 18
ml of a solution of dansyl chloride in acetone (250
mg ml−1) was added and the tubes were loosely
stopped and heated in a water-bath at 45°C. The
labelling time was 10 min. Then, the tubes were
allowed to cool to room temperature and a 3 ml
volume of cyclohexane was added and the tubes
were shaken for 1 min. Afterwards, the samples
were allowed for both layers to clearly separate.

2.3.2. Fluorescence measurements
The cyclohexane layer containing the BHA-

DNS derivative was measured at an excitation
wavelength of 341 nm with the emission
monochromator installed at 482 nm. A labelling
blank was prepared at the same time by reaction
with cyclohexane and DNS-Cl under the same
experimental conditions. The three dimensional
spectra and contour maps were obtained at emis-
sion 410–600 nm with an excitation between 250
and 428 nm and at a scanning speed of 2 nm s−1.

2.3.3. Procedure for commercial powdered soup
The samples of commercial dehydrated soup

(Sopistant-Consomé al jerez, Gallina Blanca,
Spain) were placed in a mortar and ground to a
fine mesh. A portion of 20–30 g of the resulting
powder was placed in a separatory funnel and
mixed with 25 ml of acetone and shaken vigor-
ously for 5 min. The solution was placed in an
ultrasonic bath for 5 min to favour the solubiliza-
tion of BHA in acetone and, afterwards, filtered
through a ground glass funnel No. 4 and taken to
a final volume of 10 ml with acetone in a volumet-
ric flask. Five mililitres of this solution were
placed in a 10 ml volumetric flask and taken to
the final volume with 0.04 M sodium carbonate,
so the final concentration of Na2C03 would be the
optimum 0.02 M. Then the procedure described
under Labelling procedure was carried out.

2.3.4. Procedure for chewing-gum
A commercial chewing-gum (Sportlife, Dul-

ciora, Spain) was analyzed. A portion of 5 g was
chopped and was placed in and 250 erlenmeyer
flask and 50 ml ethylacetate were added. The
mixture was shaken magnetically for 12 h and
afterwards introduced in a refrigerator for 2 h to
allow the polymer components which normally
accompany the analyte to precipitate. The mixture
was filtered in a Büchner funnel and after through
a ground glass funnel No. 4. An aliquot of 10 ml
was placed in a test tube and evaporated to
dryness with nitrogen and subsequently 10 ml
acetone was added to dissolve the residue. 5 ml of
this solution was placed in a 10 ml volumetric
flask and taken to final volume with 0.04 M
sodium carbonate, so the final concentration of
Na2CO3 would be the optimum 0.02 M. Then the
procedure described under Labelling procedure
was carried out.

3. Results and discussion

3.1. Fluorescence properties

An aqueous solution containing pure BHA was
measured, in order to determine its excitation and
emission wavelengths. As it is observed in Fig. 1,
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this compound shows a weak native fluorescence
at 368 nm when excited at 267 nm.

Dansyl chloride reacts with the phenolic group
of BHA to form a highly fluorescent derivative.
The mechanism of dansylation reaction may
be interpreted as shown in Scheme 1. BHA is
first hydrolyzed in an alkaline aqueous solution
to the corresponding phenolate which then
reacts with DNS-Cl at an interface to form a
fluorescent dansylated product which is ex-
tracted into an organic phase to avoid the inter-

ference of the highly fluorescent dansyl hydroxyde
formed.

The fluorescence spectra obtained for the
fluorophor, under the final experimental condi-
tions, are also shown in Fig. 1. As expected, a
considerable increase on the fluorescence intensity
was observed and, also, a marked batochromic
shift of both excitation and emission maxima (341
and 482 nm, respectively), was observed. Both
observations will be of great interest to increase
both sensitivity and selectivity of the analytical
determination.

Fig. 1. Excitation (a,a%) and emission (b,b%) of unlabelled (a,b) and labelled (a%,b%) [BHA]=2 mg ml−1, [DNS-Cl]=5 mg ml−1.

Scheme 1. The mechanism of dansylation reaction.
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Fig. 2. Three-dimensional spectra (a,a%) and the corresponding contour maps (b,b%) of DNS-Cl (a,b) and DNS-Cl-BHA (a%,b%).
[BHA]=300 ng ml−1; [DNS-Cl]=1.5 mg ml−1.

3.2. Optimization of the deri6atization reaction

3.2.1. Influence of pH and sol6ent
Because hydrochloric acid is released during the

dansylation reaction (see Scheme 1), buffering of
the solution is always required.

Dansylation of BHA was performed in acetone
with different concentrations of sodium carbonate
solution between 0.01 and 0.1 M. Using the above
procedure, the pH of the reaction mixture was
found to be 10. We chose pH 10 as the optimum
for dansylation because labelling of most phenols
has been found to be optimal at pH 9.5–10.5 [36].
In this connection, it is interesting to note that the
velocity of the dansylation process increases with
increasing pH, but the reaction is paralleled by an
increased hydrolytic rate of DNS-Cl into dansyl
sulphonic (see Scheme 1) which is strongly
fluorescent and hence seriously interferes in the
determination. The maximum fluorescence differ-
ences between the labelled compound and its cor-
responding blank was obtained with a 0.02 M

sodium carbonate solution, which was used
throughout the experimental work.

To check that the surplus DNS-Cl is hy-
drolyzed with transfer of the hydrolysis product
to the aqueous phase, a blank test was performed
without BHA and the three dimensional and cor-
responding contour maps are recorded and com-
pared (see Fig. 2).

Due to the fact that the labelling reagent has to
be dissolved in an organic solvent such as acetone,
the dansylation was performed in mixture
acetone–0.02 M sodium carbonate. To observe
the influence of other solvents in the reaction
medium, dilution with water, acetonitrile
and dimethylformamide (DMF) was carried
out. Very weak fluorescence was observed with
acetonitrile and DMF but a great increase
was observed when water was employed. The
increase in the fluorescence intensity when using
water may be attributed to lowering of the
fluorescence of the reagent and was used through-
out.
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Fig. 3. Influence of temperature and time on the dansylation
reaction of BHA. [BHA]=2 mg ml−1 and [DNS-Cl]=5 mg
ml−1.

3.2.3. Influence of temperature and time
Fig. 3 shows the influence of different tempera-

tures at reaction times in the dansylation reaction
of BHA. The curves were corrected for blank
fluorescence. When using a concentration of 2 mg
ml−1 BHA, maximum fluorescence develops
within 10 min at a 45°C.

At 30, 40 and 50°C, maxima are reached at 20
and 15 min, respectively, but the derivatives are
quite unstable. However, using a temperature of
45°C, the fluorescence intensity remains constant
between 1 and 15 min, choosing a 10 min reaction
time for BHA to be completely derivatized. These
temperatures and time periods are considerably
smaller than previously published for this kind of
derivatization reaction [37,38].

3.2.4. Choice of organic sol6ent and time for the
extraction procedure

As it is was indicated previously, the dansylated
derivative of BHA is to be extracted into an
organic solvent to avoid the interference of the
strongly fluorescent dansyl hydroxyde formed in
the dansylation reaction (see Scheme 1).

Different solvents such as benzene, cyclohex-
ane, hexane, toluene and chloroform were exam-
ined for the extraction of DNS-Cl-BHA. As it is
observed in Table 1, maximum fluorescence inten-
sity was observed with cyclohexane, which pre-
sents a zero dipolar moment and a very similar
dielectric constant as benzene, cyclohexane is
however very much more preferable because its
lower threshold limit value (TLV) related to
benzene.

It is observed from this study that solvents such
as chloroform with the highest solubility in water
gave worse results due to the higher blank signal

3.2.2. Influence of dansyl chloride concentration
The influence of the reagent concentration se-

lected for the recommended method was studied
by carrying out the fluorimetric procedure using 2
mg ml−1 of the drug and varying the reagent
concentration, hence different ratios reagent:
BHA were tested. In order to reduce the fluores-
cence of the blank to a minimum, but still guaran-
tee a quantitative derivatization, a 0.3–20-fold
molar excess of DNS-Cl was tested.

Changing the concentration of DNS-Cl over
this molar proportion, it was shown that a final
two-fold molar excess in the measured solution
was necessary for highest fluorescence intensity to
be obtained. The emission spectrum of the dansy-
lated product formed between DNS-Cl and BHA
at this molar proportion was measured at 5-min
intervals in the cyclohexane organic phase during
12 h. From the results obtained, no decrease in
the fluorescence intensity was observed, allowing
the measurement to be carried out in a wide time.

Table 1
Study of extraction solvent

Solvent m (25°C) o (25°C) Solubility in water Threshold limit values lexc (nm) lem (nm) R.F.I.
(20°C) (mg ml−1)

0Benzene 0.1802.27 34810 505 62
2.020Cyclohexane 934883433000.010

0.08 1.88Hexane 770.001 487342100
Toluene 5050.31 612.38 0.051 200 350

1.15 347 512 554.81 0.815Chloroform 25
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Table 2
Analytical figures of merita

SensitivityDetection Quantitation RelativeLinearityLinear range
(ng ml−1)(mg ml−1) (%)limitlimit S.D. (%)

(ng ml−1)(ng ml−1)
Curve 1 Curve 2 Curve 1 Curve 2 Curve 1 Curve 2 Curve 1 Curve 2

3 mg ml−1300 ng ml−1

0.05–0.5 1–5 1859 140174 97 98 3.8 2.7

a Curve 1. Slits 3/3 nm; Curve 2. Slits 2/2 nm.

because of interference from dansyl hydrox-
yde. As a results, for extraction of the der-
ivatives, cyclohexane was found to be most suit-
able.

Different shaking times (1–240 s) were proved
to observe differences in the relative fluorescence
intensity between labelled BHA and the
corresponding DNS-Cl blank. No differences
were observed when more than 30 s were em-
ployed, so an extraction time of 1 min was chosen
to assure the effectiveness of the extraction proce-
dure.

3.3. Analytical performance

The dependence of the signals for BHA on
the concentration was determined under the
optimum experimental and instrumental condi-
tions. Two analytical curves for standard
solutions containing different concentrations
of BHA from 1 to 5 mg ml−1 and from 100 to
500 ng ml−1 were obtained by plotting the R.F.I.
against the analyte concentration. The anal-
ytical figures of merit obtained, for the two
calibration curves, are summarised in Table 2.
The analytical characteristics of the proposed
method have been carried out by the model pro-
posed by Cuadros Rodrı́guez et al. [39] where the
precision of the method is obtained from the
calibration curve data and the detection limit
(a=0.05, b=0.05) has been calculated taken into
account false positive and false negative error,
according to the criterium of Clayton [40]. As
observed in Table 2, the precision of the method,
expressed as relative S.D. ranged from 2.7 to
3.8%.

3.4. Interference

Different substances commonly accompanying
the synthetic antioxidant BHA such as the antiox-
idants BHT (E-321), propyl gallate (E-310) and
ascorbic acid (E-300), preservatives such as sorbic
acid (E-200), biphenyl (E-230), benzoic acid (E-
210) and ethyl paraben (E-214) and colorants
such as tartrazine (E-102) and amaranth (E-123)
were tested in order to check their interference
with the BHA signals. Under the experimental
conditions described for the determination of
BHA and a concentration of 300 ng ml−1, a
concentration 100:1 (interferent:BHA) was the
maximum ratio tested.

The tolerance criteria was a S.D. of students t
plus the relative S.D. of 300 ng ml−1 BHA for
seven replicates. For the three acids analyzed,
negative signals were observed due to their acid
character that modifies the pH of the media. This
can be avoided controlling the pH and the max-
ima ratio tested was allowed. Ethyl paraben and
propyl gallate gave positive interferences, due to
the fact that dansylation reaction takes place with
these compounds but a proportion of 5:1 could be
present. No interference was observed from the
two colorants and from BHT.

The most important conclusions on the above
interference study are the results related to the
absence of interference in the determination of
BHA in presence of BHT, being a major problem
in their simultaneous determination, due to the
fact that similar chemical structures are present in
both compounds (see Scheme 2), as it is demon-
strated in the numerous publications related to
the determination of BHA in the presence of
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BHT. At first, a great interference from BHT on
the determination of BHA was expected as a result
of labelling reaction with dansyl chloride. On the
other hand, as can be observed in Fig. 4, the BHT
contour map shows no fluorescence at the same
wavelength maxima characteristics of dansylated
products, so it could be concluded that the reac-
tion does not take place. The reason to justify the
behaviour of BHT in presence of a labelling
reagent characterist of phenolic hydroxy groups is
that the dansylation reaction does not take place
because of a steric impediment between the substi-
tuyent of BHT and the big DNS-Cl molecule so a
selective determination of BHA in the presence of

BHT could be carried out, without need of any
separation step.

3.5. Determination of BHA in foodstuffs

The proposed method was applied to the deter-
mination of BHA in two foodstuffs that usually
contain BHA in presence of other additives, such
as dehydrated soup and chewing-gum; samples
were pre-treated as described under Section 2.3.

The composition of the dehydrated soup was:
maltodextrin, sugar, salt, yeast, meat extract,
gelatine, jerez wine, aromas, vegetable extracts,
flavour potential (621), colorant caramel and the
antioxidant BHA and for the chewing-gum: sor-
bitol, xilitol, aromas, the sweetener sacharin, col-
orant (E-171) and the antioxidant BHA were
present.

To verify the trueness of the proposed method
for the determination of BHA, a calibration
method standard additions (SAM) was performed
for both samples [39,41]. By using the standard
addition method, three calibration lines, standard
calibration (SC), Youden curve (YC) and standard
addition (AC) were carried out, for each sample.

The SC was obtained from the analytical signal
set for replicates of BHA standard solutions con-
taining 0, 100, 200, 300, 400 and 500 ng ml−1.
Solutions of pre-treated sample with a concentra-
tion of 160 mg ml−1 (for dehydrated soup) and 21
mg ml−1 (for chewing-gum), were prepared.

To establish the Youden curve, sample solutions
of 0.5, 1.0, and 1.5 mg ml−1 for both dehydrated
soup (YC1) and chewing-gum (YC2) were pre-
pared.

Finally, the standard addition curves (AC) were
constructed adding volumes of analyte to obtain
final concentrations of 0, 100, 200 and 300 ng
ml−1 to the same concentrations of sample solu-
tion, 333 mg ml−1 for dehydrated soup (AC1) and
42 mg ml−1 for chewing-gum (AC2), respectively.

The results are presented in Table 3. Also, the
parameters of five calibration curves are shown in
Table 4. t-Student test [42] shows that the three
slopes compared (bSC, bAC

1 , bAC
2 ) are not signifi-

cantly different (P-value of 0.92 and 0.88) for AC1

and AC2, respectively. This means that a propor-
tional systematic error does not exists, be-

Scheme 2. Chemical structures of BHA and BHT.

Fig. 4. Contour maps of reaction products of BHA (a) and
BHT (b) in presence of dansyl chloride. [BHA]= [BHT]=300
ng ml−1; [DNS-Cl]=1.5 mg ml−1.
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Table 3
Analytical signals obtained to establish standard calibration (SC), standard additons calibrations (AC1 and AC2), and Youden
calibration (YC1 and YC2)

Concentration of sampleConcentration of std analyteCalibration Analytical signal
solution added, mg ml−1solution added, ng ml−1

SC 00 19
0100 31

200 0 42
300 0 54

0400 66
0 76500

333AC1 360
100 333 46
200 333 55

333 71300

500YC1 520
10000 61

0 1500 69

AC2 0 84 19
84100 31

200 84 43
84 54300

YC2 0 500 44
10000 48
15000 54

Table 4
Parameters for SC, AC1, YC1, AC2, and YC2 calibrationsa

AC1 YC1 AC2SC YC2Parameter

4 3N 415 3
35 4419.6 21.2A 39

B 0.114 0.113 0.017 0.117 0.010
2.31 0.43.6 0.39S 0.46
0.992 0.999R 0.9990.999 0.98

a N, number of measurements used, A, intercept; B, slope; S, regression S.D.; R, correlation coefficient.

ing possible to determine the BHA content, in
these real samples, from the standard calibrations.

The content of BHA in the dehydrated soup
and in chewing-gum, obtained from the AC1 and
AC2 calibrations are 287 and 585 mg g−1,
respectively.

From this study, it may be concluded that the
BHA content, in this type of sample can be
determined directly by using the standard addi-
tion calibration method. In all cases, the Youden
blank must be eliminated from all measurements.

This rapid and sensitive fluorimetric method
may be suitable for the determination of BHA in
commercial products both in the absence and in
the presence of normally accompaning com-
pounds such as BHT or propyl gallate.
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Abstract

The effects on the absorbance signals obtained using HG–AAS of variations in concentrations of the reaction
medium (hydrochloric acid), the reducing agent [sodium tetrahydroborate(III); NaBH4], the pre-reducing agent
(L-cysteine), and the contact time (between L-cysteine and arsenic-containing solutions) for the arsines generated from
solutions of arsenite, arsenate, monomethylarsonic acid (MMA), and dimethylarsenic acid (DMA), have been
investigated to find a method for analysis of the four arsenic species in environmental samples. Signals were found
to be greatly enhanced in low acid concentration in both the absence (0.03–0.60 M HCl) and the presence of
L–cysteine (0.001–0.03 M HCl), however with L-cysteine present, higher signals were obtained. Total arsenic content
and speciation of DMA, As(III), MMA, and As(V) in mixtures containing the four arsenic species, as well as some
environmental samples have been obtained using the following conditions: (i) total arsenic: 0.01 M acid, 2% NaBH4,
5% L-cysteine, and contact timeB10 min; (ii) DMA: 1.0 M acid, 0.3–0.6% NaBH4, 4.0% L-cysteine, and contact time
B5 min; (iii) As(III): 4–6 M acid and 0.05% NaBH4 in the absence of L-cysteine; (iv) MMA: 4.0 M acid, 0.03%
NaBH4, 0.4% L-cysteine, and contact time of 30 min; (v) As(V): by difference. Detection limits (ppb) for analysis of
total arsenic, DMA, As(III), and MMA were found to be 1.1 (n=7), 0.5 (n=5), 0.6 (n=7), and 1.8 (n=4),
respectively. Good percentage recoveries (102–114%) of added spikes were obtained for all analyses. © 1999 Elsevier
Science B.V. All rights reserved.

Keywords: Arsenic; Arsenite; Arsenate; Monomethylarsonic acid; Dimethylarsenic acid; Speciation; L-cysteine; Hydride generation;
Selective reduction
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1. Introduction

Arsenic, which is potentially toxic to humans,
animals, and plants [1–4] and according to recent
reports [5–8] may be carcinogenic to humans,
occurs naturally in many chemical forms. Arsenic
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poisoning is a major public health problem, espe-
cially in countries such as Bangladesh, where the
soil is high in arsenic compounds and the well
water may contain as much as 300–4000 mg L−1

of arsenic [9].
The toxicity of arsenic varies widely, ranging

from highly hazardous inorganic arsenicals (ar-
sine, arsenite, and arsenate) to relatively harmless
organic species (monomethylarsonate and
dimethylarsenate) [10–14]. Indeed some organo-
arsenicals, such as arsenobetaine and arseno-
choline, are effectively non-toxic towards living
organisms [15]. Therefore, determination of total
arsenic content in a sample does not reflect the
level of hazard of the element actually present,
and it is increasingly important that the various
forms of arsenic be determined in biological and
environmental samples to provide a much clearer
view of the risk associated with exposure to ar-
senic in the environment. Reported arsenic con-
centrations in some parts of Australia range up to
36 000 mg kg−1 in surface soils and 300 mg kg−1

in ground water [16]; the current ANZECC/
NHMRC arsenic guideline for soil is 100 mg
kg−1, while the NHMRC drinking water guide-
line has recently been reduced from 50 to 7 mg/l
[16].

Speciation of arsenic in environmental samples
usually involves several steps including derivitiza-
tion, separation, and detection; hydride genera-
tion (HG), initially developed by Braman and
Foreback in 1973 [17], coupled to one of several
separation and detection systems has been found
to be one of the most common techniques used
for derivitization of arsenic. A number of detec-
tion systems have been used in arsenic analysis, of
which the most popular and preferred one in
terms of simplicity, sensitivity, precision, speed,
and cost is AAS.

Our aim in the work described here was to
develop a simple, rapid, and inexpensive tech-
nique for the speciation of the most commonly
occurring species in environmental samples, viz.
As(III), As(V), monomethylarsonic acid (MMA),
and dimethylarsenic acid (DMA) using hydride
generation–atomic adsorption spectrometry
(HG–AAS), i.e. a derivitization and detection
technique only, without the need for a separation

step such as HPLC and cryogenic trapping, which
we believe has caused many complications and
resulted in lengthy analytical techniques. To com-
pensate for the absence of a separation step in our
method, a selective–reduction concept is em-
ployed to generate hydrides of each arsenic
species.

Critical evaluation of the existing literature,
showed that some work has been done on the use
of HG–AAS for the speciation of arsenic [18–21],
and much of this work dealt with the use of
thiol-containing ligands, such as L-cysteine, L-
cystine, and thioglycerol, to obtain identical re-
sponse from all four arsenic species. These thiols
have been used as pre-reducing agents before the
addition of NaBH4, and have been shown to
enhance the arsine signals in low acid concentra-
tion and to reduce the effects of interferences
[20,22–24].

In this study, the effect of HCl as a reaction
medium on the arsine generation from the four
arsenic species has been investigated. Control of
the concentrations of the reaction medium (HCl),
of the reducing and hydride generating agent
(NaBH4), and of the pre-reducing agent (L-cys-
teine) when used, and the employment of HG–
AAS has resulted in methods for the analysis and
speciation of the four arsenic species in environ-
mental samples.

2. Experimental

2.1. Equipment

A Vapour Generation Accessory (VGA-76,
Varian) connected to an Atomic Absorption Spec-
trometer (Spectra 300, Varian) was used in this
study, and operated according to manufacturer’s
instructions; instrument parameters used are sum-
marised in Table 1. In this system, arsenic-con-
taining solutions were pumped into a mixer and
reacted with sodium tetrahydroborate(III) solu-
tion; generated arsines were swept to a gas–liquid
separator using nitrogen gas and then to a heated
T-shaped absorption cell.
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2.2. Reagents and solutions

2.2.1. General
All chemicals were of analytical-reagent grade

unless otherwise specified. All glassware was
soaked in 4 M HNO3 for a minimum of 12 h and
washed with distilled water and finally rinsed with
Milli-Q reagent water before use. All water used
was obtained from a Milli-Q reagent system (Mil-
lipore), resistivity 18 MV cm. L-cysteine (mini-
mum 98%, TLC) was obtained from Sigma (St.
Louis, MO), sodium tetrahydroborate(III) form
Merck and Alfa, As(III) atomic absorption stan-
dard solution (1 mg ml−1) and As(V) (As2O5,
99.999%) from Acros, MMA (disodium methy-
larsenate, 99%) from Chem Service, and DMA
(cacodylic acid, 98%) was obtained form Aldrich.
Various concentrations of NaBH4 solution sta-
bilised with NaOH were used; the concentration
of NaOH was maintained at 0.5% in experiments
where NaBH4 concentrations exceeded 0.6%.
While both reagents were kept at the same con-
centration when NaBH4 was used at concentra-
tion levels B0.6%.

2.2.2. Arsenic stock solutions
The arsenic stock solutions were prepared as

follows: 1000 ppm As(III): arsenic(III) atomic ab-
sorption standard solution (1 mg ml−1 As in 2%
potassium hydroxide).

1000 ppm As(V): 0.03835 g of arsenic(V) oxide
(As2O5) was dissolved in a minimum volume of
4.0 M NaOH, neutralised by a same volume of
4.0 M HCl, and the final volume was adjusted to
25 ml with Milli-Q water.

1000 ppm MMA: 0.09844 g of disodium methy-
larsenate (CH3AsO(ONa)2 · 6H2O) was dissolved
in 25 ml Milli-Q water.

1000 ppm DMA: 0.04699 g of cacodylic acid
(CH3)2AsO(OH) was dissolved in 25 ml of Milli-Q
water. Cacodylic acid is the commercial name for
DMA, the acronym used in this work.

The stock solutions of As(V), MMA, and
DMA were prepared monthly and stored in glass
volumetric flasks wrapped with aluminum foil and
kept refrigerated at 4°C to prevent any change in
speciation. The As(III) stock solution was also
kept refrigerated at 4°C. All arsenic solutions
were found to be stable under these conditions
when tested after 1 month.

2.3. Analytical procedures

Solutions were prepared as required by appro-
priate dilution of stock solutions and additions of
the required volumes of hydrochloric acid and
L-cysteine solutions to achieve the required con-
centrations. Solutions were then rapidly mixed.
When using L-cysteine, measurement of contact
time was commenced upon addition of L-cysteine
and stopped at the beginning of the analysis.
Throughout this study contact time refers to the
time that has been allowed for L-cysteine to react
with the arsenic-containing solutions before the
commencement of the introduction of solutions to
HG–AAS.

3. Results and discussion

To understand the role of NaBH4 as a reducing
and HG agent in the analysis of arsenic, the
following mechanism has been proposed [25,26]:

RnAs(O)(OH)3−n+H++BH4
−

�RnAs(OH)3−n+H2O+BH3 (1)

RnAs(OH)3−n+ (3−n)BH4
− + (3−n)H+

�RnAsH3−n+ (3−n)BH3+ (3−n)H2O (2)

Table 1
Operating conditions of the HG–AAS system

Instrument mode Absorbance

ConcentrationCalibration mode
IntegrationMeasurement mode

Slit width (nm) 0.5
NormalSlit height

Wavelength (nm) 193.7
Flame Air–acetylene

NormalSample introduction
Delay time (s) 40
Time constant 0.05

2.0Measurement time (s)
Replicates 3

OnBackground correction
7Sample flow rate (ml min(1)

NaBH4 flow rate (ml min(1) 1
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Table 2
Steps followed for the analysis of arsenic speciesa

NaBH4 concentration L-cysteine concentrationSteps Contact timeHCl concentration

CStep 1 0V NA
Step 2 C V 0 NA

VStep 3 C C C
V CC CStep 4

Step 5 CC C V

a V=varied; C=constant; 0=zero; NA=not applicable.

BH3+3H2O�H3BO3+3H2. (3)

While in the presence of L-cysteine the proposed
mechanism is shown below [23,25,27]:

2RSH+R*n AsO(OH)3−n

�RS–SR+R*n As(OH)3−n+H2O (4)

R*n As(OH)3−n+ (3−n) RSH

�R*n As(SR)3−n+2H2O (5)

R*n As(SR)3−n+ (3−n)BH4
−

�R*n AsH3−n+ (3−n)BH3+ (3−n)RS− (6)

BH3+3H2O�H3BO3+3H2. (7)

We have used these proposed mechanisms to de-
velop a method for the speciation of arsenic using
the steps shown in the Table 2.

3.1. Effect of HCl concentration when using 0.6%
NaBH4 solution in the absence of L–cysteine

The effect of using 0.001–9.6 M HCl on the
absorbance signals in the absence of L-cysteine is
shown in Fig. 1. The absorption signals of As(III),
MMA, and DMA sharply increase with increase in
acid concentration over a range of 0.01–0.10 M,
while the increase in the As(V) absorption signal is
much slower. Further increase in the acid concen-
tration results in:

(a) a sharp decrease in the DMA signal up to an
acid concentration of 1.0 M, then a slow decrease
to negligible values beyond 4.0 M,

(b) a broad maximum for MMA over an acid
concentration range of 0.2–1.0 M, and a slow
decrease thereafter to a negligible signal at 9.60 M,

(c) a slow increase in the As(III) signal up to an

acid concentration of 2.0 M and a very broad
plateau afterwards, and

(d) a much slower increase in the As(V) signal,
when compared to the As(III) signal, up to an acid
concentration of 4 M, and a broad plateau there-
after.Our results are similar to those obtained by
workers who used similar instrumentation and
analytical procedure. For example Anderson et al.
[18] and Hakala and Pyy [28] used a HG–AAS and
a HCl concentration of up to 5.0 M and reported
similar results. However, changes in experimental
conditions may cause major differences in results,
as shown in the work of Rude and Puchelt [19], who
used flow injection analysis (FIA)–HG–AAS and
HCl concentrations of up to 5.0 M, and found the
following:
1. at HCl concentration of \1.0 M, they obtained

an increasing response with a linear function
(r=0.995) for As(III) which disagrees with our
and the findings of others [18,20,29], in which
As(III) showed a constant response. This in-
creasing linear response is most probably
caused by incomplete generation of arsine,
which is due to the use of a low KBH4 concen-
tration (0.2%). As reported below, results ob-
tained by us when using low NaBH4

concentrations are similar to those of Rude and
Puchelt [19];

2. the low KBH4 concentration used by Rude and
Puchelt [34] yielded a negligible As(V) ab-
sorbance across the whole acid concentration
range;

3. MMA has an almost identical response to
DMA over the whole acid range (0.0–5.0 M)
covered by the study of Rude and Puchelt [19],
and both MMA and DMA showed a negligible
response in 2.0 M and higher HCl
concentrations.
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Further examination of Fig. 1, shows the
following:
1. the sharp increase in the absorption signals of

the arsenic species, especially As(III), MMA,
and DMA, with increase in the acid concentra-
tion over the low range (0.1–0.6 M), suggests
that an investigation into the use of higher
NaBH4 concentrations may be warranted to
determine whether this condition might in-
crease the signal of As(V) and produce identi-
cal responses from all four arsenic species and
thus enable the determination of total arsenic;

2. at low acid concentration (0.01–0.1 M), DMA
shows higher signals when compared to the
other three species. An investigation into the
use of NaBH4 concentrations seemed appro-
priate and suggested that a low acid and low
NaBH4 concentrations could result in a condi-

tion where all species signals, except that of
DMA, are reduced to negligible values, thus
leading to the speciation of DMA in the pres-
ence of the other three species,

3. the observation that the DMA and MMA
response signals decrease to negligible levels at
high HCl concentrations whilst As(III) and
As(V) essentially provide a constant positive
response prompted another investigation
where an As(III) speciation might be possible,
with the As(III) signal retained, by use of low
NaBH4 concentration at high acid
concentrations.

To address the above-mentioned points the effect
of NaBH4 concentration over the range 0.02–
2.0% when using low (0.005–0.1 M) and moder-
ate to high acid concentrations (2.0–8.0 M) has
been investigated.

Fig. 1. Effect of HCl concentration on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using 0.6%
NaBH4, in the absence of L-cysteine.
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Fig. 2. Effect of NaBH4 concentration on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using
0.06 M HCl (A) and 0.10 M HCl (B) in the absence of L-cysteine.

3.2. Effect of NaBH4 concentration in the
absence of L-cysteine

3.2.1. Use of low concentrations of HCl
The effect of using 0.1–2.0% NaBH4 and low

acid concentrations (0.06 and 0.1 M) on the ab-
sorption signals of the four arsenic species is
shown in Fig. 2. The use of NaBH4 concentra-
tions up to 2.0% failed to produce identical sig-
nals from the four arsenic species, and thus under
these conditions, determination of a total arsenic
signal is not possible. Further increase in NaBH4

concentrations up to 4.0% was found to cause
large instability in the signals, and could not be
used to check possible increases in signal re-
sponses. This instability may be caused by either
or both of the following two reasons:
1. it was observed that the preparation of NaBH4

solutions with concentrations \1.0% results
in cloudy solutions (an indication of undis-
solved particles) which settle down with time
and become clear. The settled particles tend to
dissolve when mixed with acid solution inside
reaction tubes, producing a non-homogeneous

reaction mixture with localised cells of NaBH4

concentrations thus causing the signal instabil-
ity. Filtering the solution, or leaving it to settle
and withdrawing clear portions partially re-
duced this instability;

2. The use of high concentrations of NaBH4 may
results in a vigorous production of arsines, as
well as the production of large quantities of H2

gas, where both can cause large signal instabil-
ity. Several droplets of solution were observed
at the top of the gas-liquid separator when
using high NaBH4 concentrations, which sup-
port this assumption.

It is also clear from Fig. 2 that the use of NaBH4

concentrations of B0.6% has resulted in a de-
crease in the signals of the four arsenic species.
Fig. 2A and B show that DMA still yields a
relatively large signal, whereas the signals of the
other three species are reduced to lower values.
Nevertheless the signals of As(III), As(V), and
MMA effectively result in a total interference of
60–70% in the DMA signal. In order to reduce
this interference, the use of lower acid concentra-
tions has been investigated; results are shown in
Fig. 3.
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Fig. 3A and B show that the use of low NaBH4

concentrations, when using 0.03 and 0.01 M
acid, resulted in a high DMA signal with low
interference from As(III) and negligible signals
for both As(V) and MMA. On the other hand,
at a NaBH4 concentration of 2.0% in 0.01 M
HCl (Fig. 3B), DMA showed a reduced res-
ponse, but with no interference from the
other three species. Further decrease in acid
concentration to 0.005 M eliminated all the inter-

ferences and produced significant signals from
DMA at NaBH4 concentrations of B0.6% (Fig.
3C).

To eliminate the interference of As(III) in the
DMA signal when using 0.01 M acid (see Fig.
3B), the use of NaBH4 concentrations of lower
than 0.1% has been investigated; as shown in Fig.
3D, this approach has eliminated the interference
of As(III) in the DMA signal when NaBH4 con-
centrations of 0.02–0.075% are used.

Fig. 3. Effect of NaBH4 concentration on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using
A: 0.03; B: 0.01; C: 0.005 and D: 0.01 M HCl in the absence of L-cysteine.
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Fig. 4. Effect of NaBH4 concentration on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using
A: 2; B: 4; C: 6; and D: 8 M HCl in the absence of L-cysteine.

The use of 0.005 M HCl and 0.1% NaBH4

in the absence of L-cysteine has produced excel-
lent results for the speciation of DMA in a
mixture containing all four arsenic species (Table
3A).

On the other hand the use of 0.07 and 2.0%
NaBH4 with 0.01 M HCl yields very large errors.
Although the other three arsenic species show no
signals when analysed separately (see Fig. 3B and
D), they yielded a combined interference of 27.3

and 56.3% when NaBH4 concentrations of 0.07
and 2.0%, respectively were used.

3.2.2. Use of moderate to high concentrations of
HCl

The effect of using 0.02–2.0% NaBH4 and
moderate to high acid concentrations (2, 4, 6, and
8 M) on the absorption signals of the four arsenic
species is shown in Fig. 4; the results indicate that
the use of NaBH4 concentrations of 50.1% at
any acid concentration produces high signals from
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Table 3
Experimental conditions for speciation of arsenic in mixtures containing the four arsenic species

%NaBH4Speciesa As usedc Nd Avg e %Errf dg Equationh R2i LWRj DLk[HCl], M % L-cysteine TbNo.

80 7 20.2 0.8 0.46 y=0.005408xA 0.9987DMA 0–40 0.90.005 0.0 N/A 0.1
80 7 20.0 0.1 0.59 y=0.005587x 0.99280.05 0–80As(III) 0.6B N/A0.04.0

0.05 80 8 19.7 –1.6 0.36 y=0.009332x 0.9963 0–40 0.86.0 0.0 N/A
10 1.0 40 3 39.6 –1.0 0.82 y=0.030760x 0.9986 0–20 1.0C 0.01TAs 4.0

40 7 40.8 1.9 0.72 y=0.032440x 0.99132.0 0–105.0 1.150.01
0.6DMA 80 5 21.7 8.7 0.56 y=0.012853x 0.9961 0–20 0.51.0 4.0 4D

30 0.03 80 4 20.4 2.2 0.56 y=0.005693x 0.9952 0–80 1.84.0E 0.4MMA

a Species for which analysis was undertaken.
b Contact time after which the first reading was taken.
c Total arsenic in the mixture solution, equal concentrations of each of the four arsenic species were added (ppb).
d Number of readings taken for each speciation analysis.
e Average concentration of arsenic species found (ppb).
f Percentage error from the average.
g S.D. (ppb).
h Equation of calibration curve.
i R2 value of calibration curve.
j Linear working range of calibration curve (ppb).
k Detection limit (ppb) calculated from three times the S.D. of the replicated blanks.
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As(III) only and negligible signals from the other
three species. The increase in acid concentration
from 2 to 8, when using NaBH4 concentrations of
0.02–2.0%, slightly increased the As(V) signal,
but has little effect on the As(III) signal, while the
signals of the organic arsenicals decrease with
increase in the acid concentration.

From the results shown in Fig. 4, it appears
likely that a signal for As(III) only can be ob-
tained when acid concentrations of 2–8 M and
low concentrations of NaBH4 are used. To check
this, the analysis of arsenic solution mixtures us-
ing 4 and 6 M HCl and 0.05% NaBH4 has been
carried out and found to yield excellent results
(see Table 3B).

Controlling the concentrations of acid
and NaBH4 in the absence of L-cysteine has
resulted in methods for the speciation of
DMA and As(III). To find methods for the speci-
ation of the other species and the analysis of
total arsenic, the use of L-cysteine has been intro-
duced.

3.3. Effect of HCl concentration when using 0.4%
L-cysteine, 0.6% NaBH4 solutions, and constant
contact time

The effect of HCl concentration (0.001–9.2 M)
and 0.6% NaBH4, in the presence of 0.4% L-cys-
teine, on the absorption signals of the four arsenic
species is shown in Fig. 5. The presence of L-cys-
teine produces a very rapid increase in the signals
for the four arsenic species with increase in acid
concentration over a lower and narrower range of
0.001–0.03 M HCl compared to the signals ob-
tained in the absence of L-cysteine (see Fig. 1).
The four species showed similar maxima at an
acid concentration 0.03–0.06 M with very similar
absorption signals for As(III), As(V), and DMA
and a lower signal for MMA (Fig. 5B). As dis-
cussed later, improvements in the MMA signal
and production of similar signals from all four
species have been achieved by using more concen-
trated solutions of L-cysteine and NaBH4 allowing
the determination of total arsenic content.

Fig. 5. Effect of HCl concentration on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using 0.6%
NaBH4 and 0.4% L-cysteine after a contact time of 2 h.
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Chen et al. [23] used a HG–DCP–AES to
study the effect of low concentrations of HCl and
HNO3 (0.002–0.1 M) on the arsine generation
from As(III) and As(V) only, in the absence and
the presence of L-cysteine. In agreement with our
findings, they reported that the As(III) signal, in
the presence of L-cysteine, was increased by more
than 75% when using an acid concentration of
:0.02 M. They also reported that the reduction
of As(V) to As(III) in the presence of L-cysteine is
slow and time-dependent. Our results showed
identical responses from both As(III) and As(V)
over the entire HCl concentration range (0.001–
9.2 M) in the presence of 0.4% L-cysteine.

Le et al. [20] have also studied the effect of HCl
concentration (\0.0–4.0 M) on the arsine gener-
ation from As(III), As(V), MMA, and DMA in
the presence and the absence of many pre-reduc-
ing agents, such as L-cysteine and methionine,
using a FIA–HG–AAS with 2.5% NaBH4. They
obtained maximum and identical responses from
the four arsenic species when using 0.3–0.7 M
HCl after 10–20 min of contact with 2.5% L-cys-
teine. These results are different to ours and to the
work of Anderson et al. [18] in which very similar
responses from the four arsenic species were ob-
tained when using much lower and narrower acid
concentration ranges of 0.01–0.03 M HCl and
0.06–0.1 M mercaptoacetic acid, respectively.
Reasons behind these differences are unclear, but
the use of high concentrations of L-cysteine and
NaBH4 may be responsible. Also, the reported
results for the determination of MMA and DMA
in acid concentration above 1 M are inconsistent;
thus Le et al. [20] found that DMA gave a higher
signal than MMA, whereas our results show the
opposite. The increase in the As(III) and As(V)
signals at \2 M acid was also much slower than
that found by us. The use of high concentrations
of L-cysteine and NaBH4 by Le et al. [20] may be
responsible for these differences.

Further examination of Fig. 5 shows the
following:
1. the use of high acid concentrations of ]6.0 M

produces similar signals from all species, ex-
cept DMA, which showed a lower signal; we
have been unsuccessful in our attempts to
increase the DMA signal,

2. obtaining a signal for only DMA at an acid
concentration of :0.6 M is possible if the
interferences of MMA, As(III), and As(V) sig-
nals are eliminated,

3. obtaining an MMA signal at an acid concen-
tration of 2–3 M is also possible, if the inter-
ference of the other three species is also
eliminated,

4. the presence of L-cysteine produces similar
signals from both As(III) and As(V) over the
whole acid concentration range, supporting
the proposed mechanism shown in Eqs. (4)–
(7).

Based on these observations, we proceeded to
study the effect of using NaBH4 and L-cysteine
concentrations other than 0.6 and 0.4%, respec-
tively in 0.01, 0.6, and \2.0 M HCl.

3.4. Effect of NaBH4 concentration

3.4.1. Effect of NaBH4 concentration on
obtaining a total arsenic signal when using 0.01
M HCl, 2.5% L-cysteine, and constant contact
time

The effect of NaBH4 concentration when using
0.01 M HCl, 2.5% L-cysteine over a contact time
of 50–70 min is shown in Fig. 6. The MMA
signal has been enhanced and similar signals from
the four arsenic species have been produced, when
a minimum NaBH4 concentration of 0.6% is em-
ployed; this allows for determination of a total
arsenic signal. A long contact time has been used
to make sure that the reduction of arsenic(V)
species to arsenic(III) analogues, and subsequent
generation of arsine is complete. Fig. 6 also indi-
cates that increase in NaBH4 concentration up to
0.6% results in sharp increase in absorption sig-
nals of all four arsenic species; no more increase is
observed with increase in NaBH4 concentration
beyond 0.6%.

3.4.2. Effect of NaBH4 concentration on
obtaining a sole signal for DMA when using 0.6
M HCl, 0.4% L-cysteine, and constant contact
time

Fig. 5 indicates that at an acid concentration of
:0.6 M, obtaining a signal for only DMA may
be possible if the signals for the other three spe-
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Fig. 6. Effect of NaBH4 concentration on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using
0.01 M HCl and 2.5% L-cysteine after a contact time of 50–70 min.

cies are reduced to negligible values. Based on
this, the effect of NaBH4 concentrations of 0.02–
2.0% and 0.4% L-cysteine at a contact time of
about 2 h has been investigated as shown in Fig.
7. It is evident that a DMA signal, although low,
can be obtained if NaBH4 concentrations between
0.05 and 0.1% are employed. The use of NaBH4

concentrations of \0.6% will significantly in-
crease the signals of the other species and there-
fore increase their interference with the DMA
signal.

3.4.3. Effect of NaBH4 concentration on
obtaining a sole MMA signal when using low to
medium HCl concentrations, 0.4% L-cysteine, and
constant contact time

The effect of NaBH4 concentrations of 0.02–
2.0% and 0.4% L-cysteine at a contact time of
about two h when using 1.5–6.0 M acid, has been
investigated as shown in Fig. 8. The use of low
concentrations of NaBH4 (B0.03%) when using
3–4 M acid (Fig. 8B and C) produces a high

signal only from MMA with negligible interfer-
ence from the other three species. The use of an
acid concentration of B3 M (Fig. 8A) has in-
creased the interference caused by DMA, while
the use of acid concentrations of \4 M (Fig. 8D)
has increased the As(III) and As(V) interferences
with the MMA signal.

3.5. Effect of contact time

3.5.1. Effect of contact time on obtaining a total
arsenic signal when using 0.01 M HCl, 4.0%
L-cysteine, and 1.0% NaBH4

In an attempt to find a short analysis time for
determination of total arsenic signal when using
the experimental conditions described in Section
3.4.1, but with an L-cysteine concentration in-
creased to 4%, the effect of contact time of 1–20
min on the absorption signals of solutions con-
taining single arsenic species was investigated. It
was found that a minimum of 5–10 min was
needed before obtaining similar signals from all
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four species. It was also noticed that signals of all
species were largely increased with increase in
contact time from 1 to 5 min, except for As(III),
where the signal reached a maximum from the
beginning and remained so until the end of the
analysis time.

To confirm these results, the analysis of
total arsenic in a solution mixture containing
40 ppb as total arsenic (10 ppb each of the
four species) using the above-mentioned ex-
perimental conditions was investigated. The re-
duction of arsenic species was found to be
complete after 8–10 min under these experi-
mental conditions, and very good results for
total arsenic were achieved. However the use
of higher concentrations of L-cysteine (5%)
and NaBH4 (2.0%) reduces the reduction time
to 5 min; very good results for total arsenic were
also obtained (Table 3C). Therefore the use
of 0.01 M HCl under these experimental condi-
tions can be used for the determination of total
arsenic.

Low concentrations of HCl and HNO3 in the
presence L-cysteine, have been used in literature
for the determination of total arsenic content
[20,22–24], and two techniques similar to ours
have been employed in these studies e.g. FIA–
HG–AAS [20,22] and HG–Direct Current
Plasma–AES [23,24]. Le et al. [20] allowed 10–20
min as a contact time between the sample and
L-cysteine when using FIA–HG–AAS for the
determination of total arsenic in urine samples.
For each 10 ml sample in 2% L-cysteine, the
concentration and the flow rate of the HCl and
the NaBH4 were 0.5 M and 3.4 ml min−1, and
0.65 M and 3.4 ml min−1, respectively. In com-
parison, our results have shorter contact time
(5–10 min) when using lower acid concentration
(0.01 M), and NaBH4 concentrations of 1.0–2.0%
at a higher L-cysteine concentration (4.0%).

In the study by Yin et al. [22], the contact time
allowed for the determination of total inorganic
arsenic when using FIA–HG–AAS was much
longer than ours; they found that the reduction of

Fig. 7. Effect of NaBH4 concentration on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using
0.60 M HCl and 0.40% L-cysteine after a contact time of 2 h.
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Fig. 8. Effect of NaBH4 concentration on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using
A: 1.5; B: 3; C: 4 and D: 6 M HCl and 0.4% L-cysteine after a contact time of 2 h.

As(V) (500 ml of 2 ppb As) to As(III) was com-
pleted within 60, 40, and 20 min when using 0.04,
0.08, and 1.6 M, respectively of L-cysteine in 0.024
M HCl (or 0.029 M HNO3) and 0.5% NaBH4.
Flow rates of acid and NaBH4 were 7.8 and 5.4
ml min−1, respectively. In the present study, the
As(V) reduction was completed in B10 min com-
pared to 40 min in their work.

In the other two studies [23,24], the reduction
of As(V) required a longer time to complete, but

when the sample and L-cysteine were boiled for a
short time before the introduction of NaBH4, the
reduction was immediate.

In the work of Chen et al. [23], 0.01 M HCl (or
HNO3) has been employed to determine the total
inorganic arsenic using HG–DCP–AES. The
As(V) content was determined as follows: 1 ml of
2% L-cysteine was injected into a 5 ml sample (the
final L-cysteine concentration was 0.33%), fol-
lowed by 0.5% NaBH4. No As(V) signal was



A. Shraim et al. / Talanta 50 (1999) 1109–1127 1123

detected when the NaBH4 was added just after the
addition of L-cysteine, but when the reaction was
given 5 min before the addition of NaBH4, a
small signal was detected, which increased with
increase in contact time. The As(V) reduction was
complete within 35, 60, and 135 min when 1.0,
0.5, and 0.25 g, respectively of L-cysteine were
added to 100 ml of 50 ppb As(V) when using 0.02
M acid. But when the solution was heated in
boiling water for 5 min, As(V) was completely
reduced to As(III). We have been able to obtain
complete reduction of As(V) at room temperature
in a much shorter time (B10 min) when using
4.0% L-cysteine.

In the other study, Brindle et al. [24] have
achieved an immediate and complete reduction of
As(V) to As(III) after mixing the sample solution
with L-cysteine and NaBH4 under the following
conditions: in a continuous flow HG–DCP–AES
the sample (10 ml min−1), L-cysteine (0.7%, 1.6
ml min−1), and HNO3 (0.02 M, 10 ml min−1)
were mixed and heated, online to 95–98°C,

cooled to room temperature, and reacted with
NaBH4 (0.5%, 1.6 ml min−1).

It is evident from the last two studies [23,24],
that the introduction of a heating step has elimi-
nated any delay and spontaneously and com-
pletely produced arsine from As(V). We will
consider this in future work.

3.5.2. Effect of the contact time on obtaining a
DMA signal when using 0.6 M HCl, 4.0%
L-cysteine, and 0.1 and 0.6% NaBH4

Use of 0.6% NaBH4 and applying the same
experimental conditions of Section 3.4.2 (0.6 M
HCl, 0.4% L-cysteine), results in negligible signals
from all species including DMA, even after the
application of contact time of 40 min. As a result
the L-cysteine concentration was increased to
4.0% to obtain a high DMA signal within reason-
able contact times. The effect of contact time,
under the new experimental conditions is shown
in Fig. 9, which shows high DMA signals with
negligible signals from the other three species up

Fig. 9. Effect of contact time on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using 0.60 M
HCl, 4.0% L-cysteine, and 0.60% NaBH4.
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Fig. 10. Effect of contact time on the absorption signals of As(III), As(V), MMA, and DMA (40 ppb As each) when using 4.0 M
HCl, 0.03% NaBH4, and A: 0.4% and B: 1% L-cysteine.

3.5.3. Effect of contact time on obtaining a sole
MMA signal when using 4.0 M HCl, 0.2, 0.4,
and 1.0% L-cysteine, and 0.03% NaBH4

Attempts to study the effect of contact time on
speciation of MMA was undertaken using 4.0 M
HCl, 0.4 and 1.0% L-cysteine, and 0.03% NaBH4,
and results are shown in Fig. 10. Use of 0.2%
L-cysteine after a contact time of 20 min was also
examined and found to result in negligible signals
from all species. Increasing the concentration of
L-cysteine to 0.4% results in a linearly increasing
signal for MMA with increase in contact time
from 1.8 to 35 min, while the other three species
exhibited negligible signals (Fig. 10A). Therefore,
under these conditions, an MMA signal can be
obtained with good intensity and little interfer-
ence from the other three species after a contact
time of around 20 min. However, the sole MMA
signal may also be obtained in a shorter contact
time, but with less intensity. On the other hand,
the use of L-cysteine concentrations of \0.4%
(1.0% as shown in Fig. 10B), under the above-
mentioned conditions, yields a higher MMA sig-

to a contact times B18 min. It is also clear from
Fig. 9 that a maximum of 12 min (the lowest time
tried) can be safely used to obtain a signal for
DMA only, in the presence of the other three
species; shorter times can also be used.

Even though no interferences from the other
three species on the DMA signals were found
when solutions of single arsenic species were
analysed (see Fig. 9), the use of 0.6 M HCl, 0.6%
NaBH4, and 4.0% L-cysteine for the analysis of a
mixture of the four arsenic species has produced
huge errors (70%) in the DMA analysis. The
increase in HCl concentration to 1 M, under the
above experimental conditions, has significantly
reduced the interferences and produced very good
results after a contact time of only 4 min (Table
3D). By comparison, the use of 0.005 M HCl,
0.1% NaBH4 in the absence of L-cysteine has
produced better results with an error of only
0.81%. However, the analysis of actual environ-
mental samples will decide which method is more
appropriate for DMA speciation.
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nals over shorter contact times; however the
DMA signal starts to appear after 6 min, and
consequently interferes with the MMA signal.
Therefore, the best conditions, under these cir-
cumstances, for obtaining a sole signal for MMA
with minimal interference from the other three
species, are 4.0 M HCl, 0.03% NaBH4, and 0.4%
L-cysteine after any contact time between 10 and
35 min.

The speciation of MMA in a solution mixture
containing all four arsenic species has been
achieved by using 4 M HCl, 0.4% L-cysteine, and
0.03% NaBH4, but a minimum contact time of 30
min should be provided to obtain good repro-
ducible results (see Table 3E).

3.6. Calibration cur6es

Using appropriate conditions developed in this
study, five different calibration curves were con-
structed for the speciation analysis. Arsenic spe-
cies used to construct a calibration curve were the
same ones for which the speciation analysis was

undertaken. Although any species could be used
for TAs analysis, As(III) was used in this study.

3.7. Analysis of en6ironmental samples

Two environmental water samples were ob-
tained from Coen dam, Queensland, Australia; a
dam close to gold mining activities. The first
sample was taken before water treatment purifica-
tion (BWT), while the other one was taken after
treatment (AWT). Using experimental conditions
shown in Table 3, five sub-samples of each water
sample were analysed; the first was used for the
analysis of TAs in the presence of L-cysteine, the
second two sub-samples were used for the specia-
tion of DMA and As(III) in the absence of L-cys-
teine, and the last two sub-samples were used for
the speciation of DMA and MMA in the presence
of L-cysteine. Details of the results and experi-
mental conditions applied to obtain the results are
summarised in Table 4.

The AWT water sample was found, as ex-
pected, to contain much less TAs when compared

Table 4
Results and details of experimental conditions used for the analysis of water samples

%L-cyst[HCl]Sample ID Arsenic (ppb)Analysis %NaBH4Ta(, min

Foundb Addedc Totald %Recoverye

0.01 5.0 5 2.0 38.9 8.0 47.5BWTf 107.5TAs
2.8 16.0 19.1AWTg 101.9

87.518.380.00.80.1BWTf N/A0.00.005DMA
AWTg 4.9 80.0 25.4 102.5
BWTf 105.521.380.00.20.05N/A0.04.0As(III)

21.980.00.0 109.5AWTg

DMA 1.0 4.0 5 0.6 0.3 80.0 21.0 103.5BWTf

AWTg 0.0 80.0 20.6 103.0
BWTf MMA 4.0 0.4 45 0.03 1.6 80.0 23.8 111.0

80.0AWTg 0.1 113.522.8
36.8As(V)hBWTf

AWTg 2.7

a Contact time (min).
b Total arsenic concentration found (ppb) in unspiked sample.
c Total arsenic concentration added (ppb) to spike the sample, equal quantities of each of the four arsenic species were added.
d Total arsenic concentration found (ppb) in spiked sample.
e %Recovery of added spike.
f Water sample before water treatment.
g Water sample after water treatment.
h Calculated by difference, i.e. As(V)= [TAs−{As(III)+MMA+DMA}].
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to the BWT sample; TAs concentration of 2.8 ppb
was found which represents the arsenic residue
left after water treatment.

Two methods for the speciation of DMA
were applied; the first one in the absence of
L-cysteine, while the second method was in the
presence of L-cysteine. The first method yielded a
DMA value of 0.8 ppb for the BWT sample, while
a much larger value of 4.9 ppb was obtained for
the AWT sample. The second method gave DMA
values of 0.3 and 0.0 ppb for BWT and AWT
samples respectively. The DMA value obtained
for the AWT sample when using the first method
appears to be unrealistically high and was re-
jected.

As expected, As(V) was the main species
found in both samples; its concentration ]95%
of TAs. The pH value of each sample was
found to be :6.5, and as the dominancy of the
inorganic arsenic species in natural and ground
waters is controlled by the pH values and
the oxidising or reducing conditions of such
waters, it would be expected that As(V) would
be the most dominant species in oxygenated
natural waters, as it is the most thermody-
namically stable species under these conditions
[30–33]. Results for other natural water samples,
which have been analysed for their arsenic
species concentration by various workers, confirm
these predictions; As(V) was found to be
the predominant species in these studies [30,34–
36] with values of greater than 90% of total
arsenic.

Initial attempts to assess the accuracy of
the methods developed in this work were under-
taken using the standard addition method. Table
4 indicates that very good recoveries were ob-
tained (101.9–113.5%); equal concentrations
from all four arsenic species were added to
each of the two water samples, ie. for the specia-
tion of As(III), 20 ppb of each of the four
species was added to give a total arsenic con-
centration of 80 ppb. From these samples 21.1
and 21.9 ppb As(III) for the BWT and AWT
samples, respectively were recovered; these results
represent percentage recoveries of 105.5 and
109.5% for the BWT and AWT samples, respec-
tively.

4. Conclusions

The results reported in this paper, for the
analyses and speciation of arsenic using methods
developed in this work employing the selective-re-
duction–HG–AAS technique, show that these
analyses can be quickly and accurately under-
taken using this simple and inexpensive technique.
The only exception is the analysis of MMA,
which needs a minimum of 30–45 min to provide
reliable results. The reduction of contact time in
case of MMA may be achieved if different suit-
able experimental conditions such as a heating
step are introduced to this system.

There is no doubt that a much more compre-
hensive analysis program of environmental sam-
ples from a wide variety of sources has to be
undertaken before the usefulness of these methods
can be accurately assessed.
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Abstract

In this work a new method is reported for the determination of potentiometric selectivity coefficients of
ion-selective electrode in which, similar to real samples, several interfering ions are simultaneously present in test
solutions and where the electrode shows its practical behavior. In order to illustrate this method, the potentiometric
selectivity coefficients of a commercial liquid membrane ammonium selective electrode is determined for biologically
important interfering ions: Li+, Na+ and K+. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The non ideal behavior of a liquid membrane
ion-selective electrode (ISE) is usually described
by potentiometric selectivity coefficients (Ki, j

Pot),
defined in semiempirical Nikolsky–Eisenman
equation. Ki, j

Pot coefficients is used to express, gen-
erally, the ability of the electrode to distinguish
between the desired ion (i ) and the interfering one
( j ). Different experimental methods were pro-
posed in the past [1–3] and two specialized IU-
PAC commissions were held concerning the

determination of potentiometric selectivity coeffi-
cients [4,5]. In the first IUPAC commission held
in 1975 [4], the separate solution method (SSM)
was recommended only if the electrode exhibits
Nernstian response, but it was considered less
desirable compared to the fixed interference
method (FIM), because it does not represent as
well the actual conditions under which the elec-
trodes are used. In 1995, faced with a few limita-
tions and inconveniences of these coefficients such
as: values found for ions of unequal charges, non
Nernstian behavior of interfering ions and activity
dependence of Ki, j

Pot, the second IUPAC commis-
sion on methods for reporting Ki, j

Pot coefficients* Tel.: +98-21-2401765; fax: +98-21-2403041.
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[5], recommended the matched potential method
(MPM) which is independent of Nikolsky–Eisen-
man equation [6]. Clearly, IUPAC recommended
MPM when ions of unequal charges are involved
or when interfering ions and/or the primary ion
(even with equal charges) do not satisfy the Nern-
stian behavior. However, this problem still re-
mained subject of debate and discussion and
several new propositions and methods were also
presented [7–14]. In fact, the limitations of the
MPM for the determination of potentiometric
selectivity coefficients for ions of unequal charges,
have first been shown by Macca [15] and later by
others (e.g. [12,13]). For describing the response
behavior for ions of different charge and selectiv-
ity coefficients of liquid and solvent polymeric
ISE, Bakker et al. [7,14] proposed a theoretical
treatment, different from Nikolsky–Eisenman
equation. A new conditioning method have also
been proposed by Bakker [8,9], in which the ISE
is first placed in the solution of discriminated ion
in order to eliminate the so called biased value for
selectivity coefficient, due to the difficulty that
interfering ion has in displacing the preferred ion
from the membrane in the test solution. However,
the disadvantage of the SSM and Bakker varia-
tion on it [8,9] was pointed out later by Kane and
Diamond [12], just as an unrealistic representation
of the ‘practical behavior of the electrode’ in the
absence of both primary and interfering ions.
Reviewing critically the other earlier regression
methods, Kane and Diamond [12] mentioned
their inconveniences such as the lack of informa-
tion, like numerical or graphical data, or imple-
menting approach. These authors proposed a
method of determining potentiometric selectivity
coefficients, in which, the experimental data ob-
tained by FIM are fitted to an appropriate model
by a non-linear least-squares regression. Surpris-
ingly, better statistical results were obtained, with
their particular data, for ion of unequal charge
applying Nikolsky–Eisenman equation compared
to the formalism proposed by Bakker et al. [7].
Recently, using a liquid membrane magnesium
ISE, Spichiger and coworkers [13] showed also
explicitly, several drawbacks and problems arising
in the application of MPM for the determination
of selectivity of the ISEs. Based on Nikolsky–

Eisenman equation and SSM, these authors
defined mathematically a consistent selectivity co-
efficient which is designed to bypass the above
mentioned inconsistencies and which could be
conveniently used for a primary and an interfering
ion of unequal charge number. The emergence of
these different opinions and the variety of the
proposed methods, in recent years, show clearly
the absence of unanimity regarding the determina-
tion of potentiometric selectivity coefficients. Al-
though, the determination of selectivity
coefficients in a mixture of several interfering ions
were also investigated, in particular cases e.g.
[10,16], however, the most widely used determin-
ing methods of selectivity coefficients use simple
solutions, in which only one or two different ions
(primary and/or interfering) are present in the test
solution. In this work a new method is proposed
in which the determination of Ki, j

Pot coefficients is
performed in mixed solutions, similar to the envi-
ronment and the ionic strength of real samples.
This method is based on the extension of FIM
method where the presence of several interfering
ions, and the mixed ion response or the ‘practical
behavior of the electrode’ in the test solutions, are
taken into account. To illustrate the principle of
this method, the Ki, j

Pot coefficients of a commercial
liquid membrane ammonium ISE, containing
monactin/nonactin ionophores, are determined
for biologically important interfering ions: Li+,
Na+, and K+ (in normal concentration ranges
found in human serum). The obtained values
compared relatively well with the previously re-
ported SSM values [17,18].

2. Experimental

2.1. Instrumentation

The experimental electrochemical cell used in
all these experiments consisted of an ammonium
liquid membrane ion-selective electrode (QSE
334), a double liquid junction reference calomel
electrode (E8094), both from EDT Instrument
(UK) and an Orion ion meter (SA 720, USA)
with automated temperature correction control.
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2.2. Materials

Different solutions of primary and interfering
ions were prepared in doubly distilled water from
their chloride salts, which were all of analytical
grade from Merck (Germany) and covering the
physiological ionic concentration range. For the
determination of each Ki, j

Pot coefficient, i.e. for
i=NH4

+ and j=K+, two series of solutions were
prepared. In the first series (solutions I), the con-
centration of all four interfering ions (Li+, Na+,
K+ and Mg2+) were fixed but the concentration
of the primary ion (i=NH4

+) was varied. The
fixed concentration of interfering ions used were:
[Li+]=1.15×10−3 M, [Na+]=0.15 M, [K+]=
4.5×10−3 M and [Mg2+]=8.2×10−4 M, which
were chosen to be within their range in normal
human serum. In the second series (solutions II),
the primary ion (i=NH4

+) was absent and the
concentration of the interfering ions (Li+, Na+

and Mg2+) were the same as in the first series, but
a varying concentration of the desired interfering
ion ( j=K+) was used. The measurements were
performed using solutions under stirring condi-
tions at T=2592°C. The calibration of the am-
monium ISE was controlled before and after each
series of measurements.

3. Principle of method

For the determination of each selectivity coeffi-
cient, the plotted E (mV) versus ai (using solutions
I) curve was used. Applying Nikolsky–Eisenman
equation for the first solution series (solutions I),
we have:

E1=E %+s log[ai+Ki, j
pot(a %j )

zi
zj+D ] (1)

E1 is the experimental potential of the corre-
sponding solution, E % is the cell constant poten-
tial, ai is the varying activity of the primary ion, a %j
is the known fixed activity of the interfering ion
whose selectivity coefficient has to be measured, zi

and zj are integers with sign and magnitude corre-
sponding respectively to the charge of the primary
(i ) and interfering ions ( j ) to be measured and
s=2.303RT/ZiF is the slope of the electrode.

D represents the contribution to potential of all
interfering ion species with known fixed activities
other than ( j ):

D=%
l

Ki,l
pot(al)

zi
zl (2)

The extrapolation of the linear portions of the
curve (generated with solutions I) will intersect at
a point, which gives the value of ai, to be used for
the calculation of Ki, j

Pot from the equation:

ai = Ki, j
pot(a %j )

zi
zj+D (3)

D can be evaluated by plotting the curve E
(mV) versus aj (using solutions II). Applying
Nikolsky–Eisenman equation again for the sec-
ond solutions series (solutions II), we have:

E2=E %+s log[Ki, j
pot(aj)

zi
zj+D ] (4)

Once again, the extrapolation of the linear por-
tions of the curve will intersect at a point, which
gives the value of D from the equation:

D= Ki, j
pot(aj)

zi
zj (5)

Substituting D in Eq. (3) gives:

Ki, j
pot=

ai

(aj)
zi

zj+ (a %j )
zi

zj

(6)

where, for ions of equal charge, Ki, j
Pot will be

independent of the charges and we have:

Ki, j
pot=

ai

aj+a %j
(7)

Using Eq. (7), Ki, j
Pot can be determined by sub-

stituting the known fixed value of a % (in solutions
I) and the values of ai and aj extracted from the
plotted curves.

4. Results and discussion

The experimental values of Ki, j
Pot for the com-

mercial ammonium ISE used in this work, for the
primary and interfering ion of equal charge (i=
NH4

+ and j=Li+, Na+, K+), which were deter-
mined by the mixed ion response method
described above, are summarized in Table 1. As
the selectivity coefficients depend on the mem-
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brane composition (which was not indicated by
the supplier), these coefficients were first deter-
mined by the traditional SSM for this electrode in
order to make possible the comparison with the
published SSM data for ammonium ISEs with
known compositions. All these results are in-
cluded in Table 1. The published SSM values
illustrate the order of magnitude of the selectivity
coefficients for such ISEs. A typical membrane
composition (wt%) [18] is: 4.6% of the mixture of
nonactin (72%) and monactin (28%), tris(2-ethyl-
hexyl)-phosphate (68.9%) and PVC (26.5%). For
the (primary and interfering) ion of equal charge,
the already published SSM data and those ob-
tained in this work by the traditional SSM are
very close to each other. The log Ki, j

Pot coefficients
for all interfering ions: (Li+, Na+ and K+, found
by the proposed method are very close, i.e. show
little more negative values (better selectivity),
compared to all traditional SSM data, showing
that the simultaneous presence of other ions does

not mask the mixed ion response of the electrode,
and consequently, the proposed method could not
be considered worse than the traditional SSM or
FIM. As, with exception [12], Nikolsky–Eisen-
man equation is not recommended for the deter-
mination of selectivity coefficient when (primary
and interfering) ions of unequal charge are in-
volved [5,7,14], the log Ki, j

Pot values found for
interfering ion Mg2+ were not reported in the
table. However, if these values could not be prac-
tically useful, they could at least be used for
comparison with the similar earlier published
data. The corresponding log Ki, j

Pot values for
Mg2+ interfering ion, were successively: (−2.5)
found by the proposed method, (−5 and −4.2)
earlier published SSM data [18] and (−4) ob-
tained in this work by the traditional SSM for this
commercial ISE. With the proposed method, in
which several interfering ions are simultaneously
present, a less negative log Ki, j

Pot value for Mg2+ is
found compared to the single ion SSM. The activ-

Table 1
Potentiometric selectivity coefficients of ammonium ISEa,f

Method aNH4
+cReferenceb aLi+ aK+Log KNH4+, Li+

pot aNa+ Log KNH4+, Na+
pot Log KNH4+, K+

pot

–−2.70.10.1SSMd[24] – ––
SSM 0.1 0.1 −2.4[117] – –– –

–This work –SSM – –7.6E-2 7.6E-2 −2.8
–This work –EFIMd – –8.9E-4 8.4E-1 −3.0

––−2.70.1–[24] –0.1SSM
0.1[117] −2.7SSM – –0.1 – –

SSM ?e – –[118] ? −2.8 – –
––−2.60.1–This work –0.1SSM

EFIM 8.9E-4 – –This work 3.2E-1 −2.7 – –
SSM – – – 0.1 −0.80.1[24] –
SSM ? – –[116] – – ? −1

[117] SSM 0.1 – – – – 0.1 −0.9
SSM −0.8[118] ?––––?

−0.80.1–––This work –0.1SSM
EFIM 8.9E-4This work – −1.0– – – 5.0E-3

a Selectivity coefficients determined by SSM (this work) and by the proposed method (EFIM) for the commercial ISE are
compared to those reported before for different ammonium ISE membranes.

b Reference numbers cited in [18].
c Activity (ai) of ion species (i ) in mol/l.
d Separate solution method (SSM) and extended fixed interference method (proposed method: EFIM).
e Experimental conditions not specified (?).
f Ammonium membrane compositions (in wt%) [18]: 4.6 % of the mixture of nonactin (72%) and monactin (28%), tris(2-ethyl-

hexyl)-phosphate (68.9%) and PVC (26.5 %) for the membrane [24]; nonactin (0.3%) in dibutyl sebacate for the filter paper
membrane [116]; saturated solution of tris(2-ethylhexyl)-phosphate in the mixture of nonactin (72%) and monactin (28%) for the
filter paper membrane [117]; unknown composition membrane [118].
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Fig. 1. Comparison of experimental and calculated potential
response curve for a commercial ammonium liquid membrane
ISE (E (mV) vs. log a (NH4

+)). EXP-curve: experimental ISE
potential response, EFIM and SSM-curves: calculated poten-
tial ISE responses using Nikolsky–Eisenman equation with
Ki, j

Pot, determined respectively by the present method and those
determined in this work by SSM. A varying concentration of
NH4

+ and a fixed concentration of all interfering ions: [Li+]=
1.15×10−3 M, [Na+]=0.15 M, [K+]=4.5×10−3 M and
[Mg2+]=8.2×10−4 M were used in test solution.

electrodes respond in a Nernstian manner to all
primary and interfering ions (e.g. K+ valinomycin
liquid membrane ISE). Note that with the Bakker
conditioning method, once the membrane is ex-
posed to the most preferred ion, the electrode will
no longer respond in a Nernstian manner to the
extremely discriminated ions. Unfortunately, this
conditioning method could only be once used for
a given membrane and practically only by those
who fabricate their own ISE membranes them-
selves [19]; consequently, it is not of practical use
for such commonly used commercial electrodes.
On the other hand, the present method could be
applied for a solution mixture containing any
number of interfering ions as long as the use of
Nikolsky–Eisenman equation is permitted. How-
ever, in this case the contribution of ions of
unequal charge is negligible because of the very
low concentration and selectivity coefficient of
Mg2+. Using the selectivity coefficients values
(SSM, in this work) and those obtained by the
present method (EFIM), potentials were calcu-
lated by Nikolsky–Eisenman equation and com-
pared to the experimental values measured by the
commercial ammonium ISE. The test solutions
were with varying concentrations of ammonium
but each containing the same fixed values of all
interfering ions. The fixed concentration of the
interfering ions were within their range in normal
human serum (with values indicated in Section
2.2). The results are shown graphically in Fig. 1.
Ki, j

Pot values determined by this method (EFIM)
and those determined by SSM generate two po-
tential curves, the former corresponding closer
than the latter to the experimental curve. The best
fit found by the values obtained by the method
presented in this work (EFIM), could be due to
the competitive effective response mechanism of
the ISE membrane to the several ions simulta-
neously present in the test solution (in the pro-
posed method), as compared to the single ion
solution used in SSM.
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Abstract

A heptane-mediated extraction of acids from hydraulic oils is proposed for pH-metric acid number determination
without titration. The acids are extracted in the reagent consisting of triethanolamine and potassium nitrate dissolved
in water and isopropanol. The use of heptane allows us to overcome the influence of additives in the hydraulic oil on
the glass electrode. Simultaneously the extraction of acids from the oil into the water–isopropanol phase is simplified.
The method is validated and suitable metrological characteristics of the acid number determination are obtained.
Published by Elsevier Science B.V.
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1. Introduction

For elimination of the known drawbacks of the
standard titration method for acid number (AN)
determination in oils alternative pH-metric with-
out titration methods have been developed [1–4].
The methods developed are based on the use of
special reagents extracting acids from vegetable
[2,3] or some petroleum [4] oils in the iso-
propanol–water phase. The sum of the acids is
detected in this phase by the pH-metric sensor.

Since AN values in hydraulic oils (AN\0.3 mg
KOH/g [5]) are significantly larger than in trans-
former, white or basic oils [4], the reagent for the
pH-metric AN determination should contain, in
this case, a stronger base in higher concentration.
Therefore, the reagent for vegetable oils [2,3] con-
sisted of triethanolamine (TEA) and potassium
nitrate in the mixed solvent of water and iso-
propanol was used in the present study. This
reagent can not be used directly for hydraulic oils
[5] which have a number of additives (antioxi-
dants, corrosion inhibitors, viscosity index im-
provers and others [6]) influencing both the glass
electrode and the process of the acid extraction.
For example, hydraulic oils specified by symbols

* Corresponding author. Tel.: +972-2-6536534; fax: +972-
2-6520797.
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H or HL (discussed below) have corrosion-in-
hibiting additives [7] such as salts of nitrogenous
molecules with carboxylic acids, nitrogen quater-
naries, polyoxylated amines, amides and imidazo-
lines, and nitrogen heterocyclics [8].

In the present work a heptane-mediated extrac-
tion of acids from the oil is proposed to combine
properties of the previously developed tri-
ethanolamine–potassium nitrate–isopropanol–
water reagent and heptane. The last component
dissolves the oil and its additives and allows us to
overcome their interference, i.e. to overcome the
matrix effect.

2. Experimental

2.1. Apparatus

The 632 Metrohm titroprocessor (Metrohm
Ltd., Harisau, Switzerland) was used as the pH-
meter with a 90.01 pH scale and a 6.0133.100
glass indicator electrode and a 6.0726.100
aqueous Ag/AgCl reference electrode.

2.2. Reagents

TEA, potassium nitrate, potassium chloride,
sulfuric acid and potassium hydroxide were pur-
chased from Merck (Darmstadt, Germany), iso-
propanol and toluene from Frutarom (Haifa,
Israel), n-heptane were from Riedel-de Haën
(Seelze, Germany), and the buffers were from
BDH (Poole, UK).

Hydraulic oils (original Heliar H-24 by stan-
dard [5] and used once) were obtained from Sonol
(Haifa, Israel). Fortified samples of these oils were
prepared by the addition of naphthenic acid as

described previously [4]. Naphthenic acid (EEC
No 2156628) was purchased from Fluka (Buchs,
Switzerland).

Reagent for the analysis consisted of 0.2 M
TEA+0.01 M KNO3 in the solvent of 50% wa-
ter–50% isopropanol (vol.%). The initial condi-
tional pH%0=11.3090.02 of the reagent was
adjusted by addition of KOH traces [2,3].

2.3. Procedures

About 50 ml of the reagent for the analysis (see
Section 2.2) were put into the pH-metric cell, 20
ml of heptane were added and then the oil test
portion was introduced (Table 1). The stirrer was
turned on to provide good mixing of components.
The electrodes were introduced into the cell and
the conditional pH%1, which should be stable after
approximately 3 min was read. If pH%1\pH%0−0.5
at the max weight of the test portion (5 g),
ANB0.1, i.e. the AN value is smaller then the
limit of quantitation by the technique. If pH%1B
pH%0−0.5, a certain volume of the standard 0.1 N
H2SO4 solution is added while stirring (Table 1)
and again the conditional pH%2, which should be
stable for 1 min, was read. The optimal DpH%=
pH%1−pH%2:0.25–0.35 should be adjusted.

The AN calculation is carried out according to
the following expression [2–4]:

AN=56.11NstVst/m(10DpH%−1) (mg KOH/g oil)
(1)

where 56.11 is the molecular mass of KOH, Nst is
the concentration of the standard H2SO4 solution
in eqv/l, Vst is the volume of added standard
H2SO4 solution in ml, and m is the mass of the oil
sample (g).

The Vst volume (Table 1) should be consider-
ably less than the volume of the water–iso-
propanol phase (50 ml) [2–4].

The experiment for evaluation of the metrologi-
cal parameters consisted of ns=10 replicate AN
determinations by the standard titration method
[9] during a day and of np=20 determination by
the proposed new method, four replicates per day
over five days [3].

Table 1
Mass of a test portion

Expected AN Addition of 0.1 NMass of test portion
H2SO4 (Vst) (ml)for analysis (g)

0.2–1 5–1.5 0.2–0.3
1–3 0.3–0.61.5–0.5

B0.3B0.5\3
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Table 2
Parameters of the regression analysis of the dependence pH%
vs. log Na for 50 ml of the reagent: 0.2 M TEA+0.01 M
KNO3 in the solvent of 50% isopropanol–50% H2O in the
presence of heptanea

Amount of hep- A B r2

tane (ml)

0.99590.0100 0.9997.21290.012
5 7.17390.012 1.00890.010 0.999

7.21490.01610 0.99990.013 0.999
0.99890.011 0.9997.21590.01420

a a is the intercept, b is the slope, and r is the correlation
coefficient.

In the attempt to determine AN in hydraulic
oils with the water–isopropanol reagent without
heptane the results were significantly lower than
by the standard method. A possible reason is the
additives contained in the hydraulic oils. The ad-
ditives can cause both glass electrode poisoning
and incomplete extraction of the acids from the
oil. Heptane dissolves them and supports the cor-
rect AN determination.

It was shown in Ref. [2] (in the absence of
heptane) that the dependence pH% versus log Na

(Eq. (2)) remains linear up to a minimal Na value
of 2×10−4 eqv/l. Since, up to 20 ml of heptane
added to V=50 ml of the water–isopropanol
phase do not influence this dependence, such as
the addition of up to m=5 g of the oil test
portion, the minimal Na value can also be used
here for calculation of the minimal AN which is
determined correctly by the method ANmin.
Therefore, ANmin=56.11Na(V/m)=56.11×2×
10−4×50/5=0.1 mg KOH/g. This value is suffi-
cient for the characterization of hydraulic oils.
Note, formally ANmin is not a limit of quantita-
tion (LOQ) as a precision linked value [11,12], but
it is helpful as the LOQ preliminary assessment or
prediction.

Table 3 shows the average results obtained by
the standard ANs and proposed ANp methods,
corresponding S.D.s of the replicates, Ss and Sp

with fs=ns−1=9 and fp=np−5=15 numbers
of degrees of freedom, Fisher’s ratio F=S2

p/S2
s

and the Student’s ratio t = �ANs−ANp�/[(S2
s/

ns)+ (S2
p/np)]0.5.

The critical value for Fisher’s ratio is 2.60 at
the 0.95 level of confidence and the numbers of
degrees of freedom 9 and 15. For Student’s ratio,
the critical value is 2.06 at the 0.95 level of
confidence and fs+ fp=9+15=24 degrees of
freedom. From the comparison of these F-data
with the critical value, it follows that the differ-
ence between the repeatability of the results ob-
tained by the standard and the new method is
insignificant (all F-values are less than the critical
one). The accuracy of the standard and new meth-
ods is approximately the same because the differ-
ences between ANp and ANs are insignificant in
comparison with the S.D. of replicates: all t-val-
ues are less than the critical value (2.06).

3. Results and discussion

Eq. (1) is derived from the following depen-
dence [1,2]:

pH%=A− log Na, (2)

where A is a constant for the given pH-sensor,
reagent and temperature; Na is the concentration
of the sum of acids in the reagent in eqv/l.

The linear dependence pH% versus log Na in the
range Na=2×10−4}6×10−3 eqv/l for differ-
ent amounts of heptane added to 50 ml of the
isopropanol–water reagent is characterized in
Table 2 (b is the slope). The values of Na corre-
spond to the concentrations of H2SO4 added to
the reagent (eqv/l) in the water–isopropanol
phase only. The parameters shown in Table 2
confirm Eq. (2). The independence of these
parameters from the amount of added heptane
means that the salt of TEA and the acid (H2SO4)
are practically in the water–isopropanol phase. It
should be noted that the contact of the water–iso-
propanol and heptane phases their volumes and
composition are insignificantly changed. For ex-
ample, from data [10] at the initial water–iso-
propanol volume 50 ml (50% water and 50%
isopropanol, vol.%) and heptane volume 20 ml
equilibrium volume of the water–isopropanol
phase is 49 ml and its composition is 47% water,
51% isopropanol and 2% heptane. However, the
heptane phase volume is 21 ml, the composition is
90% heptane, 9.5% isopropanol and 0.5% water.
The reagent volume is not important in the pH-
metric AN determination in Eq. (1) [2–4].
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Table 3
Comparison of the results of AN determination by the standard titration method and those obtained by the proposed methoda

Standard titration Proposed methodNo. FOil Sample T

ANs (mg KOH/g) Ss ANp (mg KOH/g) Sp

0.553 0.01061 0.551New 0.0126 1.41 0.46
0.611 0.0160 0.600Used 0.01462 0.84 1.92

Fortified 13 1.215 0.0314 1.203 0.0218 0.48 1.13
4 Fortified 2 2.488 0.0413 2.508 0.0586 2.01 1.05

a ANs and ANp are the average results obtained by the standard and new methods, respectively; Ss and Sp are the S.D.s for these
replicates; F is the Fisher’s ratio; t is the Student’s ratio.

Table 4
Determination of recovery for fortified samplesa

Sample number G (g)ANi (mg KOH/g) Q (g) ANavg, (mg KOH/g) Recovery (%) Norm of recovery (%)

444.52 1.29901 1.200.55 98.38 95–105
2 458.810.55 4.0512 2.51 98.18 95–105

a ANi is the AN of the initial oil sample; G and Q are the masses of the initial oil test portion and naphthenic acid added; ANavg

is the average acid numbers for fortified samples.

The recovery (Table 4) was determined for all
fortified samples in accordance to the following
formula:

R(%)= (ANf−ANi)GMNA/(QANNA), (3)

where ANf and ANi, mg KOH/g, are the average
acid numbers for fortified and initial samples,
correspondingly, determined by pH-metric
method; G and Q, g, are the masses of the initial
oil sample and the naphthenic acid added, corre-
spondingly; MNA=100 is the molecular mass of
naphthenic acid; ANNA is the average acid num-
ber of naphthenic acid determined by titration
(226.1 mg KOH/g). Values of the recovery (Table
4) satisfy the requirements of the AOAC Peer-
Verified Methods Program [3]: the norms shown
in Table 4 are taken for the contents of acids in
oils equivalent to the corresponding AN values.

Hence, the estimated metrological characteris-
tics of the pH-metric method are sufficient for the
quality control of hydraulic oils. Advantages of
the new method are the following: low time and
labor consumption, the technique including au-
tomation is simple and inexpensive.
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Abstract

Bisphenol A (BPA) in the presence of phenol is determined using a method based on first-derivative spec-
trofluorimetry. The proposed method involves a micro liquid–liquid extraction of sodium chloride saturated water
samples with diethyl ether followed by direct fluorimetric analysis of extracts. The excitation spectra of both
compounds in diethyl ether are recorded between 200 and 290 nm, with the emission wavelength at 306 nm. The
first-derivative spectra were calculated, measuring the analytical signal for BPA at 239 nm. The concentration range
over which the method was applied was 0.5–10.0 mg·l−1 of BPA with relative standard deviations of 2.9% for a
concentration of 4.0 mg·l−1 of BPA. The detection limit was 0.07 mg·l−1. The proposed method was applied
satisfactorily to the determination of BPA in synthetic mixtures and water samples from different sources previously
spiked with different amounts of these chemicals. Recovery values ranging from 93% to 112% were obtained for water
samples. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Bisphenol A (BPA) is a monomer used in the
manufacture of epoxy, polycarbonate and corro-
sion-resistant unsaturated polyester-styrene resins
[1,2]. Its industrial name indicates preparation
from two molecules of phenol and one of acetone.
It can be found in a diverse range of products
including the interior coatings of cans and drums

[3], reinforced pipes, adhesives, flooring, water
main filters, artificial teeth, nail polish, food pack-
aging materials, dye developers, etc. [4]. Global
production of bisphenol A is well over a million
tonnes per year, with an estimated European an-
nual production of 504 000 tonnes [5].

The worry is that exposure to BPA and to other
man-made oestrogenic substances which act
through the oestrogen receptor [6] might be a
factor in the decreasing sperm count in males, the
increasing rates of breast cancer in women, the
increase in other hormone-linked diseases, as well

* Corresponding author. Tel.: +34-958-243-326; fax: +34-
958-243-328.

0039-9140/00/$ - see front matter © 2000 Elsevier Science B.V. All rights reserved.
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as the increase in certain abnormalities of the
human reproductive system [7]. Due to the wide-
spread human exposure to BPA, there is a need to
monitor the presence of BPA in the environment
[5].

BPA shows native fluorescence in organic sol-
vents but its fluorescence intensity in aqueous
medium is too low to be directly analysed. To
address this problem, a change in the chemical
environment of the analyte by forming b-cy-
clodextrin inclusion complexes was applied to de-
termine trace levels of bisphenol A in aqueous
solution by spectrofluorimetry [8]. To increase the
sensitivity of the method, an adequate preconcen-
tration step is required. This may be by liquid or
solid-phase extraction. In most methods the sol-
vent phase requires further concentration which
may cause serious losses of the analyte. Thus,
methods of analyses which avoid the solvent con-
centration step are preferable for the recovery of
organic traces in water [9,10]. In addition, the use
of micro methods in which the amount of organic
solvents is very small reduces the damage to the
environment and the handling of the samples
which reduces the analysis time.

When phenol is present together with BPA in
the same sample their similar spectral features and
extraction behaviour make free interference deter-
mination of only one of them difficult. Derivative
spectrofluorimetry using zero-crossing method
proposed by Savitzky and Golay [11] can be a
useful technique for resolving the samples without
previous separation step [12,13].

Micro liquid–liquid extraction is commonly ap-
plied as a preconcentration step in GC [14,15]. In
the present work, for the first time, a micro
method for extracting organic residues from water
samples is used in conjunction with derivative
spectrofluorimetric determination.

2. Experimental

2.1. Apparatus

Fluorescence spectra were obtained with a
Perkin Elmer LS-50 spectrofluorimeter equipped
with a Xenon discharge lamp (20 kW), Monk–

Gillieson monochromators, a Quantic Rhodamine
101 counter to correct the excitation spectra and a
Gated photomultiplier. The luminescence spec-
trometer was interfaced with a Mitac MPC
3000F-386 microcomputer supplied with FL Data
Manager Software for spectral acquisition. The
excitation and emission slits were both maintained
at 5 nm. The scan rate of the monochromators
was maintained at 240 nm min−1.

All measurements were performed in a 10 mm
quartz cell with a 2 mm width (Hellma 1 115F
QS), maintained at 1090.5°C through the use of
a thermostatic cell holder and a Braum Melsun-
gen Thermomix 1441 thermostat.

The micro liquid–liquid extraction procedure
was carried out using a laboratory-made equip-
ment designed for solvents with density lower
than water [16]. An IKA Labortechnik Eurostar
basic stirrer was used to shake the samples me-
chanically into a separation funnel.

2.2. Reagents

All reagents were of analytical reagent grade
unless stated otherwise.

Stock solutions of bisphenol A (Aldrich) and
phenol (Aldrich) containing 100.0 mg ml−1 were
prepared in 100 ml volumetric flasks, by dissolv-
ing 10.0 mg of these compounds in ethanol 99%
(v/v) (Panreac). The solutions were stored in dark
bottles at 4°C, remaining stable for at least six
months. These solutions were used to spike the
water samples.Sodium chloride and diethyl ether
(Panreac) were used for the micro-extraction
procedure.

2.3. Treatment of water samples

Water samples were filtered through a cellulose
acetate filter (0.45 mm pore size, Millipore HAWP
04700) and collected in dark glass bottles previ-
ously cleaned with hydrochloric acid and washed
with deionized water. No losses of BPA were
observed on filtration. The samples were stored at
4°C until analysis, which was performed with the
minimum possible delay [17].

Spectral acquisition and calculation were per-
formed in the same manner as for the analytical
procedure.
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Table 1
Fluorescent characteristics of BPA in different media

Solvent lem (nm)lex (nm) Ra

297Methanol 2.14274
Ethanol 275 306 0.67
Diethyl ether 305278 0.42

305278 0.29Hexane
282Dimethyl sulfoxide 309 0.20

305 0.10Ethyl acetate 279
306276 0.02Water

276b-cyclodextrin in water 306 0.28

a R, fluorescence intensity/[BPA] mg·l−1.

and transferred to a 10 mm quartz cell with 2 mm
of inside width and a volume of 400 ml being then
ready for spectrofluorimetric measurements. A
blank solution was prepared and treated in the
same way as the sample.

The excitation spectra of the mixtures in diethyl
ether are recorded at 10.090.5°C between 200
and 290 nm, with the emission wavelength at 306
nm. The spectra were corrected for the blank
signal and the first-derivative spectra were calcu-
lated using 15 nm intervals. The first-derivative
analytical signal was measured as the vertical
distance from the first-derivative spectrum at 239
nm to the base line.

A calibration graph was constructed in the
same way with BPA solutions of known
concentrations.

3. Results and discussion

3.1. Spectral features

Bisphenol A shows two excitation maxima at
212–226 nm and 272–278 nm and one emission
maximum located between 297 and 308 nm in
non-aqueous solvents with a wide range of polari-
ties. The maximum fluorescent signal is obtained
in polar organic solvents such as methanol or
ethanol but in water the signal decreases markedly
as shown in Table 1. A method for analysing BPA
directly in water samples by enhancement of the
fluorescent signal through the formation of BPA-
b-cyclodextrin inclusion complexes was previously
proposed [8]. In order to improve the sensitivity, a
preconcentration procedure was tested, selecting
microliquid–liquid extraction (MLLE). Among
the different organic solvents tested, diethyl ether
was selected as the most adequate for use in micro
liquid–liquid extraction of bisphenol A from wa-
ter samples and for the direct measurement of the
fluorescent BPA signal.

Although phenol can be directly analysed in
water due to its native fluorescence in this
medium, it is extracted together with BPA in
diethyl ether and shows a fluorescent signal twice
as high as in water.

2.4. Analytical procedure

Seventy-five grams of NaCl was added to 250
ml water samples containing between 0.5 and 10.0
mg·l−1 of BPA and up to 20.0 mg·l�1 of phenol and
stirred until completely dissolved. The solutions
were transferred to separatory funnels and 2.5 ml
of diethyl ether was added. The mixtures were
mechanically shaken for 1 min at 1700 rpm. The
separatory funnel was attached using a teflon tube
to a vessel filled with deionized water saturated
with NaCl. Upon raising this vessel the superna-
tant organic phase rises to the bottleneck. Then,
the extracts were collected with a Pasteur pipette

Fig. 1. Excitation and emission spectra of BPA (8.0 mg·l−1)
and phenol (12.0 mg·l−1) in diethyl ether recorded at lem=306
nm and lex=278 nm, respectively.
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Fig. 2. First-derivative excitation spectra of BPA, phenol and a mixture of both compounds in diethyl ether.

Fig. 1 shows the excitation and emission spectra
of BPA and phenol in diethyl ether. The excitation
spectra are both characterized by two maxima at
225 and 278 nm for BPA and 219 and 273 nm for
phenol and one emission maximum at 306 nm for
BPA and 302 nm for phenol. Because of the large
overlap of the excitation and emission spectra, the
determination of BPA in the presence of phenol is
subject to considerable difficulties. This overlap can
be resolved by taking the first-derivative of the
spectra in both cases.

The technique used to choose a suitable wave-
length to make measurements proportional to the
BPA concentration was ‘zero crossing’. Using this
technique, two possible h values (h1 l=239 nm and
h2 l=273 nm) may be chosen from the first-deriva-
tive excitation spectrum of BPA (Fig. 2) and one
from the first-derivative emission spectrum at l=
299 nm where the phenol signal is null. Finally, the
height h1 located at l=239 nm in the first-deriva-
tive excitation spectrum of BPA was selected be-
cause it exhibits a sensitivity four times higher than
the height located at the other wavelengths.

3.2. Other experimental 6ariables

In order to decrease the aqueous solubility of
the organic solvent, the ionic strength was kept

constant by using NaCl saturated solutions in all
cases.

An important advantage of the MLLE, provided
that an adequate organic solvent volume is selected,
is the potential increase in sensitivity with an
increase in the sample volume analysed. To recover
the necessary final organic volume to fill the cell
(400 ml) different aqueous volume/organic solvent
ratios were tested. The appropriate volume of
organic phase was respectively 1.5 ml for 100 ml of
water sample, 2.5 ml for 250 ml and 5.0 ml for 500
ml.

The dependence of the fluorescence intensity
on temperature was studied over the range
5.0–30.0°C. The fluorescent signal decreased
when the temperature of the system was increased
and the effect was reversible. Although the increase
in sensitivity is not great, there is a significant
increase in the precision of the system. It has
been shown that the loss of diethyl ether is
greater at 20°C than at 10°C and so the temperature
of the measurement cell was fixed at 10°C to
prevent a loss of organic solvent due to its high
volatility.

The effect of the agitation time in a separatory
funnel using a mechanical stirrer was monitored
through agitation times ranging from 15 to 180 s.
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One minute appeared to be suitable, since the
fluorescent signal increases with the agitation time
up to 1 min, remaining constant for longer agita-
tion times.

The optimum agitation speed necessary for
maximum fluorescence signal development was
1500 rpm in the case of 100 ml sample volume
and 1700 rpm for 250 and 500 ml sample volume;
higher agitation speeds did not result in any
improvement.

The effect of pH was studied using sodium
hydroxide and hydrochloric acid for adjustment.
The results obtained showed that the extraction
efficiency remained constant and maximum for
pH values lower than 10.3 for BPA, decreasing
sharply for higher values. This meant adjustment
of the sample pH was unnecessary.

3.3. Analytical parameters

In order to test the independence of the analyt-
ical signal for BPA, i.e. to show that h is indepen-
dent of phenol concentration, four calibration
graphs were obtained for an aqueous volume of
100 ml containing between 1.0 and 20.0 mg·l−1 of
BPA in the presence of 0.0, 5.0, 10.0 and 20.0

mg·l−1 of phenol respectively from the height
measurements. The t-test was applied to check the
similarity between the values of the slope for each
calibration [18] obtained in the absence and in the
presence of phenol. Firstly, it was necessary to
compare the variances estimated as S2 by means
of an F-test. The calculated F-values (13.9 for 5
mg·l−1 of phenol, 7.37 for 10 mg·l−1 and 18.43 for
20 mg·l−1) were higher than the critical F-value
(6.39) for a significant level of 5% for the three
phenol concentrations tested. Consequently, the
calculated t-value is obtained with the following
equation:

tcal= (b1−b2)/(Sb1
2 +Sb2

2 )1/2

where b1, b2, Sb1
2 and Sb2

2 are the slopes of
the calibrations in absence and presence of phenol
and their respective variances. These values
are compared with a theoretical t-value furnished
by:

t= (t1Sb1
2 + t2Sb2

2 )/(Sb1
2 +Sb2

2 )

where t1 and t2 are the tabulated values for a
significant level of 5% and n1−2 and n2−2 de-
grees of freedom. The calculated t-values ob-
tained were 0.36 for 5 mg·l−1 of phenol, 0.75 for
10 mg·l−1 and 0.06 for 20 mg·l−1 which are lower
than the theoretical t-value of 2.78 and so show
no significant differences in the slopes. From this
we can conclude that there is no phenol effect on
the BPA determination. The confidence intervals
of the slopes calculated from (b9 ta,n−2·Sb)
were 65.397.3 l mg−1 in absence of phenol,
64.993.0 l mg−1 for a phenol concentration of
5.0 mg·l−1, 65.992.2 l mg−1 for 10.0 mg·l−1 and
65.293.5 l mg−1 for a phenol concentration of
20.0 mg·l−1.

The analytical parameters were also obtained
for 250 and 500 ml and compared in Table 2 with
those corresponding to 100 ml in the absence of
phenol. The precision was determined for a BPA
concentration of 10.0 mg·l−1 for 100 ml of water
sample and 4 mg·l−1 for 250 and 500 ml by
performing ten independent measurements. The
IUPAC detection limit [19] (k=3), the quantifica-
tion limit [20] (k=10) and the analytical sensitivi-
ties were calculated for 100, 250 and 500 ml
sample volumes.

Table 2
Analytical parameters

Sample volume (ml)Parameters

100 250 500

65.5 135Slope (l mg−1) 138
2.65Sb 0.91 0.47

Intercept 0.56 14.9 14.0
1.943.76Sa 0.29

99.999.8Determination coeffi- 99.9
cient % (R2)

Linear dynamic range 0.5–10.01.0–20.0 0.5–10.0
(mg l−1)

Detection Limit 0.070.14 0.07
(mg·l−1)

0.23Quantification limit 0.48 0.23
(g·l−1)

2.92 2.86Relative standard devi- 2.37
ation (%)

2.86Sy/x 3.92 5.56
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Table 3
Effect of foreign species on the determination of 10.0 mg·l−1 of BPA

Foreign species Foreign speciesTolerance (mg l−1) Tolerance (mg l−1)

Hg2+\200 \200CO3
2−

Zn2+CO3H− \200\200
Be2+\200 \200SO4

2−

Ca2+ \200SO3
2− \200

Mg2+\10 \200NO3
−

Cr3+NO2
− \200\10

Al3+\200 \200PO4
3−

Fe3+SiO3
2− \200\200

Dichlonea\200 \0.10Cl−

MorestanaBr− \0.26\200
Bentazonea0.80 mg l�1 \1.00ClO−

Warfarinea \2.00Pb2+ \200
Benomyla\200 \4.00Mn2+

\200Cd2+ Carbaryla \120
\200Cu2+ o-phenylphenola \700

a Saturation levels in water.

Increasing the sample volume can enhance the
sensitivity in these methods. This increase can be
calculated from the slope of the calibration
graphs. The values of the sensitivity ratio for
samples analysed in this study were calculated to
be S250/100=2.03 and S500/250=1.03 where the
subscripts represent the sample volume. These
values show that the sensitivity increases
markedly from 100 to 250 ml of sample volume
while the increase in the case of 250–500ml is
almost imperceptible.

It is worthy of note that the increase in the
sensitivity obtained with the proposed method in
comparison to that previously obtained using
BPA-b-cyclodextrin inclusion complexes [8] is
S250/b-cyclodextrin=47.01. Moreover, the detection
limit obtained in this case is one order of magni-
tude lower.

3.4. Interference study

To evaluate method selectivity, a systematic
study of the effect of foreign species usually
present in water samples on the determination of
BPA at 10 mg·l−1 was carried out. Tolerance level
was defined as the amount of foreign species
which produces an error not exceeding 95% in
the determination of the analyte. Potentially inter-

fering species were tested at different concentra-
tion levels depending on their normal
concentrations in the waters analysed. If interfer-
ence occurred, the ratio was progressively reduced
until interference ceased. The results obtained are
shown in Table 3.

Interference due to cations or anions at higher
levels than is usual in water (1 mg l−1) was not
detected. The most serious interference was due to
the presence of chlorine with a tolerance of 0.8
mg·l−1; this level is lower than the level usually
present in tap water.

The presence of phthalates and the fluorescent
pesticides carbaryl, dichlone, morestan, o-
phenylphenol, bentazone, warfarin and benomyl,
commonly used in agriculture, did not cause inter-
ference at saturation levels in water.

3.5. Applications of the method

The proposed method was applied to the deter-
mination of BPA in several synthetic mixtures of
BPA and phenol in different ratios for an aqueous
volume of 250 ml. Table 4 summarizes the results
calculated from the calibration graph.

To check the accuracy of the proposed method,
a recovery study was carried out on various types
of water samples. River water from Loja
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Table 4
Determination of BPA in presence of phenola

[BPA]/[Phenol] BPAbTaken (mg·l−1)

Phenol Found (mg·l−1) Recovery (%) RSD (%)BPA

4.0 4.101:1 102.04.0 0.5
8.0 3.921:2 98.04.0 0.3
16.0 3.894.0 97.31:4 0.9
4.0 8.312:1 103.98.0 1.1
8.0 7.698.0 96.11:1 1.2
16.0 8.021:2 100.28.0 1.4
4.0 11.5012.0 95.83:1 0.5
8.0 12.301.25:1 102.512.0 0.6
16.0 10.9812.0 91.51:1.25 0.4
4.0 15.644:1 97.816.0 1.3
8.0 15.2516.0 95.32:1 0.8

1:1 16.016.0 16.80 105.0 0.9

a Data referred to sample volumes of 250 ml.
b Data based on the average obtained from three determinations.

(Granada, Spain), seawater from Motril
(Granada) and underground water from a well in
the aquifer of the fertile plain of Granada
were analysed after adequate additions of BPA.
The sample volume used was 250 ml in all in-
stances.

The results are summarized in Table 5 and
show that the recoveries are acceptable. Fortu-
nately, prior to our deliberate spiking with BPA,
these waters are apparently free of this pollutant
within the low detection limit obtained by our
method.

4. Conclusions

In this work, for the first time, a micro method
for extracting organic residues from water sam-
ples is used in conjunction with first-derivative
fluorimetric determination. The detection limit
obtained (70 ng l−1) is lower than the actual
European Community tolerance level for organic
pollutants in water (100 ng l−1). The method was
applied satisfactorily to the analysis of waters
from different sources with good recoveries in all
cases.

Table 5
Recovery study of bisphenol A in water

RSDb (%)Recovery (%)Water samplea Foundb (mg·l−1)Added (mg·l−1)

1.00River water 0.93 93.0 1.2
103.04.124.00 0.3

7.83 97.98.00 0.9

1.12 112.0 1.1Seawater 1.00
1.796.73.874.00

101.18.09 0.58.00

1.00 1.05Underground water 105.0 1.2
4.06 1.5101.54.00
7.898.00 98.6 0.8

a Data referred to sample volumes of 250 ml.
b Data based on the average obtained from three determinations.
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Abstract

Near-infrared (NIR) squarylium dye spectral properties were evaluated by absorption, fluorescence, circular
dichroism (CD), and fluorescence-detected circular dichroism (FDCD). Substituents of the two NN dyes differed at
R1 and R2, located symmetrically on the chromophore. The side chains of NN525 are R1=hexanoic acid, R2=butyl
sulfonate and R1=R2=ethyl for NN127. FDCD signals were first confirmed by denaturing BSA with 2–8 M urea
showing a diminution of dye FDCD peaks, but no change occurred in spectral properties of the dyes in urea. This
indicated that the observed cotton effects occurred by noncovalent interactions with the secondary structure of the
protein. The average BSA–dye association constants found by fluorescence, absorbance, and FDCD were 1.27×106

(n=1) and 3.3×106 M−1 (n=1) for NN127 and NN525 respectively. These values were in good agreement when
calculated by the three spectroscopic methods validating the use of NIRFDCD for optical parameter calculations.
These results are useful to describe NIR squarylium dye labeling of BSA. © 2000 Elsevier Science B.V. All rights
reserved.

Keywords: Squarylium dye; Circular dichroism (CD); Bovine serum albumin
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1. Introduction

In vivo, albumins act as carrier molecules and
bind to a number of ligands, both natural and
synthetic [1]. Owing to their nearly indiscriminate
binding capacity, a plethora of ligand studies have
led to the discovery of protein structure–function

relationships. Binding modes for biological lig-
ands, drugs, and synthetic dyes have been iden-
tified [1–3]. Much of the information gathered on
albumin has occurred through the use of optical
spectroscopic methods.

Traditionally, transmission circular dichroism
(CD) has been used to examine conformations of
proteins and bound ligands. However a valuable
tool for conformational studies, CD is con-
tributed to by all chromophores exhibiting cotton
effects at a particular wavelength. This creates

* Corresponding author. Tel.: +1-404-651-3856; fax: +1-
404-651-1416.
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difficulties when attempting to extrapolate quanti-
tative information of a single contributing chro-
mophore. These band overlaps are a major source
of the background interferences in proteins
that contain multiple optically active centers
limiting the use of CD in the ultraviolet/visible
region.

Useful alternatives have been reported to cir-
cumvent problems associated with traditional CD
analysis. Sophianopoulos et al. reported the use of
near infrared (NIR) squarylium fluorophores as
noncovalent probes capable of exhibiting induced
cotton effects [3]. This approach is particularly
attractive since dyes that possess NIR spectral
properties elude matrix interferences from
biomolecules that exhibit cotton effects at shorter
wavelengths. Secondly, the use of fluorescence-de-
tected circular dichroism (FDCD) which measures
the contributions of only fluorescent molecules to
CD has been reported [4–9]. One drawback of
using short wavelength FDCD in protein analysis
is the existence of chiral fluorophores in the ultra-
violet/visible region. For instance, fluorescence en-
ergy transfer can occur between tyrosine and
tryptophan requiring subtraction methods to mea-
sure contributions from tryptophan alone. The
absence of band overlaps prevents fluorescence
energy transfer from the protein fluorophores to
NIR acceptors simplifying optical determinations.
If the advantages of NIR measurements are
coupled with those of FDCD, a powerful tech-
nique arises for measuring CD. Since NIR
optically-active fluorescent biomolecules are
nearly non-existent, NIR fluorophores are, for all
practical purposes, the only contributors to
NIRFDCD signals. Therefore, common tasks as-
sociated with transmission CD measurements are
minimized.

We have combined the advantages of NIR
spectroscopy and FDCD for obtaining selective
and sensitive CD measurements. In this work, the
chirality induced by BSA on two inoptically-
active NIR squarylium dyes was measured.
Fluorescence, absorbance, FDCD and CD were
used to confirm dye–protein interactions.
The objective was to explore the use of
NIRFDCD for obtaining CD of fluorophores
bound to BSA.

2. Experimental

2.1. Sample preparation

Stock fatty-acid free bovine serum albumin
(Sigma, St Louis, MO) was prepared in deionized
distilled water at a concentration of 0.1 mM.
NN127 (prepared in our laboratories) and NN525
(a gift from LI-COR, Lincoln, NE) solutions were
prepared by solubilizing solid dye in a minimal
amount of HPLC grade methanol (Sigma, St
Louis, MO) (usually 3% of final volume) and
brought to a final concentration of 0.1 mM in
deionized distilled water. Sodium dihydrogen
phosphate buffer (0.1 M) was prepared at approx-
imately pH 7.0 and was used as the solvent for
samples.

In binding studies solutions containing BSA
and NN dyes were prepared in a total of 15 ml of
phosphate buffer. BSA was added to make final
concentrations ranging from 0.1 to 10 mM. Dye
concentrations were held constant usually be-
tween 0.1 and 2 mM. Mixtures containing dye and
BSA were incubated at room temperature for 1 h.
A stock solution of 10 M urea was prepared for
denaturation studies and working solutions were
prepared by diluting in 15 ml of deionized dis-
tilled water to make 2–8 M final concentrations.
Protein and dye concentrations were held
constant.

2.2. Spectrophotometric measurements

Fluorescence measurements were made with an
ISS-K2 multifrequency phase fluorometer (Cham-
paign, IL). Absorbance measurements were taken
with a Perkin-Elmer Lambda 20 UV/vis/NIR
spectrophotometer (Norwalk, CT). CD and
FDCD measurements were made with a Jasco 710
spectropolarimeter equipped with a NIR photo-
multiplier tube and a model 309 FDCD attach-
ment (Easton, MD). All cells were quartz with
1-cm pathlengths.

2.3. Data analysis

Several models have been proposed represent-
ing macromolecules interacting with small ligands.
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The equations used in these studies are based on
the Scatchard model assuming n ligands binding
with equal affinities. The modification of these
equations for NIR squarylium dye–BSA associa-
tion analysis has been presented previously [3] and
is presented here as they are also pertinent in
these studies. The association constant (Ka) repre-
senting the complex formed between proteins (P)
and dyes (D) can be described by Eq. (1):

Ka=
[PD ]

[P ]·[D ]
(1)

where [PD ] represents the concentration of the
protein–dye complex. Varying the protein con-
centration and holding the dye constant, Eq. (2)
the protein–dye complex concentration divided
by the total amount of dye is represented as

n %=
[PD ]
[D ]T

=
n×Ka× [P ]
1+Ka+ [P ]

(2)

When proteins bind to dyes, there are n possible
binding sites occupied on the dye. At the concen-
trations used in these studies it is most probable
that only one protein binds a single dye molecule.
Conversely, more than one binding site may exist
for dyes in proteins. Therefore, n51 indicates
one or more dyes binding to the protein.

Two equations were solved by linear least-
squares in data analyses. An analogue of the
Scatchard equation is [10]

n %

[P ]
= (n×Ka)− (Ka×n %) (3)

A plot of n %/[P ] versus n % yields values for Ka

and n where the slope is −Ka and the y-intercept
is nKa. Similarly the variables n and Ka can be
measured using [11]

[P ]
n %

=
1

(n×Ka)
+

[P ]
n

(4)

2.4. Determination of association using FDCD

In order to express the bound dye in terms of
the measured CD, equations relating molecular
ellipticity [u ] to the association constant (Ka) were
described by Sophianopolous et al. [3]. They are
presented as they are also pertinent to these stud-

ies. As in induced absorbance circular dichroism,
the unbound dyes used in these studies contribute
minimally to the observed FDCD signal. Ignoring
pathlengths and the contribution of the protein to
CD in the NIR region, the quantity n % can be
related to the FDCD signal by

n %=
[PD ]
[D ]T

=

�Uexp

[D ]T
− [U]D

n
[U]PD− [U]D

=
[U]upper

[U]lower

(5)

where uexp, [u ]D, and [u ]PD are the experimental
ellipticity, molecular ellipticity of dye, and com-
plex molecular ellipticity, respectively. Substitu-
tion of n % into Eqs. (3) and (4) leads to two new
equations (Eqs. (6) and (7)):

[U]upper

[P ]
= (n×Ka× [U]lower)− (Ka× [U]upper) (6)

[PD ]
[U]upper

=
1

(n×Ka× [U]lower)
+

[P ]
(n×Ka× [U]lower)

(7)

Solving either equation leads to the value of
[u ]PD, the molecular ellipticity of the complex.

3. Results and discussion

3.1. Squarylium dye properties

In these studies we evaluated the binding
parameters of two squarylium dyes using FDCD.
These dyes share the same chromophoric back-

Fig. 1. Structure of squarylium dyes used. Both have a com-
mon squarylium backbone with R1 and R2 varying. R1=
R2=C2H5 (ethyl) for NN127. R1=C6H11O2 (hexanoic acid)
and R2=C4H10SO3 (butyl sulfonate) for NN525.
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Table 1
Spectral properties of NN squarylium dyes in different solvents

Molar absorptivity, ×105SolventDye Absorbance, lmax FDCD, lmaxFluorescence, lmax

(nm)(nm)(nm)(cm−1 M−1)

NN127 0.5Water 670 663 –
2.0 663 669NN127 –Methanol
1.0 680 685BSAa 680NN127

NN525 Water 2.0 662 670 –
NN525 1.0Methanol 666 671 –

10 680 685 680BSAaNN525

a 0.2–2.0 mM dye in 1 mM BSA in phosphate buffer pH 7.0.

bone, but have different side chains (Fig. 1).
Previous studies with NN127 showed that a large
induced CD was exhibited when bound to BSA
[3]. We measured the same binding parameters
here for NN127 and NN525 using FDCD.

It was suggested that these squarylium dyes
occupy a common hydrophobic binding site on
BSA. When bound in environments of different
polarities molar absorptivities, fluorescence and
absorbance maxima changes occur. This trend is
seen for NN dyes in water, methanol and BSA
(Table 1). Additionally, when the concentration of
BSA is increased holding the dye concentration
constant, an increase in fluorescence intensity is
observed as seen in Fig. 2.

3.2. Confirmation of FDCD

As in normal fluorescence measurements, in-
creases in FDCD signals are indicative of an
increased number of bound fluorophores. In this
case, interactions with the protein causes asym-
metrical perturbations in fluorophores creating an
induced CD. A decrease in FDCD is indicative of
quenching, disassociating dyes, and/or protein de-
naturation resulting in fluorophores without in-
duced chirality. In instances where optical
impurities exist, as with some sample cells or
lenses, FDCD signals can indicate optical activity
in an inoptically active sample.

The NIR dyes used in these studies have nearly
immeasurable optical activity in solvents. Only
when bound in the asymmetric environment of
proteins will a substantial FDCD signal occur.

Thus, the optical activity of the bound dye dimin-
ishes when the secondary structure of the protein
is disrupted. In order to evaluate false induced
circular polarization in NIR dyes, proteins were
denatured in up to 10 M urea which is known to
weaken hydrophobic and hydrogen bonding inter-
actions [1]. Therefore, induced chirality in these
dyes will be weakened and optical activity dimin-
ished. The FDCD signal was found to decrease as
the urea concentration increased (Fig. 3). This
indicates that the observed FDCD signal occurs
as a result of the dye interacting with the three-di-
mensional arrangement of the protein, unless CD
is observed in the presence of urea alone. The
absence of CD and FDCD of dyes in urea ruled
out the formation of either fluorescent or non-
fluorescent optically active complexes that could
interfere with these FDCD measurements.

3.3. Instrumental stability

FDCD measurements were made for seven
replicates of NN dye–albumin samples to deter-
mine the variability in the methods used in bind-
ing studies. These values were found to be
−4492 mdeg for NN525/BSA and −1691
mdeg for equimolar (2 mM) NN127/BSA. Simi-
larly, the instrumental variability was determined
by making repeated measurements with the same
sample removing cuvettes intermittently. The in-
strumental variability was found to fluctuate by
91 mdeg using seven replicate measurements
with each type of NN dye/protein sample used in
these studies.
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Fig. 2. Representative fluorescence spectra of NN127 showing an enhancement in the intensity at 675 nm as a function of increasing
BSA concentration (0.17–1.5 mM). The dye concentration was kept constant at 1.5 mM.

3.4. Method sensiti6ity

One of the advantages of using FDCD to ob-
tain CD information is the increase in sensitivity.
This enhancement is observed as a result of
fluorescence being measured against zero back-
ground. Comparison of the sensitivities of CD
and FDCD measurements is illustrated for
NN127 in Fig. 4. At least a 100-fold improvement
in sensitivity was found for FDCD over CD using
a signal-to-noise ratio of three as a reference. CD
signals were immeasurable at lower BSA concen-
trations (0.02 mM). FDCD was still measurable at
the same concentrations. A similar experiment
was performed for NN525 showing a 10-fold im-
provement in sensitivity in FDCD versus CD. In
instances where experimental error may be ruled
out, these differences in sensitivities may account
for discrepancies in quantities derived from
the measured CD, such as the association con-
stant and molecular ellipticity. The higher concen-
trations needed in absorbance CD measurements
can also affect the measured complex concentra-
tion since secondary intermolecular and in-
tramolecular interactions such as dye aggregation
can have induced chirality and contribute to the
total CD signal. Induced chirality in squarylium
dye aggregates has been discussed previously

[12,13]. Due to the lower concentration needed in
FDCD these types of interactions can be mini-
mized. Therefore, FDCD measurements should
better approximate simple dye–protein interac-
tions.

3.5. Dye–protein association

Previous studies showed that different
squarylium side chains affected the extent of bind-
ing to BSA [3]. The binding stoichiometries for
these studies were found to be 1:1 for both dye–
protein complexes using Scatchard analysis (Fig.
5). The association constants were calculated us-
ing Eqs. (3) and (4), but Eq. (4) exhibits the least

Fig. 3. Diminution of NN525 FDCD signal as the urea
concentration is increased from 2 to 10 M.
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Fig. 4. Representative FDCD and CD spectra of equimolar NN127 and BSA. (A) FDCD at 1.7 mM; (B) CD of NN127 at 1.7 mM
(S/N=3); (C) FDCD at 0.02 mM (S/N=3).

amount of noise for the concentrations used.
This bias was found for calculations with fluores-
cence, absorbance, and FDCD data. The equi-
librium constants calculated using these different
optical methods were in good agreement (Table
2).

The equilibrium constants calculated for
NN127 were twice the value of those reported
earlier [3]. These discrepancies can be due to the
differences in the sensitivities of the methods or in
experimental conditions used. Therefore, the equi-
librium constant may vary. The value of the
parameters calculated for the bulkier NN525 were
higher than those of NN127. While it is beyond
the scope of this paper, it is noteworthy to men-
tion that NN525’s side chains, possessing a nega-
tive charge at neutral pH, can enhance
electrostatic interactions with positively-charged
amino acids and impose asymmetry in the bound
dye. These same electrostatic interactions are not
prevalent in NN127 resulting in a lower molecular
ellipticity and association constant. Although
electrostatic forces can also serve to enhance non-
covalent interactions, hydrophobic forces appear
to be the main mode of NN dye binding to BSA.
Reversible binding studies will allow for the loca-
tion and nature of the binding sites to be deter-
mined. These and other topics will be discussed in
the future.

4. Conclusion

At least four advantages exist in favor of using
NIRFDCD for CD measurements. As in fluores-
cence, FDCD is measured against a zero back-
ground; therefore, the sensitivity is greater than in
absorbance CD measurements. Secondly, signal
changes occur as a result of changes in the mi-
croenvironment of only fluorophores making
FDCD more selective than normal absorbance
CD. Biomolecular background interferences and
scattering are minimal in the NIR region that
further increases the sensitivity of the FDCD
technique. Sensitivity can also be enhanced by
laser excitation. Commercially available laser
diodes are suitable for squarylium dye excitation

Fig. 5. Representative Scatchard plot of NN525 (2 mM) bound
to BSA (0.6–2.0 mM).
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Table 2
Association parameters for NN dyes and BSA

Dye Ka×106 M−1 Ka×106 M−1 [u ]×105Ka×106 M−1

(deg cm2/dmol)(FDCD, %)(fluorescence, %)(absorbance, %)

1.4098.7NN127 1.3098.1 1.1099.0 1.10
2.5096.5 4.098.33.4097.2 3.70NN525

in the NIR [14]. Synovec and Yeung used ultravi-
olet laser excitation in FDCD [9].

In our studies, there is a 10- to 100-fold greater
sensitivity in FDCD than in CD. This sensitivity
improvement allows smaller sample concentra-
tions to be used minimizing secondary mol-
ecular interactions that may produce interfer-
ences. Hence, the optical activity measured
with FDCD more accurately reflects that of
simple protein–dye association. When im-
peding molecular interactions such as dye aggre-
gation do not exist, FDCD can be used in
conjunction with CD affording optical determina-
tions over a wide range of concentrations.
The squarylium dyes used in our studies have
absorbance and fluorescence properties suitable
for using smaller concentrations. Further-
more, these properties are enhanced when
bound to BSA making their detection even sim-
pler.

Contributing to their detection in either trans-
mission or fluorescence-detected circular dichro-
ism is the ability of these dyes to undergo
conformational changes. These optical properties
make squarylium fluorophores useful in
NIRFDCD.
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Abstract

A novel hydrogen peroxide (H2O2) potentiometric sensor, made with a MnO2-doped carbon paste electrode (CPE),
is reported. Under optimum conditions, the electrode gives a Nernstian response for H2O2 in the concentration range
3.00×10−7–3.63×10−4 mol/l, with a slope of 21–19.4 mV/pH2O2 and a detection limit of 1.2×10−7mol/l H2O2.
In addition, this sensor offers some analytical characteristics such as sensitivity, good reproducibility and a simple
preparation procedure. The effects of both the components of the electrode and other conditions on the potential
response of the sensor, as well as the possible response mechanism, are discussed. © 2000 Elsevier Science B.V. All
rights reserved.

Keywords: Hydrogen peroxide; Manganese dioxide; Modified carbon paste electrode; Potentiometric sensor
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1. Introduction

Chemically modified electrodes [1–3] as useful
analytical tools have been widely used in different
research fields since more analytical possibilities
[4–7] are offered by electrode manufacture. How-
ever, only a few analytical applications have em-
ployed chemically modified electrodes as
potentiometric sensors [8–13], and the modified
methods of the electrodes often involve covalent
attachment and polymeric films to the surface of
based electrodes [14–16], so the preparation of
these potentiometric sensors often suffers from
the complex preparation process of the based-

electrodes and are time-consuming. Compared
with these methods, the fabrication of chemically
modified carbon paste electrodes (CPE) made
with liquid paraffin oil as the gluing material are
simple and cheap, these modified carbon paste
electrodes are often applied for this purpose and
many CPE-based potentiometric sensors have
been reported in the literature [17–19], but these
CPE-based sensors often have poor stability and
poor reproducibility since the carbon powder on
the face of the CPE is easy to be omitted.

Recently, some CPE-based potentiometric sen-
sors prepared with solid paraffin oil as the gluing
material have been reported [20,21], these new
types of CPE-based electrodes have presented
some advantages, such as good stability and
reproducibility.* Corresponding author. Tel.: +86-29-5235570.

0039-9140/00/$ - see front matter © 2000 Elsevier Science B.V. All rights reserved.

PII: S0039 -9140 (99 )00223 -4
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Hydrogen peroxide (H2O2) is a very important
intermediate in environmental and biological
reactions. The monitoring of H2O2 with a re-
liable, rapid and economic method is of great
significance for numerous processes. Several
analytical techniques have been employed for
its determination [22–24], including the man-
ganese dioxide-modified CPE amperometric sen-
sor [25], but most suffer from interference,
complex instrumentation and expensive reagents
[26–28].

The potentiometric analytical method has
been found to be more suitable for determination
of many analytes since it possesses advantages
such as rapid, simple instrumentation and a
wide linear range. But until now, to the best
of our knowledge, a potentiometric method
for the determination of H2O2 has not been re-
ported.

In this paper, by doping the CPE with MnO2

and using solid paraffin as gluing material, a new
CPE-based electrode was prepared and it was
found that this CPE-based electrode presented the
Nernstian response for H2O2. Based on this obser-
vation, a new potentiometric sensor for the deter-
mination of H2O2 was proposed and factors
which affected the analytical performance of this
sensor such as the components of paste and con-
dition time were studied. At the same time, the
possible response mechanism of the sensor is dis-
cussed. This sensor has been used to detect H2O2

in rain water samples and it has some advantages
such as simple instrumentation, simple prepara-
tion procedures and good stability and
reproducibility.

2. Experimental

2.1. Reagents

All reagents were of analytical-reagent grade
or better and water doubly-distilled in a fused-
silica apparatus was used throughout the ex-
periment. A stock solution of H2O2 (0.100 mol/l)
was prepared by diluting 5.5 ml of 30% v/v
H2O2 (Shanghai Chemical Reagents Plant) to
500 ml with water. The solution was standardized

by titration with potassium permanganate.
Test standard solutions were prepared daily by
appropriate dilution of the stock solution. A
0.10 mol/l NH4Cl solution was prepared by dis-
solving 5.5 g of NH4CL (Xi’an Chemical
Reagents Plant) in 1 l of water and a 0.10 mol/l
NH3–H2O solution was prepared by diluting
an appropriate volume of saturated NH3 sol-
ution (Xi’an Chemical Reagents Plant) in 1 l of
water.

2.2. Apparatus

The potentials were measured with a PHX-
215 ION-meter (Shanghai Second Analytical
Instrument Plant, China).The reference elec-
trode was a saturated calomel electrode (SCE)
and the 0.10 mol/l NH3–NH4Cl buffer solution
(pH 8.50) was stirred with a Teflon-coated mag-
netic bar during measurement. The electrochemi-
cal cell used can be represented by
Cu�MnO2-modified carbon paste�sample solution
(0.10 mol/, pH 8.50, NH4

+–NH3 buffer solu-
tion)SCE.

2.3. Construction of the sensor

A Teflon rod (11 mm o.d.) with a hole at one
end (7 mm diameter, 3.5 mm deep) for the carbon
paste filling served as the electrode body. Electri-
cal contact was made with a copper wire through
the centre of the rode. Unmodified carbon paste
was prepared by adding 1.58 g of solid paraffin oil
to 5.00 g of spectral carbon powder. Modified
carbon paste was prepared by replacing corre-
sponding amounts of the carbon powder (2.5, 5,
10, 15 and 20% m/m) with manganese dioxide and
then adding the solid paraffin oil.The mixtures
were homogenized carefully by heating on an
electric hot-plate and then the hot carbon paste
was packed into the hole of the electrode; after a
shorted cooling time, the carbon paste was
smoothed onto paper until it had a shiny appear-
ance. Before using the modified paste for poten-
tiometric measurements, the electrode was
preconditioned in 0.10 mol/l NH3–NH4Cl buffer
solution for 72 h until a steady potential response
was obtained.
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2.4. EMF measurement and selecti6ities

The electrode potential was measured in 50 ml
of sample or standard hydrogen peroxide solu-
tions (pH 8.50, 0.10 mol/l NH3–NH4

+ buffer)
with stirring at 28°C, and potentiometric measure-
ment of the steady-state response was carried out
in the usual manner. After each measurement, the
H2O2 sensor was washed free of residual H2O2

and pH buffer solution with water until a stable
blank potential was obtained. The selectivity co-
efficients of the electrode for H2O2 with respect to
other ions were quantified using the mixed solu-
tion method [29].

3. Results and discussion

3.1. Electrode response

A typical calibration curve of the electrode
response for 3.00×10−8–3.60×10−3 mol/l
H2O2 shows that the linear range of electrode
response is 3.00×10−7–3.63×10−4 mol/l H2O2

and the electrode gives a near-Nernstian response
of 19.4 mV/pH2O2 and a detection limit of 1.20×
10−7 mol/l H2O2. The calibration curve is pre-
sented in Fig. 1.

3.2. Choice of the modifier on the sensor

The composition of the electrode is an impor-
tant aspect to be considered for the analytical

performance of this sensor. The initial testing
showed that an unmodified carbon paste electrode
did not have any potential response to H2O2. In
order to improve the analytical characteristics of
the CPE electrode, different metal oxide mi-
croparticles of MnO2, NiO, Co2O3 and TiO2 were
employed as modifiers. Of these modified elec-
trodes, the CPE modified with MnO2 showed a
stable Nernstian response to H2O2, the sensor
doped with Co2O3 gave an unstable potential
response to H2O2, and sensors prepared with
other modifiers did not show any Nernstian re-
sponse to H2O2. Thus MnO2 was selected as the
modifier for preparing the H2O2 potentiometric
sensor.

3.3. Effect of the amount of MnO2 in CPE on
the response

The effect of the amount of MnO2 on the
potential response of the sensor for H2O2 was
investigated by altering the ratio of MnO2 to
graphite powder in the mixture.The results
showed that the potentiol response increased with
increasing amounts of MnO2 up to 4.0% and it
decreased above 7%. Thus, an electrode modified
with 4% MnO2 was employed in further work.

3.4. Effect of electrode conditioned time on the
response

The MnO2-doped carbon paste electrode gave a
stable response to H2O2 after conditioning for a
sufficient period of time in 0.10 mol/l NH4Cl–
NH3·aqueous buffer medium. The response of a
newly made electrode drops rapidly with time, but
becomes stable after conditioning for 72 h; Fig. 2
shows the response curves after different condi-
tioning times. The response is also more rapid
(B3 min) than that of a conventional electrode,
owing to the low resistance. Fig. 1 shows that the
response of this electrode conditioned for \72 h
is Nernstian.

3.5. Effect of pH on the response

Based on the preliminary testing results, none
of the other acid or basic buffer solutions investi-Fig. 1. Typical calibration graph for the H2O2 sensor.
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Fig. 2. Effect of conditioning time of the sensor for 10.0
mmol/l H2O2 (pH 8.50, 0.10 mol/l NH4

+–NH3 solution).

checked by recording the e.m.f. of a standard cell
Cu�MnO2 chemically modified CPE�1.00×10−5

mol/l H2O2, NH4
+–NH3 buffer solution�SCE and

varying the acidity by the addition of small vol-
umes of HCl and/or ammonium solution (1.0
mol/l of each); the concentration of H2O2 was
1.00×10−5 mol/l. The results showed that while
the pH changed in the range 7.0–8.0, the poten-
tial response increased with increasing pH; this
results may be related to the enhancing of oxidiz-
ing ability of H2O2 when pH changed in this
range. For pH values in the range 8.0–9.0, the
response was almost constant; Above pH 9.0, the
potential response dropped, possibly because it is
difficult to oxidize MnO2+ to its higher oxidation
state when pH\9.0. So the potential response
dropped. Thus, pH 8.50 NH4

+–NH3 buffer solu-
tion was selected for the further experiments.

3.6. Selecti6ity of the electrode

The selectivity of the sensor was evaluated by
the mixed solution method. The results are pre-
sented in Table 1 and show that the sensor offered
a good selectivity for H2O2, and that many poten-
tially interfering ionic species, excepting Co2+and
PO4

3−, do not interfere in the determination of
H2O2.

3.7. The performance of the sensor

3.7.1. The response time
When the hydrogen peroxide concentration was

above 1.00×10−5 mol/l, the response time was
shorter than 3 min; when the H2O2 concentration
was 3.00×10−7 mol/l, the response time was 5
min.

3.7.2. The reproducibility of the sensor
The reproducibility of the sensor was examined

using the reference method [30]. The results are
shown in Table 2 and reveal that the sensor had a
good reproducibility for determination of H2O2.

3.7.3. The life time of the sensor
After the new sensor had been conditioned for

a given time, it showed a stable response for H2O2

when it was used continually for 20 days; the

Table 1
Interferences of various ions for the H2O2 sensor

Interfering ions

C2O4
2− 7.2×10−3

Co2+ 3.0×10−2

CO3
2− 2.4×10−4

PO4
3− 1.1×10−2

SO4
2− 1.6×10−4

3.0×10−4SO3
2−

NO2
− 2.5×10−4

gated, such as H2SO4, HCl, NaOH, NaHCO3 and
N2B4O7 (their concentrations were 0.10 mol/l, re-
spectively), proved to be better than 0.10 mol/l
NH4

+–NH3 buffer solution for H2O2 determina-
tion. So the NH4

+–NH3 buffer solution was cho-
sen for controlling the pH values of sample
solutions.

The effect of pH values of sample solutions on
the potential readings of the H2O2 sensor was

Table 2
Results of examination of the sensor reproducibilitya

1.00×10−6 mol/lNumber of repeats 1.00×10−5 mol/l
H2O2H2O2for determination of

H2O2 response

−163.91 −183.2
−164.1−182.62

3 −163.8−182.5
4 −164.0−183.1

a Results are given in mV.
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response slope and linear range of the sensor for
H2O2 kept from any obvious various. The sensor
appeared the poor stability and long response
time after it was continually used over such a long
time as 30 days; at the same time, the response
linear range of the sensor for H2O2 was also poor.
But the sensor regained its good response perfor-
mance after it was smoothed and conditioned
when it was first prepared.

3.8. Discussion on the possible response
mechanism of the sensor

When the sensor was conditioned in 0.10 mol/l
NH3–NH4

+ buffer solution, the e.m.f. increased
with time at first and then gave a constant re-
sponse over a long time.While a few of H2O2

presented in the testing buffer solution, the re-
sponse of this sensor was faster than that of blank
testing buffer solution. Based on those experimen-
tal phenomena and some of MnO2 chemically
properties, we proposed the possible response
mechanism of this sensor as follows. First, a few
of the solvated MnO2 was formed on the face of
the sensor when the sensor was inserted in the
testing solution. Second, H2O2 can oxidize MnO2

to produce MnO4
2− [31], so the sensor appeared

response for H2O2. Third, the response results
showed that the e.m.f. became more positive with
increasing H2O2 concentration and the sensor re-
gained its blank e.m.f. response after it was again
inserted in the blank solution (not contained
H2O2). The possible reason is that the organic
materials which existed in parallin oil reduced the

MnO4
2− to produce MnO2. So the possible re-

sponse mechanism of this sensor is attributed to
the following procedures and reactions:

MnO2 (in CPE)+H2O

�MnO2·H2O (in solventing film) (1)

MnO2·H2O�MnO(OH)2 (in solventing film)
(2)

MnO(OH)2

�MnO2+ +OH− (in solventing film) (3)

MnO2+ +H2O2+OH−

�MnO4
2− +H2O (in solventing film) (4)

MnO4
2− +R (in parallin)�MnO2+Ox (5)

So the potentiometric response of this sensor
my be a mixture redox potentiol between the
MnO4

2− and MnO2+; at the same time, the ratio
of [MnO4

2−]/[MnO2+] (in the solvent film) is ad-
justed by the concentration of H2O2 in buffer
solution, so the electrode gives the Nernstian re-
sponse for the H2O2.

3.9. The sample analysis

The utility of this sensor was checked by using
it for the quantitative determination of H2O2 in
rainwater samples collected on different days (in
Xi’an, China) and comparing the results with that
of the chemiluminescence (CL) method [32]. The
results (shown in Table 3) clearly show that the
proposed method performs exceptionally well and
the results obtained are in agreement with the CL
method.
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Abstract

The mathematical bases and program algorithms of discrete wavelet transform (DWT), multiresolution and
Mallat’s pyramid algorithm were described. The multiresolution analysis (MRA) based on Daubechies orthogonal
wavelet basis was studied as a tool for removing noise and irrelevant information from spectrophotometric spectra.
After wavelet MRA pre-treatment, eight error functions were calculated for deducing the number of factors. A partial
least squares based on wavelet MRA (WPLS) method was developed to perform simultaneous spectrophotometric
determination of Fe(II) and Fe(III) with overlapping peaks. Data reduction was performed using wavelet MRA and
principal component analysis (PCA) algorithm. Two programs, SPWMRA and SPWPLS, were designed to perform
wavelet MRA and simultaneous multicomponent determination. Experimental results showed the WPLS method to
be successful even where there was severe overlap of spectra. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Simultaneous quantitative analysis; Overlapping spectrophotometric signals; Wavelet multiresolution analysis; Partial
least squares
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1. Introduction

During the last few years a new and very
versatile technology named wavelet analysis has
been developed. Wavelets are a powerful tool with
a very rich mathematical content and great poten-
tial for application [1–3]. Many scientists are
interested in this field and applied its algorithm in
the areas of data compressing, denoising, image
processing, acoustics and fluid mechanics. In this

rapidly developing field, even the meaning of
wavelet analysis keeps changing to incorporate
new ideas. Wavelet theory is still developing at a
rapid pace. Wavelets are functions generated from
one basic function by dilations (W(X)�W(2X))
and translations (W(X)�W(X+1)). Projection
of a signal onto wavelet basis functions is called
wavelet transform (WT). A wavelet transform
resembles the familiar sines and cosines in a
Fourier transform (FT) in some respects. FT uti-
lizes just a single set of basis function, but WT
have versatile basis functions to be selected due to* Corresponding author. Fax: +86-471-4951761.

0039-9140/00/$ - see front matter © 2000 Elsevier Science B.V. All rights reserved.
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the type of signal analyzed. A Fourier transform is
localized in frequency but not in time, WT has dual
localization both in scale (frequency) and in posi-
tion (time). Wavelet transform is a linear operation,
thus, the signals of each component obtained from
wavelet transform decomposition maintain their
linearity. Wavelet analysis represent relatively re-
cent mathematical developments, and they have
not found many application in chemistry yet. In
1992, Bos and Hoogendau firstly applied WT to
analytical chemistry for evaluation of peak intensi-
ties in a flow injection analysis [4]. Other scientists
used WT in pattern recognition of near infrared
spectra [5], electroanalytical chemistry [6], chro-
matography [7] and removing the influence of
complex backgrounds of infrared spectra [8].

Today the multivariate calibration techniques
such as multiple linear regression (MLR), principal
component regression (PCR), partial least squares
(PLS) regression have frequently been used in
multicomponent analysis without a prior separa-
tion, however, these approaches have been scarcely
used in combination with wavelet analysis. Al-
though denoising and data compression from an
analytical signal were performed routinely by finite
impulse response (FIR) and infinite impulse re-
sponse (IIR) digital filters [9], in practice, denoising
and data compression of analytical data using
wavelets were rarely explored. Information about
the speciation of metals in natural water is impor-
tant in studies of the toxicity of metals for aquatic
organisms. The speciation of iron as Fe (II)–Fe(III)
was required to control the concentration of both
oxidized states of iron, which is important in
investigations of environmental pollution and in
power plant due to their erosive action on the
surface of turbine blades [10]. In this paper, a
partial least squares based on wavelet MRA
(WPLS) method was used to perform simultaneous
quantitative analysis of Fe (II) and Fe (III).

2. Theory

2.1. The continuous wa6elet transform (CWT)
[11,12]

Given a time-varying signal f(t), wavelet trans-
forms consist of computing coefficients, which are

inner products of the signal and a family of
wavelets. In a continuous wavelet transform, the
wavelet corresponding to scale a and time loca-
tion b can be written in terms of the mother
wavelet:

ca,b(t)=
1


�a �
c
�t−b

a
�

, with a, b�R, a"0

(1)

where R is the domain of real numbers. The
continuous wavelet transform (CWT) of f(t) is
given by:

CWT{ f(t); a, b}=
&�

−�

f(t)cab* (t) dt

=� f(t), ca,b� (2)

where the superscript * represents the complex
conjugate. � f(t), ca,b� is a notation used for inner
products or the projection of function f(t) onto
the wavelet function ca,b. Suppose that the
wavelet c satisfies the admissibility condition& +�

−�

�c. (v)�2
v

dvB� (3)

where . denotes the Fourier transform

c. (v)=
2


2p

&
e itwc(t) dt (4)

then continuous wavelet transform CWT(a, b) is
invertible on its range, and an inverse transform is
given by the relation

f(t)=
1
c
&�

−�

&�
−�

CWT(a, b)ca,b

da db
a2 (5)

Therefore, by using Eq. (5) the original signal can
be reconstructed from ca,b.

2.2. The discrete wa6elet transform DWT [11,13]

The DWT has been recognized as a natural
wavelet transform for discrete time signals. Both
time and scale parameters are discrete. This means
that the possible (a, b) values are chosen as follows:

a=a0
j, b=kb0a0

j (6)

where k, j are members in the set of all possible
negative and positive integers. The choice of a0=
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2 and b0=1 is called dyadic dilations and trans-
lations. The DWT is a basis transformation,
i.e. it calculates the coordinates of a data vector
in the so called wavelet basis. The wavelet basis
is generated by stretching out the wavelet to
fit different scales of the signal and by mov-
ing it to cover all parts of the signal. The
DWT can give a time–frequency analysis of sig-
nals.

A DWT is a linear operation that decomposes a
signal f(t) into a weighted sum of basis function
cj,k(t):

f(t)=%
j

%
k

Cj,kcj,k(t) j, k�z (7)

where z means the set of integers. The cj,k(t) are
generated from a single mother wavelet c(t) by
dilations and translations:

cj,k(t)=2
− j

2 c(2− jt−k) (8)

where j is the dilation scale index, and k is the
translation index. The empirical wavelet coeffi-
cients Cj,k are found by projecting the signal f(t)
onto the wavelet basis set cj,k(t) i.e.

Cj,k=� f, cj,k� (9)

Several families of wavelet exist such as
Daubechies, Symmlet, Coiflet and Beylkin
wavelets etc. [14,15]. The Daubechies family was
found to be highly successful in terms of speed,
compression and dynamic response. These are
orthonormal basis of compactly supported
wavelets. That means the wavelets are non-zero
over a finite interval and zero elsewhere.

2.3. Multiresolution analysis (MRA) [11,13,16]

The basic idea of wavelet analysis is that of
multiresolution. The multiresolution is known as
the simultaneous appearance of a signal on multi-
ple scales. This concept of the multiresolution was
introduced by Meyer and Mallat [17,18], and
provides a powerful framework to understand
wavelet decomposition.

A multiresolution analysis of L2(R) is defined
as a sequence of closed subspace Vj of L2(R), j�z
with the following properties.

1. ···¦V2¦V1¦V0¦V−1¦V−2···

2. f(t)�VjUf(2t)�Vj+1

3. f(t)�VoUf(t+1)�Vo

4. @ j�zVj is dense in L2(R) and S j�zVj={0}

5. A function f�V0 such that {f(t−k)}k�z

is an orthonormal basis for V0

The function f is called the scaling function for
the analysis, and Vj is called the jth scale space.
By defining Wj as an orthogonal complement of
Vj in Vj−1,

Vj−1=Vj�Wj, WjÞVj (10)

the space L2(R) is represented as direct sum

L2(R)=�
j�z

Wj (11)

where � represents direct sum. On each fixed
scale j, the wavelets {cj,k(t)}k�z form an orthonor-
mal basis of Wj and the functions {fj,k(t)=2− j/2

f(2− jt−k)}k�z form an orthonormal basis of Vj.
In other words, the final requirement for
multiresolution concerns a basis for each space.
The basis functions for the approximation
space are known as scaling functions f. The basis
function for wavelet spaces are known as wavelets
c.

S. Mallat exploited the attractive features of
multiresolution analysis to construct a efficient
algorithm for decomposing a signal into its
wavelet coefficients and reconstructing the signal
from the coefficients.

2.4. The quadrature mirror filter (QMF) and
Mallat’s pyramid algorithm

Wavelet coefficients calculated by DWT are
related to the basis wavelet. The particular basis
wavelets are specified by a set of numbers, called
wavelet filter coefficients. Once a specific wavelet
has been chosen, one can use its coefficients to
define two filters, the low-pass (scaling) filter and
the high-pass (wavelet) filter. Both types of filters
use the same set of wavelet filter coefficients, but
with alternating sign and in reversed order, For
the Daubechies 4-coefficient family the coeffi-
cients of the low-pass scaling filter are C0, C1, C2,
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and C3 where C0= (1+
3)/4, C1= (3+
3)/4,
C2= (3−
3)/4 and C3= (1−
3)/4. The coeffi-
cients of the high-pass wavelet filter are C3, −C2,
C1, and −C0, respectively [19,20]. In the field
of signal processing, the pair of filters is known
as the quadrature mirror filters (QMF). These
filters are used to construct the filter ma-
trices, denoted as L and H. Taking the
Daubechies 4-coefficient family as an example,
if the signals only contain eight data points,
the L and H matrices have the following struc-
ture:

L=Ã
Ã

Ã

Æ

È

C0

0
0

C2

C1

0
0

C3

C2

C0

0
0

C3

C1

0
0

0
C2

C0

0

0
C3

C1

0

0
0

C2

C0

0
0

C3

C1

Ã
Ã

Ã

Ç

É

(12)

H=

Ã
Ã

Ã

Æ

È

C3

0
0

C1

−C2

0
0

−C0

C1

C3

0
0

−C0

−C2

0
0

0
C1

C3

0

0
−C0

−C2

0

0
0

C1

C3

0
0

−C0

−C2

Ã
Ã

Ã

Ç

É

(13)

Once the filters have been defined, one applied the
Mallat’s pyramid algorithm to perform the recur-
sive decomposition [11,12,19].

While the N input data is passed through
the scaling and the wavelet filters, the output
of the filters consists of two sets of N/2 co-
efficients. The high-pass and low-pass filtered
data are detail d1 and approximation co-
efficients a1 of the WT at first level of resolution.
The approximation coefficients a1 can be used
as the data input for the QMF to generate
sets of N/4 of detail d2 and approximation coeffi-
cients a2 at the second level of resolution.
This process is iterated as many times as wanted.
If the original signals were taken as the approxi-
mation of signals at the lowest resolution level 0,
i.e.

a0= f(t) (14)

then a j and d j are computed via the following
decomposition equation:

a j=La j−1 (15)

d j=Ha j−1 (16)

where j denotes the resolution level and j=
0, 1, . . . ., J−1. To reconstruct the signal from
its wavelet decomposition is just to run the
recursion algorithm in the reverse with conju-
gates of H and L. The reconstruction algorithm
is therefore also a pyramid algorithm, using
the same filter coefficients as the decomposi-
tion. Signal reconstruction can be presented as
follows:

a j−1=L�a j+H�d j (17)

where L* and H* represent the conjugates of the
L and H matrices. Schematically, the decomposi-
tion can be represented by:

and the reconstruction can be represented by:

2.5. The partial least squares based on wa6elet
MRA (WPLS) method [12,13]

In the method, wavelet MRA is used as a tool
for removing noise and irrelevant information
from original data. The denoising cutoff is fulfi-
lled by choosing the optimal wavelet transform
depth j. The denoising is applied to the wavelet
domain, prior to back-transforming it to signal
domain. The reconstructed matrices from stan-
dard and unknown mixtures were obtained for
further PLS operation. The PLS algorithm is built
on the properties of the nonlinear iterative partial
least-squares (NIPALS) algorithm by calculation
one latent vector at a time. The NIPALS-PLS
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algorithm is shown in table 1 of ref. [21]. The
calibration with use of the PLS approach is done
by decomposition of both the concentration and
absorbance matrix into latent variables, D=
TPT+E and C=UQT+F. The regression coeffi-
cients are expressed as B=W(PTW)−1QT, where
W is a weight matrix.

According to these algorithms, two programs
called SPWMRA and SPWPLS were designed to
perform wavelet MRA, data compression and
denoising as well as simultaneous determination.

3. Experimental

3.1. Apparatus

A Shimadzu UV-240 spectrophotometer with
optional model OPI-2 was used for all experi-
ments. A Legend pentium 120 microcomputer was
used for all the calculations.

3.2. Reagents

All reagents were of analytical reagent
grade. Doubly distilled and deionized water
was used. Stock standard solutions of
Fe(II) and Fe(III) were prepared by dissolving
Fe(NH4)2(SO4)2·6H2O and FeNH4(SO4)2·12H2O,
respectively, in 0.05 mol l−1 sulphuric acid and
standardized according to generally accepted pro-
cedures. 0.05 mol l−1 1,10-phenanthroline (phen)
solution and 0.05 mol l−1 sulphosalicylic acid
(SSA) solution were used.

3.3. Procedures

A series of mixed standard solutions containing
various ratios of the Fe(II) and Fe(III) ions was
prepared in 50 ml standard flasks, 2 ml 0.05 mol
l−1 SSA and 2 ml 0.05 mol l−1 Phen were added,
the pH was adjusted to 3.0 with HNO3 and
NaOH, ionic strength was adjusted to 0.001 mol
l−1 with KNO3, then diluted with distilled water
to the mark. Cuvettes with a path length 1 cm
were used and the blank absorbance due to dis-
tilled water was subtracted. Spectra were recorded
between 440 and 560 nm at 2 nm intervals by the

mode named ‘data print out at wavelength inter-
vals’ of the Shimadzu UV-240 spectrophotometer.
An absorption matrix OD was built up from these
data. According to the same procedures an ab-
sorption matrix for unknown mixtures ODU was
built up. All the experimental operations were
performed at room temperature(19–20°C).

4. Results and discussion

Although there exist a very large number of
possible wavelet basis, in this paper we limited
ourselves to the Daubechies family of orthogonal
wavelets. After test, the Daubechies 12-coefficient
wavelets were used in all work.

4.1. Wa6elet multiresolution analysis of the
absorption matrix and denoising operation

Because wavelet analysis possesses the property
of localized time-frequency, DWT decomposes a
signal into localized contributions labeled by a
scale and a position parameter. Here, we selected
the mean spectrum of OD matrix as the original
signals. After DWT, the signals were described by
wavelet transform coefficients. The mean spec-
trum and its wavelet transform coefficient (on a
normal and a log scale) are presented in Fig. 1.
The presented set of wavelet coefficients shown in
Fig. 1b contains exactly the same information
contents of the mean spectrum, but the basis of
the spectrum presentation is changed. From Fig.
1c, it is fairly obvious that the spectrum presenta-
tion is sparse. This sparseness means that there
are many wavelet transform coefficients with very
small amplitude, the coefficients due to represent-
ing unimportant details can be omitted without
substantially affecting the information content.
Thus, denoising can be done in the wavelet
domain.

A series of a j and d j were obtained for the
mean spectrum. Fig. 2 shows the plots of the a j

and d j vectors with j=1–4. The figure indicates
that the waveforms have a positive part for the
approximation but a positive and negative part
for the details. Both approximation, a1 and a2 are
similar to the original signal. However, when a1
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Fig. 1. The mean spectrum and its wavelet transform coeffi-
cient (on a normal and a log scale). (a) The mean spectrum of
OD matrix. (b) The wavelet transform coefficients of the mean
spectrum. (c). The wavelet transform coefficients of the mean
spectrum on a logarithmic scale.

length m. If a lower j is utilized the more noise in
the original signal will be retained, whereas while
a higher j is utilized, the more information will be
removed. If the length of original signals is N, the
wavelet transform length m will be N/2 j. When
the optimum j was selected, the m wavelet coeffi-
cients will be retained and the others will be
eliminated. Thus, this approach can be used to
remove noise and irrelevant information from the
original signals in the wavelet domain. Denoising
removes small-amplitude components occurring in
the wavelet domain regardless of position. After
denoising the spectra will be reconstructed
from the compressed data. The MRA decomposi-
tion and reconstruction of a discrete signals can
be accomplished with Mallat’s pyramid al-
gorithm.

How to choose the optimum j and m without a
priori knowledge of the noiseless signals is very
important. Ideally, the spectrum reconstructed
from the compressed data is identical to the origi-
nal one. In practice, this is not true for the reason
that cutoff and computational error. The relative
mean square difference (RMSD) between the
original spectrum f and the reconstructed spec-
trum a was used to judge the validity of choice of
f and is defined by:

RMSD=norm( f−a)/norm( f)

where norm means the Euclidean norm and

norm( f)= f2=
� %

n

j=1

� fj �2�1/2

In this paper, the optimum compression or cutoff
is that which gives the smallest RMSD. The
RMSD values of the mean spectrum for j=1–4
were 0.0535, 0.0828, 0.1354, and 0.1988, respec-
tively, thus, we chose j=1 as optimum and only
retained 31 wavelet coefficients in the following
operation. Of course as one can notice that the
RMSD is not relative mean square error
(RMSR). Because the noise-free spectrum does
not exist, so the RMSR cannot be calculated from
the raw experimental spectrum. Theoretically, the
optimum cutoff is that which give the smallest
RMSR. Fig. 3 shows the original and recon-
structed mean spectrum as well as their estimated
difference. It can be seen that the reconstructed

was converted to a2, the lost information was
stored in the detail signal d2. In other words, the
difference in the information contained in the
approximation a j−1 and a j was contained in the
detail d j.

Where to place the denoising cutoff is how to
judicious choice of wavelet transform depth j and

Fig. 2. Plots of the approximations a j and details d j vectors
with j=1–4 obtained from the Daubeches 12-coefficent DWT
on the mean spectrum. (a) Left: the details d j on j=1–4 from
top graph to bottom. (b) Right: the approximations a j on
j=1–4 form top graph to bottom.
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Fig. 3. The original and reconstructed mean spectrum as well
as their estimated difference (a) the original; (b) the recon-
structed; (c) the difference.

Fig. 4. Three-dimensional plots of ODU.

4.2. Estimating the number of factors after the
wa6elet MRA pre-treatment

In a first step of multivariate statistical meth-
ods, the number of independent factors is deter-
mined by principal component analysis (PCA).
These techniques require the rank of the ab-
sorbance matrix to be equal to the number of
independent factors. The essence of the techniques
is the pseudorank determination of an experimen-
tal data matrix. The pseudorank means the math-
ematical rank in absence of noise [22,23].
However, experimental spectra are often compli-
cated by noise, which may be due to physical and
chemical processes and imperfections in the exper-
imental apparatus or other reasons. In this case as
a first step the wavelet MRA pre-treatment was
taken to eliminate the noise. Eight criteria were

spectrum is similar to the experimental mean
spectrum except in the two edge regions,
where the absorption intensities are low. Thus, the
original spectra were replaced with the re-
constructed spectra in next experimental proce-
dure.

With DWT one can treat each spectrum
individually i.e. one by one row of the data
matrix. Therefore, in the same way each row
vector of matrix OD and ODU was decom-
posed, denoised at j=1 and reconstructed by
applying wavelet MRA. Wavelet transformation
is a linear operation, thus, the dataset after
DWT preserves the important property of the
Lambert–Beer relationship. The reconstructed
spectrum after denoising observes this relation-
ship too. The reconstructed matrix D and DU
obtained from original matrix OD and ODU by
applying wavelet MRA were used in the SPWPLS
operation. Three-dimensional plots of the matrix
ODU and DU presented in Figs. 4 and 5. In the
Fig. 5, the irrelevant information and noise
was removed from the matrix ODU. Both
three-dimensional plots, Figs. 4 and 5, show a
obvious difference to a certain degree. What de-
gree of the difference was depend on the denoising
cutoff, i.e. the choice of the wavelet transform
depth j. Fig. 5. Three-dimensional plots of DU.
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Table 1
Result of PCA on the matrix Du after MRA pre-treatment

t EV RE IND XE IE ER REV Frac

1.8571e−2 6.4259e−51 1.8048e−23.8582e+2 4.3772e−3 1.1662e+3 3.5138e−1 9.9907e−1
5.2415e−3 2.0475e−5 4.9418e−3 1.7472e−33.3082e−1 1.4672e+12 3.2434e−4 8.5667e−4

2.2548e−23 2.1593e−3 9.5968e−6 1.9711e−3 8.8152e−4 7.6795e+0 2.3886e−5 5.8388e−5
1.2480e−3 6.3672e−6 1.1006e−3 5.8830e−4 2.3794e+0 3.3749e−6 7.6031e−64 2.9361e−3
3.4803e−4 2.0593e−6 2.9577e−4 1.8343e−41.2340e−3 3.2193e+15 1.5464e−6 3.1954e−6
2.8081e−4 1.9501e−6 2.2928e−4 1.6213e−46 1.8227e+03.8331e−5 5.2652e−8 9.9257e−8
2.3384e−4 1.9326e−6 1.8280e−4 1.4583e−42.1030e−5 1.6929e+07 3.1864e−8 5.4457e−8

1.2422e−58 1.9946e−4 1.9946e−6 1.4867e−4 1.3298e−4 1.5943e+0 2.0913e−8 3.2167e−8
1.7324e−4 2.1388e−6 1.2250e−4 1.2250e−47.7919e−6 1.7222e+09 1.4702e−8 2.0177e−8

4.5244e−610 1.5650e−4 2.4454e−6 1.0434e−4 1.1665e−4 1.4682e+0 9.6675e−9 1.1716e−8
1.4414e−4 2.9416e−6 8.9886e−5 1.1268e−4 1.3973e+011 7.5529e−93.0816e−6 7.9797e−9
1.3495e−4 3.7487e−6 7.7916e−5 1.1019e−42.2054e−6 1.2939e+012 6.3018e−9 5.7110e−9
1.2754e−4 5.1016e−6 6.7220e−5 1.0839e−413 1.2391e+01.7045e−6 5.7977e−9 4.4139e−9
1.2122e−4 7.5765e−6 5.7146e−5 1.0691e−41.3757e−6 1.0304e+014 5.7319e−9 3.5622e−9

1.3351e−615 1.1090e−4 1.2322e−5 4.5274e−5 1.0123e−4 1.2687e+0 7.1015e−9 3.4572e−9
9.9105e−5 2.4776e−5 3.3035e−5 9.3437e−51.0523e−6 1.5329e+016 7.6254e−9 2.7249e−9

6.8646e−717 9.1598e−5 9.1589e−5 2.1590e−5 8.9017e−5 1.3413e+0 7.6273e−9 1.7776e−9
18 5.1180e−7 1.1632e−8 1.3253e−9

used to estimate the number of factors [24]. The
results for the reconstructed matrix DU produced
by the wavelet MRA pre-treatment are shown in
Table 1. From this calculated results the numbers
of optimal factors were determined. The magni-
tude of the first two eigenvalues (EV) were larger
than those of the others. The reduced eigenvalues
(REV) of the first two were also larger than those
of the others. The Frac function showed a sharp
drop from the first to third eigenvectors and then
they stabilized. The IND function show a sharp
drop between first and second eigenvectors and
they level off. RE, IE and XE functions show a
sharp drop between first and second eigenvectors
and they level off. In order to support the particu-
lar choice of model dimensionality, we present
results for the relative standard error of prediction
(RSEP). The values for factors 1–4 were 20.9854,
3.1183, 3.1568, and 3.4226%, respectively. The
definition of RSEP will be described in Section 4.3
of this paper. From these results, it was concluded
that two factors were optimum choice.

PCA is used to decompose the raw data matrix
into its most dominant factors. The essence of
wavelet MRA is similar to the PCA. The PCA
eliminate the irrelevant PCs, which associated

with the insignificant eigenvalues. The wavelet
MRA pre-treatment can eliminate the noise be-
fore PCA. From Table 1 we can find that only
two PCs can capture almost all the variance in
this case.

4.3. The partial least squares based on wa6elet
MRA (WPLS) method

Fig. 6 shows the absorption spectra of Fe(II),
Fe(III) and their mixed solution with phen and
SSA as reagents. The maximum absorption wave-
lengths of complexes of Fe(II)-Phen and Fe(III)-
SSA were 510.6 and 499.2 nm, respectively. Their
absorption maximums were 0.658 and 0.861, re-
spectively. The absorption spectra of their mixture
are severe overlap. A training set of 18 samples
formed by Fe(II) and Fe(III) mixture was de-
signed. Spectra were measured between 440 and
560 nm at 2 nm distances, giving values at 61
wavelengths for 18 standard samples. A spectra
matrix OD was built up. A set of 18 synthetic
‘unknown’ samples were measured in same way as
the training set. The reconstructed matrix D and
DU were obtained by applying wavelet MRA.
Using SPWPLS program, the concentration of
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Fe(II) and Fe(III) were calculated with two fac-
tors. Actual concentration and recoveries of
Fe(II) and Fe(III) are listed in Table 2. All the
values measured were means of three replicate.
The experimental results showed that this method
gave satisfactory results for simultaneous determi-
nation of Fe(II) and Fe(III) mixture with severely
overlapping spectra. In this case the overlap is so
severe that for mixed solution only one peak can
be recognized, though with a slightly skewed
shape indicating two constituents. In fact, the two
individual components spectra were not similar
enough and their difference of maximum absorp-
tion wavelengths was 11.4 nm. As a consequence
of peak overlapping, the quality of analytical
information is lower than derived from individual
peaks, the extent of the loss depends on the extent
of overlap. Therefore, this method has its limita-
tions, if the degree of overlap is too high, erro-
neous analytical results will be occur. Some work
will be done on the quantitative relationship be-
tween analytical errors and the degree of overlap
of two close signals by means of simulation
method, its further discussion in detail will be
reported in other paper.

For comparison of the performance of the tech-
niques, a criterion of the goodness of fit must be
chosen. Standard error of prediction (SEP) and
the relative standard errors of prediction (RSEP)

were considered, For a single component, the SEP
is given by the expression:

SEP=
D %

m

j=1

{Cij−C. ij}2

m

The SEP for the all components is given by the
expression:

SEP=
D %

n

i=1

%
m

j=1

{Cij−C. ij}2

nm

The RSEP is given by:

RSEP=
D %

n

i=1

%
m

j=1

{Cij−C. ij}2

%
n

i=1

%
m

j=1

Cij
2

Where Cij and C. ij are the actual and estimated
concentrations for ith component in the jth mix-
ture, m is the number of mixture and n is the
number of components.

The two methods with and without wavelet
resolution were compared quantitatively. The SEP
and RSEP for the WPLS and PLS are given in
Table 3. From Table 3, it can be seen that WPLS
method give better prediction results than PLS
method.

Fig. 6. Absorption of spectra of Fe(II), Fe(III) and their mixed solution with Phen and SSA as reagents. 1, 2.05×10−5 mol l−1

Fe(II)+2.03×10−4 mol l−1 Phen; 2, 4.03×10−4 mol l−1 Fe(III)+1.93×10−4 mol l−1 SSA; 3, mixed solution of 1 and 2.
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Table 2
Actual concentration and percentage recovery of the unknowns

Sample number Recovery (%)Actual concentration (10−5 mol l−1)

Fe(III)Fe(II) Fe(II) Fe(III)

8.0000 86.79361.2000 93.68471
1.20002 12.0000 88.9890 97.8856
1.20003 15.0000 90.8046 101.3490

18.0000 95.92461.2000 100.37084
10.0000 99.4427 94.80035 2.2000
15.0000 100.84662.2000 98.40326

2.20007 16.0000 100.5552 99.2999
2.20008 20.0000 100.7902 101.7151

14.0000 101.47753.2000 97.55229
18.0000 102.734010 101.69993.2000
20.0000 103.14903.2000 102.614711

4.200012 12.0000 101.7520 95.2028
4.200013 15.0000 102.1363 98.1117

20.0000 96.86194.2000 104.250014
5.200015 10.0000 96.3275 110.5280

14.0000 102.77635.2000 97.370716
5.200017 18.0000 101.2461 102.1157

12.000018 102.21835.8000 95.6291

5. Conclusions

A set of original spectral data was decomposed
into the approximation signal part and the detail
signal part by means of DWT. The approxima-
tion signal concentrates most energy of the source
signal, while the detail signal represents the
change in the source signal. As most coefficients
of the detail signal are close to zero, only very few
large value coefficients are needed to store. Sparse
representation of a signal in the wavelet domain
allows for its significant compression and denois-
ing. Wavelet MRA is studied as a tool for remov-
ing noise and irrelevant information from
spectrophotometric spectra. The denoising cutoff
is fulfilled by choosing the optimal wavelet trans-
form depth j and length m according to the values
of RMSD. The denoising method is applied to the
wavelet domain, prior to back-transforming it to
signal domain. Both the decomposed and recon-
structed technique of spectra are based on the
Mallat’s pyramid algorithm.

An optimal choice of model dimensionality in
the multivariate system is very important for a

successful quantitative analysis. Here, we use the
wavelet MRA as pre-treatment step before doing
a PCA. Eight error functions were calculated for
deducing the number of factors. DWT can de-
compose the overlapping signal into localized
contributions of different frequency. Each of these
contributions keeps its linearity, which ensures
that quantitative results can be obtained from the
decomposed signals or reconstructed signals. A
partial least squares based on wavelet MRA

Table 3
SEP and RSEP values for Fe(II)–Fe(III) system by WPLS and
PLS method

SEPMethod RSEP (%)

Fe(II) Fe(III) Fe(II) Fe(III)

0.1019 0.4776 2.8927 3.1299WPLS
TotalTotal

0.3453 3.1183
5.59180.1149PLS 0.8532 3.2615

Total Total
5.49760.6088
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(WPLS) method was developed to perform simul-
taneous spectrophotometric determination with
overlapping peaks. The method was proved to be
a convenient and efficient method. The method
can be used to analyze the whole spectra
rather than just picking out a few characteristic
values. Data compression was performed using
wavelet MRA and PCA, thus, the method can be
considered as a powerful tool for efficient com-
pression of raw data matrix and applied for the
rapid simultaneous multicomponent determina-
tion.
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Abstract

An on-line wavelet transform algorithm and development of voltammetric analyzer with the on-line wavelet
transform (WT-voltammetric analyzer) are described. Because the on-line wavelet transform decomposes the sampled
signal simultaneously with the progress of sampling, the WT-voltammetric analyzer gives all the components
contained in the sampled voltammogram. Applications of the WT-voltammetric analyzer in linear sweep voltammet-
ric analysis of mixtures of Pb(II) and Tl(I) and in square wave voltammetric analysis of mixture of Cd(II) and In(III)
were investigated. Results showed that the overlapping peaks of Pb(II) and Tl(I) can be separated easily, and the peak
position after the on-line wavelet transform does not change. The linearity of the calibration curves for Cd(II) and
In(III) in the overlapping square wave voltammetric curves were kept after the on-line wavelet transform. Quantita-
tive determination of Cd(II) and In(III) in mixture samples were investigated. The recoveries are between 92.5 and
107.1%. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Cd(II); In(III); On-line analysis; Pb(II); Tl(I); Voltammetric analyzer; Wavelet transform
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1. Introduction

Wavelet transform (WT) is a high performance
signal processing technique developed from the
Fourier transform (FT). Applications of the tech-
nique in analytical chemistry have been reported
in recent years [1–3], such as data compression
[3–5], de-noising [5–7], baseline correction [8],
and the resolution of multi-component overlap-
ping chromatograms [9,10]. The main characteris-
tic of the wavelet transform is that it decomposes
a signal into localized contributions labeled by a

scale and a position parameter. Each of the con-
tributions represents the information of different
frequency contained in the analyzing signals. But
all these applications are accomplished off-line,
i.e. to obtain the experimental data and then to
conduct the wavelet transform, which in some
cases makes it inconvenient to use the technique.

In this paper, an on-line algorithm for wavelet
transform is proposed. Because the on-line
wavelet transform decomposes the sampled signal
simultaneously with the progress of sampling, a
WT-voltammetric analyzer was developed, which
gives all the components contained in the sampled
voltammogram. Applications of the WT-voltam-
metric analyzer in linear sweep and square wave

* Corresponding author. Fax: +86-551-3631760.
E-mail address: xshao@ustc.edu.cn (X. Shao)

0039-9140/00/$ - see front matter © 2000 Elsevier Science B.V. All rights reserved.
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voltammetric analysis were investigated. It was
shown that overlapping peaks can be resolved by
the method and recoveries for quantitative deter-
mination are between 92.5 and 107.1%.

2. Theory and algorithm

Grossmann and Morelet [11] defined the WT by
decomposing a signal into a family of functions
which are the translation and dilation of a basic
function c(x). For a function f(t)�L2(R), its WT
can be written as:

Wf(a, b)=� f(t), ca,b(t)�

=
1


a

& +�

−�

f(t)c(
t−b

a
) dt (1)

where a and b are, respectively, the scale parame-
ter and the translation parameter.

The discrete wavelet transform is commonly
used, which can be obtained by defininga=a0

j,
b=kb0, j,k�Z, and generally a0=2, b0=1.
Therefore, Eq. (1) becomes:

Wf( j, k)=� f(t), cj,k(t)�

=2− j/2&�
−�

f(t)c(t−2− jk) (2)

In practical calculation, the multi-resolution
signal decomposition (MRSD) proposed by Mal-
lat [12,13] is commonly used. MRSD method
decomposes a signal f(t) into two parts: one part
can be represented by wavelet functions cj,k(t)=
2− j/2c2 j(t−2− jk) and the other part can be rep-
resented by scaling functions
fj,k(t)=2− j/2f2 j(t−2− jk), which correspond to
the wavelet functions. Due to the properties of
cj,k(t) and fj,k(t), by mathematical proofs, Mallat
[13] obtained the following equations:

A2 j f(n)= %
�

k= −�
h(k)A2 j+1 f(n−2− j−1k) (3)

D2 j f(n)= %
�

k= −�
g(k)A2 j+1 f(n−2− j−1k) (4)

where A2 j f(n) is called the discrete approxima-
tion, D2 j f(n) is called the discrete detail, j�−
J ···−1 is the scale of decomposition,

h(k)=�f2−1(u),f(u−k)� and g(k)=
�c2−1(u),f(u−k)� are discrete filters corre-
sponding to c(t) and f(t).

If we replace j with − j, A2 j f(n) and D2 j f(n)
with C( j )(n) and D( j ), then Eqs. (3) and (4)
become:

C( j )(n)= %
�

k= −�
h(k)C( j−1)(n−2 j−1k) (5)

D( j )(n)= %
�

k= −�
g(k)C( j−1)(n−2 j−1k) (6)

If C(0)(n), n�Z, denotes a signal obtained from
an experiment, the decomposition can be de-
scribed as:

C(0)

¡
D(1)

� C(1)

¡
D(2)

� C(2)

¡
�

···

··· � C(J−1)

¡
D(J)

� C(J)

(7)

where J is the highest scale of decomposition, and
as to C(0), C( j ) is the low frequency part of the
signal with the frequency lower than 2− j, and D( j )

is the high frequency part with the frequency
between 2− j and 2− j+1.

In order to conduct on-line decomposition of
the wavelet transform for a signal from an analyt-
ical instrument, an alteration was made to the
MRSD algorithm. We doubled the number of
data points of the filters by inserting 2 j−1−1
zeros into the every adjacent item of {h(k)} and
{g(k)} (k=1···L, L=2 j−1L0, L0 is the number of
points of the original filters) to prepare and , and
rewrote Eqs. (5) and (6)) as [14,15]:

C( j )(n)= %
L

k=1

h(k)( j )C( j−1)(n−k) (8)

D( j )(n)= %
L

k=1

g(k)( j )C( j−1)(n−k) (9)

But this is still an off-line algorithm, because
C( j ) and D( j ) must be calculated one by one from
C(0) to C(1), D(1), from C(1) to C(2), D(2) and so on.
For an on-line wavelet transform, all of the
C( j )(n) and D( j )(n) for j=1···J should be calcu-
lated simultaneously with the progress of sam-
pling from n=1 to N (N is the data point number
of an experiment result). That is, whenever a data
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point was sampled, the corresponding C( j ) and
D( j ) should be calculated. Therefore, the follow-
ing program was proposed for the on-line wavelet
transform:

/* preset the necessary parameters and vari-
ables, such as the number of decomposition, the
filters and , etc. */
while (! Stop-sampling)
/* wait until elapsed time equals to the sam-
pling time interval */
/* sampling to get C(0)(n) */
for ( j=0; jBJ ; j+ + )
{C( j )(n)=�L

l=1hl
( j )C( j−1)(n− l) /* set C (0) to

zeros out any values not yet known. */
D( j )(n)=�L

l=1gl
( j )C( j−1)(n− l)

}
n=n+1
end of while
For a voltammogram, the frequency of the

signals at the position of peaks will be higher than
that of the signals at the overlapping valleys or
baseline. Therefore, by means of the above calcu-
lation, each component of signals (noise, informa-
tion at peak position and that at non-peak

position) contained in a voltammogram will be
separated into the contributions of different scale,
and then useful information can be obtained
[9,10].

3. Experimental

3.1. Construction of the WT-6oltammetric
analyzer

Fig. 1 shows the construction of the WT-
voltammetric analyzer. It is mainly composed of a
microcomputer, a digital-to-analog converter
(DAC), an analog-to-digital converter (ADC) and
a potentiostat.

In this study, a Pentium PC microcomputer
with software written in the C language was used.
The desired waveforms were generated by the
DAC under the control of the microcomputer,
which is filtered and applied to the potentiostat’s
input.

The data-collecting system is composed of an
amplifier, the ADC and the microcomputer. The
response signal is amplified by a proper amplifica-
tion, then converted to a digital signal by the
ADC after filtering the noise. At the same time,
the wavelet transform is performed and the C( j )

and D( j ) ( j=1···J) obtained will be displayed on
the screen of the computer.

A 12-bit DAC and a 12-bit ADC were used.
There is an operational amplifier in front of the
ADC, with which 1, 10 and 100 can be selected as
the amplification factor according to the magni-
tude of signal. The conversion rate of the ADC is
25 ms and the DAC is 1 ms.

Using the WT-voltammetric analyzer, several
voltammetric techniques such as linear sweep
voltammetry, differential pulse voltammetry and
square wave voltammetry can be performed. Fur-
thermore, sophisticated routines for subtracting
baselines, comparing responses with those from
standard, calculating unknown concentrations,
identifying peaks, and plotting rescaled results,
ect. are incorporated as standard software.

The discrete filters of Daubechies (N=4) [16],
i.e. h(k)={0.4830, 0.8365, 0.2241, −0.1294} and
g(k)={0.4830, −0.8365, 0.2241, 0.1294}, were
used.

Fig. 1. Construction of the WT-voltammetric analyzer. WE,
working electrode; RE, reference electrode; CE, counter elec-
trode. *C(0), the normal voltammogram; **D( j ), C( j ), discrete
details and discrete approximations obtained by on-line
wavelet transform.



X. Shao et al. / Talanta 50 (2000) 1175–11821178

Table 1
Concentration of the mixture of Pb(II) and Tl(I)a

Tl(I)Number Pb(II)

1 7.68.2
2 9.62.0

1.01.03

a Concentration unit: 1.0×10−5mol l−1.

A solution containing 0.1 mol l−1 KNO3 was
used as the supporting electrolyte.

3.3. Experiment and procedure

Linear sweep (LS) and square wave (SW)
voltammetric measurements were obtained from
the WT-voltammetric analyzer described above. A
hanging mercury drop electrode (HMDE) is used
as the working electrode with area of about 0.01
mm2, while the auxiliary electrode is platinum
wire. The reference electrode is Ag/AgCl in 2 mol
l−1 KCl. The instrumental settings used in the
linear sweep and square wave voltammetric mea-
surements are summarized in Table 3.

An appropriate volume of sample and 10 ml of
the potassium nitrate electrolyte were placed in a
10-ml voltammetric vessel. The solution was
purged for 20 min with high purity nitrogen. Then
the experiment was performed under the selected
conditions. For the qualitative determination of
Pb(II) and Tl(I) and the quantitative determina-
tion of Cd(II) and In(III), linear sweep and square
wave voltammogram were respectively obtained
according to the experimental condition listed in
Table 3. An appropriate volume of each sample
was added with a micropipette each time, purged
for 2 min and the curve was again obtained.

All voltammetric measurements were done in
triplicate, and all experiments were performed at
20°C. The vessel was immersed with 20% nitric
acid for 24 h and washed thoroughly with double
distilled water before the experiment.

4. Results and discussion

4.1. Qualitati6e analysis

Fig. 2 is the linear sweep (anodic) voltam-
mograms of Pb(II), Tl(I) and their mixture (sam-
ple 1 in Table 1). Because the difference in their
peak potential is only about 50 mV, serious over-
lapping exists in the voltammograms for the mix-
tures. Therefore, it is difficult to detect the
position of the peaks.

As mentioned above, the wavelet transform is
able to decompose an overlapping voltammogram

Table 2
Concentration of the mixture of Cd(II) and In(III)a

Cd(II)Number In(III)

1 0.6 0.5
1.62 1.3
1.83 1.8

2.92.64
4.85 4.2

6 5.95.2
2.2 2.47
3.48 3.6
4.8 4.29

a Concentration unit: 1.0×10−5 mol l−1.

3.2. Chemicals and samples

Stock solutions of 2.0×10−2 mol l−1 Pb(II),
Tl(I), Cd(II) and In(III) were prepared using
Pb(II) nitrate, Tl(I) nitrate, cadmium (GR), and
In(III) oxide, respectively. Pb(II) nitrate and Tl(I)
nitrate were prepared by dissolving in double
distilled water acidified with 2 mol l−1 concen-
trated nitric acid, cadmium and In(III) oxide were
dissolved in double distilled water acidified with 2
mol l−1 concentrated hydrochloric acid. All of
salts used were of analytical-reagent grade. Di-
luted solutions were also acidified. Tables 1 and 2
show the samples prepared for the experiment.

Table 3
Experimental conditions used for LS and SW at hanging
mercury drop electrode

Parameter SWLS

Initial potential (V) −0.8 −0.35
Final potential (V) −0.65−0.2
Scan rate (mV s−1) 20
SW amplitude (mV) 15
Frequency (Hz) 6.25
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into contributions of different frequency. Figs.
3–5 are respectively the linear sweep (anodic)

Fig. 5. Linear sweep (anodic) voltammograms C(0) and decom-
posed details D(1)···D(5) of sample 3 in Table 1.

Fig. 2. Linear sweep (anodic) voltammograms of Pb(II), Tl(I),
and their mixture. (a) Tl(I) (CTl

+ =7.60×10−5 mol l−1). (b)
Pb(II) (CPb

2+ =8.20×10−5 mol l−1). (c) Mixture of Pb(II)
and Tl(I) (CTl

+ =7.60×10−5 mol l−1, CPb
2+ =8.20×10−5

mol l−1).

voltammograms C(0) and the decomposed details
D(1)···D(5) of samples 1–3 obtained with the WT-
voltammetric analyzer. The resolution level J for
the wavelet transform is 5.

From Fig. 3 it can be seen that the first three
D( j ) ( j=1, 2, 3) are mainly composed of noise
(the magnitude of noise is very small so that the
D(1) looks like a straight line). The line D(4) is
similar to line D(5), but the magnitude of voltam-
metric signals in line D(4) is comparatively small.
The line D(5) is composed of mainly voltammetric
signals of the components. In line D(5), the two
peaks are separated entirely. Comparing with C(0),
the shape of peaks gets sharper and clearer.

Fig. 4 and Fig. 5 are respectively output results
of the samples 2 and 3 in Table 1. From the
figure, it also can be seen that the two peaks are
separated entirely in line D(5). The position of
peaks after the on-line wavelet transform did not
change, but, comparing with the normal voltam-
mograms, the position of peaks can be identified
easily. Therefore, the WT-voltammetric analyzer
will give better information for qualitative
analysis.

4.2. Quantitati6e determination

4.2.1. The linearity of the 6oltammograms with
on-line wa6elet transform processing

Fig. 6 shows the square wave voltammograms
of Cd(II), In(III) and their mixture. The peak
potentials of Cd(II) and In(III) are, respectively,

Fig. 3. Linear sweep (anodic) voltammograms C(0) and decom-
posed details D(1)···D(5) of sample 1 in Table 1.

Fig. 4. Linear sweep (anodic) voltammograms C(0) and decom-
posed details D(1)···D(5) of sample 2 in Table 1.
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Fig. 6. Square wave voltammograms of Cd(II), In(III) and
their mixture. (a) Cd(II) (CCd

2+ =0.6×10−5 mol l−1). (b)
In(III) (C In

3+ =0.5×10−5 mol l−1). (c) Mixture of Cd(II) and
In(III) (CCd

2+ =0.6×10−5 mol l−1, C In
3+ =0.5×10−5 mol

l−1).

at −0.549 and −0.507 V (versus Ag/AgCl/2 mol
l−1 KCl). Therefore, overlapping exists in the
voltammograms for the mixtures.

Because the wavelet transform is a linear opera-
tion, the voltammograms after decomposition
should keep the linear relationship between the
peak current and the concentration of the compo-
nents. Six samples, samples 1–6 in Table 2, were
measured with the WT-voltammetric analyzer.
Fig. 7 is the square wave voltammogram and
decomposed details D(1)···D(5) of sample 1 in Table
2. From the C(0) signal, it is evident that the peaks
of Cd(II) and In(III) are overlapping. It is difficult
to detect the position of the peaks and to deter-
mine the concentration of each component. From
the signal D(4) and D(5), it is obvious that there are
two peaks, which are, respectively, corresponding
to the reduction peaks of Cd(II) and In(III). D(5)

consists mainly of voltammetric signals. There-
fore, D(5) is chosen for quantitative determination.
In the D(5), h1 and h2 respectively denote the peak
current of Cd(II) and In(III) after wavelet trans-
form.

Fig. 8 shows the square wave voltammogram
and decomposed details D(1)···D(5) of sample 2 in
Table 2. The result is similar to that of sample 1,
the resolved information can be easily separated
from the overlapping peaks by wavelet transform
decomposition.

Fig. 9 is the calibration curves obtained from
the line D(5) (decomposed detail by on-line wavelet
transform) with the samples 1–6 in Table 2. The
correlation coefficients with the on-line wavelet
transform processing, the lines (a) and (b), are
respectively 0.998 for Cd(II), 0.996 for In(III). It is
obvious that the linear relationship between the
peak current and the concentration of each com-
ponent remained in the decomposed details.

4.2.2. Quantitati6e determination of mixed
samples

Three mixed samples, samples 7–9 in Table 2,
were measured at the same experimental condition
using the WT-voltammetric analyzer. Table 4
shows the results of the quantitative determination
calculated from the D(5) signals given by the WT-
voltammetric analyzer using the calibration curves
in Fig. 9. From the Table 4, it can be seen

Fig. 7. Square wave voltammograms C(0) and decomposed
details D(1)···D(5) of sample 1 in Table 2.

Fig. 8. Square wave voltammograms C(0) and decomposed
details D(1)···D(5) of sample 2 in Table 2.
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Table 4
Calculated results of the mixture of Cd(II) and In(III) with on-line wavelet transforma

Calculated/recovery (%)AddedSample number Average/recovery (%)

2.07/94.1 2.16/98.27 Cd 2.2 2.25/102.3 2.17/98.6
2.41/100.42.43/101.32.57/107.1 2.22/92.5In 2.4

3.26/95.9 3.17/93.28 Cd 3.4 3.25/95.6 3.23/95.0
3.47/96.4 3.51/97.5In 3.6 3.37/93.6 3.45/95.8

3.94/103.7 3.61/95.0 3.76/98.93.74/98.49 Cd 3.8
4.38/104.34.34/103.3In 4.2 4.32/102.9 4.49/106.9

a Concentration unit: 1.0×10−5 mol l−1.

that the recoveries are between 92.5 and 107.1%.
The result indicated that simultaneous quantita-
tive determination of Cd(II) and In(III) in over-
lapping voltammogram can be obtained with the
on-line wavelet transform.

5. Conclusion

In this study, an on-line wavelet transform al-
gorithm is proposed and WT-voltammetric ana-
lyzer is developed based on the algorithm.
Because the on-line wavelet transform decom-
poses the sampled signal simultaneously with the
progress of sampling, the WT-voltammetric ana-
lyzer gives all the components contained in the
sampled voltammogram. Applications of WT-
voltammetric analyzer in linear sweep and square
wave voltammetric analysis were investigated. Re-
sults showed that the overlapping peaks of Pb(II)

and Tl(I) can be separated easily and the peak
position after the on-line wavelet transform does
not change. Because wavelet transform does not
affect the linearity of the instrumental signals, the
quantitative determination can be done by the
decomposed signals. Quantitative determination
of Cd(II) and In(III) in mixture samples were
investigated. The recoveries are between 92.5 and
107.1%. It is demonstrated that the WT-voltam-
metric analyzer provides a convenient and effi-
cient method of on-line processing instrumental
signals.
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Abstract

Biomembrane-like polyionic complex, 2C12N+PA−, was prepared by reacting sodium polyacrylate (Na+PA−) with
didodecyldimethylammonium bromide (2C12N+Br−). Stable thin films made from 2C12N+PA−, with incorporated
myoglobin (Mb), on pyrolytic graphite (PG) electrodes were then characterized by electrochemistry and other
techniques. Cyclic voltammetry of Mb-2C12N+PA− films showed a pair of well-defined quasi reversible peaks for
MbFe(III)/Fe(II) couple at about −0.19 V versus SCE in pH 5.5 buffers. The electron transfer rate between Mb and
PG electrodes was greatly facilitated in the microenvironment of 2C12N+PA− films. Square wave voltammetry data
were used to estimate the apparent heterogeneous electron transfer rate constants by nonlinear regression analysis
using a model featuring dispersion of formal potentials. Positions of Soret absorption bands suggested that Mb keeps
its secondary structure similar to its native state in 2C12N+PA− films at the medium pH. The results of differential
scanning calorimetry and X-ray diffraction suggest that synthesized 2C12N+PA− lipid films have an ordered
multibilayer structure and the incorporated Mb does not disturb this structure. Oxygen was catalytically reduced by
Mb-2C12N+PA− films with a significant decrease in the electrode potential. MbFe(I), a highly reduced form of Mb,
was also produced in Mb-2C12N+PA− films at about –1.09 V, and could be used to catalytically reduce organohalide
pollutants such as perchloroethylene (PCE) and trichloroethylene (TCE). The catalytic reduction peak currents had
linear relationships with concentrations of PCE and TCE in a range of 10–100 mM. The potential applications of the
film electrode as a sensor for detecting organohalides are discussed. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Myoglobin; Surfactant-polymer multibilayer composite films; Didodecyldimethylammonium polyacrylate; Electrocatalysis
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1. Introduction

In living organisms, biomembranes are made
up of roughly 40% lipids and 60% proteins, and

generally exist in a partly fluid, selectively perme-
able state [1,2]. The lipids are arranged in bilayers,
and proteins can be adsorbed onto the surface or
imbedded into the bilayer. Some synthesized wa-
ter-insoluble surfactants can be introduced onto
surface of electrodes by various methods, such as
adsorption, casting, covalent bonding, or transfer-
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ring of Langmuir–Blodgett films. By self-assem-
bling, the surfactant molecules can form ordered
bilayers with properties similar to biomembranes
[3–7]. Thus, the direct electrochemistry of redox
proteins in these biomembrane-like films may
provide a good model for the study of redox
processes in biological systems. Some recent pa-
pers have demonstrated the effectiveness of the
electrochemical approach for the study of proteins
using modified electrodes with biomembrane-
mimetic structures and properties [8–19]. In addi-
tion to fundamental studies, films containing
functional proteins may also have applications in
biosensors and biocatalysis.

Myoglobin (Mb) is a heme protein which can
store and transport oxygen in muscle cells in
mammas. It contains a single polypeptide chain
with an electroactive iron heme as prosthetic
group [20]. Although Mb does not function phys-
iologically as an electron carrier, it is an ideal
model molecule for the study of electron transfer
reactions of heme proteins or enzymes. Early elec-
trochemical investigations of Mb focused on po-
larographic reduction of Mb, showing that Mb
could be reduced irreversibly on dropping mer-
cury electrodes [21]. Because of slow rates of
electron transfer between Mb and solid electrodes,
great efforts have been made to facilitate the
electron transfer of Mb by using mediators, pro-
moters or special electrode materials [22–24].
Rusling et. al. recently reported that in lamellar
surfactant films on pyrolytic graphite (PG) elec-
trodes, direct electron transfer was greatly en-
hanced for Mb [13–18]. This may provide a
general way to make protein films, in which incor-
porated redox proteins can reside in a bilayer,
biomembrane-like microenvironment and improve
their electrochemical properties [25]. However, the
Mb-surfactant films were subject to mechanical
damage in stirred electrolytic reactors [19]. Thus,
making Mb films with well behaved electrochem-
istry and also good stability which are amenable
to a variety of electrochemical and other experi-
ments is one of our main goals for the present
work. Once useful films are developed using Mb,
they might then be applied to other proteins.

Surfactant–clay or surfactant–polymer com-
posite films showed similar biomembrane-like bi-

layer structure to simple surfactant films, but
demonstrated advantages over the latter in me-
chanical stability because of the introduction of
clay or polymer backbones [26–32]. The clay or
polymer backbone may provide better structure
and solidity to films containing proteins, and may
be more useful for practical applications. Various
types of surfactant-polymer composite films have
been developed by Kunitake [28–30] and Okahata
[31,32] groups.

The polyionic complex, 2C12N+PA−, synthe-
sized by reacting anionic polymer sodium poly-
acrylate (Na+PA−) with cationic bilayer forming
surfactant didodecyldimethylammonium bromide
(2C12N+Br−), is most probably one of those ma-
terials for making multibilayer composite films.
Its chemical structure is shown below. With a
shorter hydrocarbon chain, 2C12N+PA− has simi-
lar structure to 2C18N+PA− which was studied
previously by Kunitake and believed to form or-
dered bilayer films by self-assembling [28]. Thus,
we expect that 2C12N+PA− films should also
have multibilayer structure and similar properties
to lipid membranes. No electrochemistry of heme
proteins in either 2C12N+PA− or 2C18N+PA−

films have been reported to our knowledge.

Organohalides are recognized as widespread en-
vironmental pollutants arising from various in-
dustrial as well as smaller scale sources [33,34],
such as pesticides and solvents. A simple, general-
purpose organohalide sensor that can directly de-
tect the carbon-halogen bound could be of
important significance. Mb in cast films of
2C12N+Br− on PG electrode could reductively
catalyze dehalogenation of some organohalide
pollutants with high efficiency [13,15,35]. We thus
expect the potential application of Mb-2C12N+

PA− film electrode as a sensor for determining
these pollutants.

In this paper, Mb incorporated in 2C12N+PA−

films were characterized by electrochemistry, UV-
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Vis spectroscopy and other surface analysis tech-
niques. The catalytic reductions of some
organohalides, as well as oxygen, at Mb-2C12N+

PA− film electrodes were also discussed.

2. Experimental

2.1. Chemicals

Horse heart myoglobin (Mb) from Sigma was
used as received without further purification. Di-
dodecyldimethylammonium bromide (2C12N+Br−

) was from Kodak. Sodium polyacrylate
(Na+PA−, wt.%=30%, MW 4500) was a gift
from Institute of Chemistry, Academia Sinica.
Perchloroethylene (PCE) and trichloroethylene
(TCE) were from Beijing Yili Fine Chemicals,
China. All other chemicals were reagent grade.

The supporting electrolyte was usually 0.1 M
sodium acetate buffer at pH 5.5 containing 0.1 M
KBr. Other buffers were 0.05 M sodium dihydro-
gen phosphate, 0.05 M boric acid or 0.05 M citric
acid, all containing 0.1 M KBr. The pH was
regulated with HCl or KOH solutions. 10 mM
PCE and TCE stock solutions were prepared by
dissolving them in solvent of acetonitrile/water
(V/V=1:4), respectively. Aliquots of these solu-
tions were added to the final volume of aqueous
buffers for electrochemical experiments. Twice dis-
tilled water was used for all experiments.

2.2. Preparation of Mb-2C12N+PA− films

The powder of polyionic complex, 2C12N+PA−,
was synthesized by reacting Na+PA− with
2C12N+Br−. 3 ml of 30% Na+PA− solution was
mixed with 10 ml of 50 mM aqueous dispersion of
2C12N+Br− at room temperature. A white precip-
itate of 2C12N+PA− was formed immediately.
After centrifuging, washing and drying, the pure
and dry solid powder of 2C12N+PA− was col-
lected. A total of 75 mg of 2C12N+PA− powder
was then dissolved in 10 ml chloroform.

Prior to coating, basal plane pyrolytic graphite
(PG, gifts from Chinese Geologic Academy of
Science, geometric area 0.26 cm2) electrodes were
abraded with metallographic SiC sand paper, and

then polished on a clean Buehler billiard cloths
(No. 40-7308) with pure water. Electrodes were
sonicated in pure water for 30 s after each polish-
ing step.

A volume of 5 ml of 7.5 mg ml−1 2C12N+PA−

in chloroform was spread evenly onto a freshly
abraded PG electrode with a microsyringe. A
small tube was fit tightly over the electrode to
serve as a closed evaporation chamber so that
chloroform evaporated more slowly and the films
were formed more uniformly. After about 1 h, the
films were dried completely. Ten microlitres of
0.15 mM Mb solution was then spread onto the
2C12N+PA− film surface. A small tube was placed
onto the electrode for a few hours so that water
evaporated slowly. The Mb-2C12N+PA− films
were then dried in air overnight at room tempera-
ture.

2.3. Apparatus and procedures

A CHI 660 electrochemical workstation (CH
Instruments) was used for cyclic voltammetry
(CV) and square wave voltammetry (SWV). A
three-electrode cell was used with a saturated
calomel electrode (SCE) as reference, a platinum
wire as counter electrode, and a PG disk with films
as working electrode. All electrochemical experi-
ments were done at temperature of 2592°C.

Voltammetry on electrodes coated with Mb-
2C12N+PA− films was done in buffers containing
no Mb. Buffers were purged with highly purified
nitrogen for about 20 min before a series of
experiments. A nitrogen environment was then
kept over solutions in the cell during the experi-
ment. In the experiment with oxygen, measured
volumes of air were injected through solutions via
a syringe in a sealed cell which had been previ-
ously degassed with purified nitrogen.

UV-Vis absorption spectroscopy was done with
a UV-250 spectrophotometer (Shimadzu). Sample
films for spectroscopy were prepared by first de-
positing 40 ml of 7.5 mg ml−1 2C12N+PA− in
chloroform onto indium tin oxide coated slides
(ITO, from Delta Technologies). After the films
became dry in 1 h, 30 ml of 0.30 mM Mb solution
was put onto the 2C12N+PA− film surface, and
the films stood in a chamber overnight for drying.
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Differential scanning calorimetry (DSC) was
performed with a DSC-30 differential scanning
calorimeter (Mettler) to examine the phase transi-
tion of the synthetic lipid 2C12N+PA− samples
with and without Mb incorporated. 2C12N+PA−

samples were prepared by casting their chloro-
form solutions onto glass slides and drying in air.
Mb-2C12N+PA− samples were prepared with the
same way as that of Mb-2C12N+PA− films for
spectroscopy described above. About 28 mg of
2C12N+PA− and 41 mg of Mb-2C12N+PA− sam-
ples were hermetically sealed in aluminum pans,
respectively, after addition of a few drops of pure
water. The heating rate was 5°C min−1.

X-ray diffraction studies were done with a D/
MAX-RB powder diffractometer (Rigaku) using a
Cu Ka source at 40 kV and 100 mA. Scan rate
was 2° min−1. Composite films of 2C12N+PA−

for X-ray diffraction were prepared by casting
their chloroform dispersions onto glass micro-
scope slides and drying in air. Mb-2C12N+PA−

films were prepared by the same way as that of
Mb-2C12N+PA− films for spectroscopy.

3. Results

3.1. Cyclic 6oltammetry (CV)

Steady state CVs for Mb-2C12N+PA− films at
0.1 V s−1 in pH 5.5 buffers containing no Mb
(Fig. 1b) showed two pairs of well defined and
near reversible cathodic-anodic peaks. The first
pair centered near −0.19 V versus SCE, charac-
teristic of MbFe(III)/Fe(II) redox couple [13,14].

The second pair centered at about −1.09 V,
which was also reported at Mb-2C12N+Br− film
electrodes previously and was considered to be
probably attributed to MbFe(II)/Fe(I) redox cou-
ple [35]. The formal potential at −1.09 V is
similar to values of −1.03 to −1.06 V for Fe(II)/
Fe(I) couple of tetraphenylpophyrin iron (TPPFe)
in weakly complexing solvents containing Br−

[36,37]. In contrast, blank 2C12N+PA− films in
pH 5.5 buffers showed no CV signal at all in the
potential range of 0.3 V to −1.3 V (Fig. 1a).
Since the first redox couple is better known and
understood in Mb electrochemistry, the following
experiments were mainly focused on this pair of
peaks.

When a Mb-2C12N+PA− film electrode was
placed into pH 5.5 buffer solutions containing no
Mb, the first pair of peaks increased slowly with
soaking time at first, and then reached to the
steady state in a few hours. Thus, most of the
following electrochemical experiments with Mb-
2C12N+PA− films were done at the steady state
except for where otherwise indicated.

The first redox peak pair had an approximately
symmetric peak shape and nearly equal heights of
cathodic and anodic peaks. The cathodic peak
current increased linearly with scan rate from 0.1
to 2 V s−1, which is characteristic of thin layer
electrochemical behavior [38]. Integration of
peaks at different scan rates gave nearly constant
charge (Q) values, from which the surface concen-
tration of electroactive Mb in the films, G*, could
be estimated [39]. The average G* value was
(3.790.3)×10−10 mol cm−2 with scan rates
from 0.1 to 2 V s−1, which accounted for about
6.5% of the total Mb deposited on the electrode.

For comparison, blank 2C12N+PA− films on
PG electrodes were placed into pH 5.5 buffers
containing 0.15 mM Mb, and CVs were run peri-
odically to test the possibility of Mb entering the
films. CV scans at different soaking times revealed
the growth of the first pair of peaks, accompanied
by a little negative shift of peak potentials (Fig.
2). Increasing of peak currents with time suggests
increasing amounts of Mb entering the 2C12N+

PA− films. CVs representing films fully loaded
with Mb was obtained in about 60 h. The CV
peak potentials of 2C12N+PA− films fully loaded

Fig. 1. Cyclic voltammograms at 0.1 V s−1 in pH 5.5 buffers
for (a) 2C12N+PA− films and (b) Mb-2C12N+PA− films.
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Fig. 2. Cyclic voltammograms at 0.2 V s−1 for 2C12N+PA−

films immersed in pH 5.5 buffers containing 1.5×10−4 M Mb
for: (a) 5 min; (b) 5 h; (c) 36 h; (d) 48 h and (e) 60 h.

characteristic and sensitive Soret band of Mb at
about 408 nm by spectroscopy. No indication of
leaching Mb was observed from the external solu-
tions, which is consistent with the CV results
showing Mb-2C12N+PA− films had extreme
stability.

3.2. Square wa6e 6oltammetry (SWV)

Square wave voltammetry has advantages of
better signal-to-noise ratio and resolution than
CV [40] and was used here to estimate the average
formal potential (E°%) and the apparent heteroge-
neous electron transfer rate constant (ks). The
procedure employed nonlinear regression analysis
for SWV forward and reverse curves, as described
in detail previously [18,41].

Since the SWV model of a single electroactive
species with thin-layer electrochemical behavior
[42] did not fit the experimental voltammograms
for Mb-2C12N+PA− films, we used a model
which combines dispersions of formal potentials
with the single-species SWV model [18,41]. Thus,
the SWV current (I) can be expressed as:

I= %
p

j=1

Ij (1)

where Ij is the contribution of the jth of p classes
of redox centers with formal potential Ej°% to the
total current.

It is important to realize that the ks value
obtained by the above fitting method is not a real
measure of only electron transfer rate. Any physi-
cal or chemical factors which might influence the
SWV curve shape are embodied in this ‘apparent’
ks. Thus, the ks value is probably best interpreted
as a measure of rate of overall electron transfer
process dependent on film and electrode proper-
ties. It is suitable for between-film comparison
only.

Preliminary studies showed that the E°% disper-
sion model with p=5 gave a reasonable compro-
mise between acceptable goodness of fit,
consistency of parameters, and time of computa-
tion. A similar conclusion was found for SWV
data on Mb-AQ [19] and Mb-surfactants films
[18,41].

with Mb centered at about −0.19 V (Fig. 2e),
similar to those of cast Mb-2C12N+PA− films in
blank buffers. But its peak currents were about
2.7 times larger than those of cast Mb-2C12N+

PA− films. When a fully loaded Mb-2C12N+PA−

film electrode was transferred from the Mb solu-
tion into a blank buffer at the same pH, its CV
responses maintained identical to the CVs in Mb
solutions.

Both cast and immersing methods showed very
similar peak positions for Mb-2C12N+PA− films,
but the former was more convenient and quanti-
tative, and thus was used for preparing Mb-
2C12N+PA− films for the following studies.

The stability of Mb-2C12N+PA− films was
tested by CV with two different methods. In the
solution studies, a PG electrode coated with Mb-
2C12N+PA− films was stored in buffers all the
time, and CVs were run periodically. Alterna-
tively, Mb-2C12N+PA− films were dried in air for
most of the storing time and CVs were run peri-
odically after returning the dry electrode into
buffer solutions. With both methods, Mb-2C12N+

PA− films showed similar and very good stability.
For instance, after storing in buffers for 1 month,
the Mb-2C12N+PA− films showed only 10% de-
crease in their CV response compared with their
initial steady state peak currents.

Visible absorption spectroscopy was used to
check the possible leaching of Mb out Mb-
2C12N+PA− films. A PG electrode coated with
Mb-2C12N+PA− films had been stored in a small
cuvette filled with pH 5.5 buffers for several days,
the external solution was then checked with the
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Table 1
Apparent heterogeneous electron transfer rate constants and formal potentials for myoglobin films on PG electrodes in pH 7.0
buffers containing no myoglobin

av. E°% vs. SCEFilmsa Ref.bav. ks, s−1

CV SWV

1191Mb-2C12N+PA− −0.231 −0.212 tw
−0.228 −0.2403193 [18]Mb-2C12N+Br−

5999Mb-DMPC −0.326 −0.342 [18]
5098Mb-DLPC −0.329 −0.343 [18]

−0.193 −0.2024096 [19]Mb-2C12N+Br−-Nafion
−0.362 −0.340Mb–AQ [19]5296

a 2C12N+PA−, didodecyldimethylammonium polyacrylate; 2C12N+Br−, didodecyldimethylammonium bromide; DMPC, dimyris-
toyl phosphatidylcholine; DLPC, dilauroyl phosphatidylcholine, AQ, Eastman AQ38.

b tw, this work, reporting average values for analysis of six SWVs at frequencies of 30–50 Hz, amplitudes of 30–45 mV, and a step
height of 4 mV.

The analysis of SWV data for Mb-2C12N+PA−

films showed goodness of fit of the model over a
range of amplitudes and frequencies. The average
apparent heterogeneous electron transfer rate con-
stant (ks) obtained from fitting SWV data at pH
7.0 was 11 s−1 (Table 1), and the average E°% was
−0.212 V versus SCE. Values obtained by the
same method for Mb in different films are listed
in Table 1 for comparison.

3.3. Influence of pH on 6oltammetry

CV peak potentials of the first peak pair for
Mb in 2C12N+PA− films shifted negatively with
increasing pH, accompanied by the decrease of
peak currents and change of peak shape (Fig. 3).
CV data were also used to investigate the pH
dependence of the formal potentials (E°%), which
were estimated as the average of cathodic and
anodic peak potentials of MbFe(III)/Fe(II) redox
couple. E°% had a linear relationship with pH
from pH 4.0 to 9.0 with a slope of −27 mV
pH−1 (Fig. 4), nearly half of the theoretical value
of −59 mV pH−1 at 25°C for a reversible pro-
ton-coupled single electron transfer [43,44]. An
inflection point appeared at pH 4.0 in the E°%–pH
plot. At pHB4.0, E°% values changed much
slower with changing pH (Fig. 4).

The changes in CV peak potentials and currents
with pH were reversible between pH 4 and 8. For
example, CVs for Mb-2C12N+PA− films in pH 7

buffers were reproduced after soaking the film in
pH 5.5 buffers and then returning it to the pH 7
buffers again.

The surface concentration (G*) of electroactive
Mb in the films estimated by integration of CV
reduction peak decreased significantly with in-
creasing pH at pH\6, which indicates that pH
significantly influences the amount of electroactive
Mb in the films at pH\6.

3.4. UV-Vis spectroscopy

Positions of the Soret absorption band of iron
heme provide information about possible denatu-
ration of Mb [45]. Solution spectrum has Soret
band at 408 nm for Mb at pH 5.5 [16]. Both dry
films cast from Mb and Mb-2C12N+PA− on
transparent ITO slides showed Soret bands at 408

Fig. 3. Cyclic voltammograms at 0.5 V s−1 for 2C12N+PA−

films in buffers at different pH.
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Fig. 4. Influence of pH on CV formal potentials for Mb-
2C12N+PA− films at 0.5 V s−1.

Table 2
Gel-to-liquid crystal phase transition temperatures measured
by DSC for films of lipids and Mb-lipids

Films Tc (°C) Ref.

[14]112C12N+Br−

12 [13]Mb-2C12N+Br− (pH 5.5)
[13]Mb-2C12N+Br− (pH 7.0) 15

15 [26]Clay-2C12N+Br−

18 This work2C12N+PA−

Mb-2C12N+PA− 20 This work

402 nm at pH 11.0 (Fig. 5f). The Mb-2C12N+

PA− films showed considerable stability on ITO
slides. But they did not adhere to ITO slides as
strongly as to PG electrodes. The films peeled off
ITO slides in B1 day.

3.5. Differential scanning calorimetry (DSC)

Evidence for surfactant assembly into bilayers
in surfactant-polymer composite films can be ob-
tained by observing gel-to-liquid crystal phase
transition with DSC. This phase transition is re-
lated to the onset of fluidity of the surfactant
hydrocarbon tails arranged in bilayers [13,14].
2C12N+PA− films demonstrated a major phase
transition temperature (Tc) at 18°C, while Mb-
2C12N+PA− films showed Tc at 20°C (Table 2).
These results indicate that 2C12N+ surfactants are
arranged in bilayers in both films. The similar Tc

values for 2C12N+PA− and Mb-2C12N+PA−

films suggest the presence of protein does not
seem to influence the bilayer structure of 2C12N+

PA− films. The Tc values of some other synthetic
lipids and Mb–lipid films are also listed in Table
2 for comparison.

3.6. X-ray diffraction

The lowest reflection angle 2u of X-ray diffrac-
tion for polyionic complex films can be used to
obtain the inter-layer basal spacing of the films
through Bragg’s law [46,47]. This small angle
peak was observed for both 2C12N+PA− and
Mb-2C12N+PA− composite films in 1–10° region
of 2u (Fig. 6a and b). Similar patterns and almost
the same peak positions were observed in X-ray

nm (Fig. 5a and b), suggesting that Mb in dry
2C12N+PA− films has a secondary structure simi-
lar to the native state of Mb in dry Mb films
alone. The dependence of the Soret band position
on external solution pH was tested when Mb-
2C12N+PA− films were placed into buffers with
different pH. At pH 5.5 and 7.0, the Soret band
appeared at 406 nm (Fig. 5d and e), indicating
that at the medium pH range, Mb almost keeps
its native conformation in 2C12N+PA− film envi-
ronment. When pHB5.5, the Soret band began
to shift blue and tended to be more broad. At pH
3.5, the Soret band almost disappeared (Fig. 5c),
suggesting the possible denaturation of most Mb
in the films. When pH\7, the Soret band slightly
shifted blue. For example, at pH 9.0, the Soret
band was observed at 404 nm, and it shifted to

Fig. 5. UV-Vis spectra of Mb and Mb-2C12N+PA− films on
indium tin oxide (ITO) slides for (a) dry Mb films; (b) dry
Mb-2C12N+PA− films and Mb-2C12N+PA− films in different
pH buffers: (c) pH 3.5; (d) pH 5.5; (e) pH 7.0; (f) pH 11.0.
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diffraction experiments for both films. For
2C12N+PA− films, the peak at 2.92° gave the
PA− basal spacing of 30.3 A, , while for Mb-
2C12N+PA− films, the peak at 2.96° showed a
basal spacing of 29.9 A, . This indicates the interca-
lation of macromolecule Mb does not expand the
inter-layer spacing of 2C12N+PA− films. Rather
sharp 2u peaks suggest well-defined layer orders
in both films.

3.7. Catalytic reacti6ity

Electrocatalytic reduction of oxygen by Mb-
2C12N+PA− films was examined by cyclic
voltammetry. When certain volume of air was
passed through a pH 5.5 buffers by a syringe,
compared to the reduction peak of the first redox
pair for Mb-2C12N+PA− films without oxygen
present (Fig. 7c), a significant increase in reduc-
tion peak at about −0.19 V was observed (Fig.
7d). This increase in reduction peak was accompa-
nied by the disappearance of the oxidation peak
for MbFe(II) because MbFe(II) had reacted with
oxygen. An increase in the amount of oxygen in
the solution increased the reduction peak current
(Fig. 7e). For 2C12N+PA− films with no Mb

Fig. 7. Cyclic voltammograms at 0.1 V s−1 in 5 ml of pH 5.5
buffers: (a) 2C12N+PA− films with no oxygen present; (b)
2C12N+PA− films after 40 ml of air was injected into a sealed
cell; (c) Mb-2C12N+PA− films with no oxygen present; (d)
Mb-2C12N+PA− films after 40 ml of air was injected; (e)
Mb-2C12N+PA− films after 80 ml of air was injected.

incorporated, the peak for direct reduction of
oxygen was observed at about −0.75 V (Fig. 7b),
far more negative than the catalytic peak poten-
tial. Catalytic efficiency expressed as the ratio of
reduction peak current of MbFe(III) in the pres-
ence (Ic) and absence of oxygen (Id), Ic/Id, de-
creased with increasing scan rate. All of these
results are characteristic of reduction of oxygen
by electrochemical catalysis with Mb-2C12N+

PA− films [39].
The electrochemical catalysis of reduction of

PCE by Mb-2C12N+PA− films was also tested by
CV. The results showed that the catalytic reduc-
tion peak of PCE was not observed at the poten-
tial of the first peak pair for Mb-2C12N+PA−

films without PCE in solution, but at the potential
of the second one. When PCE was added into a
pH 5.5 buffer solution, an increase in the
MbFe(II) reduction peak at −1.1 V was observed
(Fig. 8c), compared to the reduction peak for the
films without PCE present (Fig. 8b). This increase
in reduction peak for Fe(II) was accompanied by
the disappearance of the MbFe(I) oxidation peak.
The reduction peak current increased with in-
creasing the concentration of PCE in the solution
(Fig. 8d). These results indicate reaction of
MbFe(I) with PCE in a catalytic cycle, pre-
sumably resulting in the reductive dechlorination
of PCE. For 2C12N+PA− films with no Mb incor-
porated, the direct reduction peak of PCE would
appear at the potential more negative than −1.8
V (Fig. 8a). The catalytic efficiency (Ic/Id) de-

Fig. 6. X-ray diffraction patterns for (a) 2C12N+PA− and (b)
Mb-2C12N+PA− films.
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Fig. 8. Cyclic voltammograms at 0.1 V s−1 in pH 5.5 buffers:
(a) 2C12N+PA− films in buffers containing 40 mM PCE; (b)
Mb-2C12N+PA− films in buffers containing no PCE; (c)
Mb-2C12N+PA− films in buffers containing 40 mM PCE; (d)
Mb-2C12N+PA− films in buffers containing 120 mM PCE.

Fig. 10. Calibration curves of Mb-2C12N+PA− films in pH
5.5 buffers at CV scan rate of 0.1 V s−1 for (a) PCE and (b)
TCE systems.

with detection limit of 2 mM (Fig. 10b). However,
trichloroacetic acid (TCA) did not show any cata-
lytic behavior at the Mb-2C12N+PA− films at all,
indicating the films have some selectivity to the
substrates. All of these results demonstrate the
potential application of the stable Mb-2C12N+

PA− films as a sensor for detecting some
organohalide pollutants.

4. Discussion

4.1. Electrochemical properties

Nearly reversible cyclic voltammograms for Mb
were obtained when Mb-2C12N+PA− films were
placed in blank buffers (Fig. 1b), indicating direct
electron transfer between Mb and PG electrode in
2C12N+PA− films. Electron transportation was
much faster for Mb-2C12N+PA− films in buffers
than for Mb in solution on bare PG [13,15], on
which little evidence of electron transfer was ob-
served for Mb. Thus, 2C12N+PA− films must
have great effect on kinetics of electrode reaction
for Mb. The role of the films in enhancing Mb
electron transfer is probably because the films
inhibit adsorption of the macromolecules from
Mb solution including denatured Mb on the elec-
trodes, which could otherwise block electron
transfer to Mb [15]. The films allow an ‘opened
path’ for the electrons between Mb and underly-
ing electrodes. Another possibility is the orienta-
tion of Mb in 2C12N+PA− films or its
interactions with surfactant 2C12N+ may be more

creased with increasing of scan rate (Fig. 9),
which is also characteristic of electrocatalytic re-
duction of PCE by Mb-2C12N+PA− films [39].

The catalytic reduction of PCE by Mb-2C12N+

PA− films was used to detect and determine PCE
in solution. Fig. 10a shows the calibration curve
for the system. The reduction peak height of PCE
on Mb-2C12N+PA− films had a linear relation-
ship with PCE concentration in a range of 10–100
mM with a correlation coefficient of 0.999 and
detection limit of 2 mM. The level-off of the peak
currents was observed when the concentration of
PCE was above 100 mM.

The electrocatalysis of other organohalides with
Mb-2C12N+PA− films were also studied. For in-
stance, TCE showed similar electrocatalytic be-
haviors to PCE. The catalytic reduction peak
current of TCE had a linear relationship with its
concentration between 10–100 mM (r=0.997)

Fig. 9. Influence of scan rate on catalytic efficiency, Ic/Id, for
Mb-2C12N+PA− films in pH 5.5 buffers, where Id is the CV
reduction peak current in buffers without PCE and Ic is the
CV reduction peak current in buffers containing 40 mM PCE.
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favorable to the electron transfer. For Mb-
2C12N+PA− films, the value of apparent hetero-
geneous electron transfer rate constant (ks) is
smaller than that for 2C12N+Br− and other films
(Table 1). The exact reasons for this has not yet
been very clear. It is probably because the intro-
duction of layered polyions between surfactant
bilayers increases the distance between redox cen-
ter of Mb and underlying PG, and also increases
the resistance of electron transfer for Mb. But all
of them are in the same order.

The formal potential (E°%) of MbFe(III)/Fe(II)
couple in 2C12N+PA− films is very similar to that
in 2C12N+Br− films, but slightly more negative
than that in 2C12N+Br−-Nafion films and more
positive than those in DMPC, DLPC and AQ
films (Table 1). This confirms a specific influence
of film environment on E°% of heme proteins
which had been reported previously [18,19,41].
Film components may shift formal potentials
through interactions with the protein or by their
influence on the electrode double-layer [18,41].
Similar E°% values for Mb-2C12N+PA− and Mb-
2C12N+Br− films suggest 2C12N+PA− films most
probably have the similar surfactant multibilayer
structure to that of 2C12N+Br− films, which was
confirmed previously [13].

The linear relationship between cathodic peak
current and scan rate for Mb-2C12N+PA− films,
combined with nearly constant surface concentra-
tion for electroactive Mb in the films at different
scan rates, suggests the surface or thin-layer elec-
trochemical behavior [38] for Mb in 2C12N+PA−

films. That is, almost all electroactive MbFe(III)
in the films has been reduced to MbFe(II) on the
forward scan to more negative potentials, with
full conversion of MbFe(II) back to MbFe(III) on
the reverse positive scan.

Electrochemical experiments for Mb in 2C12N+

PA− films verify that pH influences the CV for-
mal potential (E°%) (Figs. 3 and 4), which is
similar to that for Mb-2C12N+Br− and Mb–PC
films [18], as well as Mb–AQ films [19]. However,
the slope of −27 mV pH−1 for linear plot of E°%
versus pH at pH between 4 and 9 for Mb-2C12N+

PA− films is far below the theoretical value of
−59 mV pH−1 at 25°C for a reversible, proton-
coupled single electron transfer [43,44]. The expla-

nation on this has yet been unclear and needs to
be further studied. But one thing for sure is that
the electron transfer of MbFe(III)/Fe(II) couple in
2C12N+PA− films is accompanied by proton
transportation.

When Mb-2C12N+PA− films were placed into
buffers at pH between 5.5 and 7.0, the Soret band
at 406 nm was close to that of dry Mb-2C12N+

PA− films at 408 nm, as well as that of dry Mb
films alone. This indicates that Mb essentially
retains its conformation of native state in the
medium pH range. Soret bands of Mb in 2C12N+

PA− films shifted blue from 406 nm when the pH
changed towards acidic direction from 5.5, and
became a broad band around 390 nm at pH 3.5
(Fig. 5c). This suggests at least the partial denatu-
ration of Mb in 2C12N+PA− films at pHB4, as
observed previously in aqueous solutions
[45,48,49] and in surfactant films [18].

A partly unfolded form of MbFe(III) called a
molten globule predominates in solution at about
pH 5–3.5 [50]. A conformer of Mb similar to this
molten globule may be formed in cast surfactant
films at pH 4.8–3, and accepts electron from the
electrode more readily than the native form [18].
Thus, the existence of a partly unfolded con-
former similar to the molten globule in 2C12N+

PA− films at pHB4 seems a reasonable
suggestion. The relative pH-independence of E°%
in this pH range indicates that this form may be
reduced directly in 2C12N+PA− films. It is of
interest that the pH below which Mb unfolding
occurs as shown by spectroscopic studies and the
inflection point in E°% versus pH plots is a bit
lower in 2C12N+PA− films (pH 4.0) than in
2C12N+Br− films (pH 4.9) [18]. Fully folded Mb
conformations may be more stable in 2C12N+

PA− films by interactions with the components of
the films.

4.2. Stability and structural factors

2C12N+PA− could take up Mb from its solu-
tion at pH 5.5. The CV peak currents grew with
soaking time until getting to the fully loaded state
in about 60 h (Fig. 2). The CV peak potentials of
fully loaded 2C12N+PA− films with Mb in blank
pH 5.5 buffers are similar to those of casting
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Mb-2C12N+PA− films in the same buffers at the
same scan rate. The polyions PA− with negative
charges on their backbones can combine posi-
tively charged surfactants 2C12N+ by Coulombic
attraction and form neutral precipitation of
2C12N+PA−. Thus, the polyions complex com-
posite films of 2C12N+PA− on PG surface are
essentially neutral. At pH 5.5, with its isoelectric
point (pI) at pH 6.8 [51,52], Mb shows positive
surface charges. The driving force for Mb to enter
into 2C12N+PA− films would then be mainly
hydrophobic interaction between macromolecule
Mb and 2C12N+PA− films, in which tail-to-tail
bilayer of surfactant constitutes the hydrophobic
region of the films. This hydrophobic interaction
would also be mainly responsible for the retention
of Mb and excellent stability for Mb-2C12N+PA−

films in blank buffers.
Mb-2C12N+PA− films seem to be more stable

than films of Mb-2C12N+Br− or Mb-2C12N+Br−

-Nafion composite films [16]. The Mb-2C12N+

PA− films essentially retained their CV signals
upon storage in buffers for about 2 months. The
results suggest that 2C12N+PA− films have better
adhesion to PG electrodes and strong interactions
with Mb.

The gel-to-liquid crystal transition temperature
(Tc) at 18°C measured by DSC for 2C12N+PA−

films (Table 2) suggests that surfactants 2C12N+

in 2C12N+PA− films are arranged in multiple
bilayer structure similar to that proposed for
2C12N+Br− films [13]. This lamellar state con-
tains considerable water between the bilayers
[53,54]. Larger Tc value of 18°C for 2C12N+PA−

films compared with 11°C for 2C12N+Br− films
(Table 2) might be caused by some specific influ-
ences of PA− backbone. Incorporation of Mb
into 2C12N+PA− films caused a slight increase in
Tc, which is also observed for Mb-2C12N+Br−

films (Table 2). This suggests that Mb binding to
the lipid films do not significantly disturb the
alkyl chain order of the lipid bilayers.

Our voltammetric experimental temperature of
2592°C is larger than Tc of 20°C for Mb-
2C12N+PA− films, showing that the films were in
the more fluid liquid crystal phase when CV
scanned. This may also contribute to the en-
hanced electron transfer between Mb and PG
electrodes in 2C12N+PA− films.

The sharp and well-defined X-ray diffraction
peak (Fig. 6a), as well as DSC results (Table 2),
supports the proposal that surfactants 2C12N+

are arranged in ordered bilayer structure interca-
lated between PA− layers in the multibilayer com-
posite films. Since the twice length of
hydrocarbon chain for 2C12N+ is about 34 A, [55],
the smaller layer spacing of 30.3 A, for 2C12N+

PA− films suggests the possibility of tilting or
intercalation of hydrocarbon chains of 2C12N+ to
some extent in surfactant bilayer region between
polyions layers. These findings indicate that
2C12N+ amphiphiles exist as well-oriented multi-
bilayers complexing with polyanions of PA−,
which pile up parallel to the film plane. These
structure data are also consistent with those of
other polyions complex cast films from dialkylam-
monium amphiphiles and polyanions reported by
Kunitake et al. [28]. Mb-2C12N+PA− films
showed layer spacing of 29.9 A, (Fig. 6b), indicat-
ing that Mb did not expand the interlayer spacing
of the films. This suggests that Mb binding to the
lipid films does not disturb the multibilayer struc-
ture in a large fraction of the ordered polyions
complex 2C12N+PA− films.

4.3. Catalytic reacti6ity

Cyclic voltammograms for Mb-2C12N+PA−

films reacting with oxygen in the external solution
demonstrate electrochemical catalysis at the po-
tential of MbFe(III)/Fe(II) redox couple (Fig. 7).
Similar voltammetric behaviors were observed
previously in Mb-2C12N+Br− [56] and Mb–AQ
[19] films, as well as on bare PG electrodes in
aqueous buffers and in microemulsions containing
Mb [57]. In the latter work [57], electrochemical
reduction of MbFe(III) to MbFe(II) occurred at
the electrode, followed by a fast reaction of
MbFe(II) with oxygen. Mb is an oxygen carrier in
biological systems and has a strong affinity for
oxygen. This was proved by the large rate con-
stant of 2×107 M−1 s−1 for the last reaction
yielding MbFe(II)-O2 at neutral pH [58]. The
product of MbFe(II)-O2 can then undergo electro-
chemical reduction at the potential of MbFe(III)
reduction, producing hydrogen peroxide and
MbFe(II) again [57]. While the mechanism of
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catalytic reduction of oxygen at Mb-2C12N+PA−

films has not yet been very clear, similar CV
results to the solution work might be elucidated
by the pathway suggested above for the solution
work.

A highly reduced form of Mb, possibly
MbFe(I) [35], is responsible for the second reduc-
tion peak for Mb-2C12N+PA− films. MbFe(I)
most probably convert PCE or TCE to the less
chlorinated species with positive shifts in electrode
potential of about 1.0 V, compared to the poten-
tial for PCE or TCE in their direct reductions at
blank 2C12N+PA− film electrodes. The mecha-
nism of catalytic reduction of these organochlo-
rides with Mb in 2C12N+PA− films might be
expressed as follows [35]:

MbFe(II)+e− X MbFe(I) (at electrode)

MbFe(I)+RCl�MbFe(II)+R
�
+Cl− (rds)

MbFe(I)+R
�
+H+�MbFe(II)+RH (fast).

Thus, the overall reaction would be [59]:

RCl+H++2e−�RH+Cl−.

The 1.0 V decrease of overpotential required for
this reduction, combined with good stability of
the films might be useful for practical applications
in destroying or sensing pollutants.

5. Conclusions

Myoglobin in stable multibilayer films of
2C12N+PA− gave direct, reversible electron
transfer with PG electrodes in buffer solutions.
Effective electron transfer rates involving
MbFe(III)/Fe(II) redox couple were greatly facili-
tated in microenvironment of 2C12N+PA− films
compared with those on bare PG electrodes in
Mb solutions. These ordered biomembrane-like
films have excellent stability, and Mb is pre-
sumably stabilized mainly by hydrophobic inter-
actions with the film components. Mb retained its
native conformation in 2C12N+PA− films at
medium pH. Mb-2C12N+PA− films on electrodes
catalyzed reduction of some organohalide pollu-
tants such as perchloroethylene and trichloro-
ethylene, which provides a possibility of using the
films for sensing pollutants.
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Abstract

A simple method for simultaneous determination of three catecholamines using ion chromatography (IC) with
direct conductivity detection (CD) based on the ionization of catecholamines in acidic medium without chemical
suppression is developed in the present paper. The method could be used for the determination of these cate-
cholamines in pharmaceutical preparations for the purpose of drug quality control. The recovery of catecholamines
was more than 97% (n=3) and the relative standard deviation (R.S.D.) (n=11) was less than 2.1%. In a single
chromatographic run, norepinephrine (NE), epinephrine (E) and dopamine (DA) can be determined in less than 10
min. The detection limits were found to be 0.001 mg/ml for NE, 0.01 mg/ml for E and DA respectively. Linear ranges
were 0.01–50 mg/ml for NE (r2=0.9998), 0.1–50 mg/ml for E (r2=0.9995) and DA (r2=0.9999), respectively.
© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Catecholamine drugs, such as epinephrine (E),
norepinephrine (NE) and dopamine (DA), are
important markers for the diagnosis of several
diseases and are widely used in the treatment of
bronchial asthma, hypertension, heart failure as-
sociated with organic heart disease and cardiac

surgery [1]. A number of methods have been
reported for the determination of catecholamines
by spectrophotometry [1–3], capillary elec-
trophoresis [4] and chromatography with electro-
chemical detection [5–13], chemiluminescence
detection [14] and fluorescence detection[15], etc.
Amongst them high-performance liquid chro-
matography (HPLC) coupled to electrochemical
detection offers advantages of high resolution
with low detection limits. It has therefore been
used as a very sensitive method for the determina-
tion of catecholamines in recent years. Although

* Corresponding author. Tel.: +86-10-62348263; fax: +86-
10-62200567.
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octodecylsilyl (ODS) columns have been fre-
quently used for the separation of the different
catecholamines, an important limitation with such
columns is that an organic solvent is required in
order to achieve a good resolution which leads to
complicated electrochemical behaviors when using
electrochemical detection. Besides this limitation,
electrochemical detection is not so popular in
average analytical laboratories where ion
chromatographic instruments have been installed
because commercial ion chromatography instru-
ments are normally equipped with only a conduc-
tivity detector. An electrochemical detector can of
course be purchased but it is expensive
and responds only to a limited number of com-
pounds.

Therefore, a method was developed for the
determination of catecholamines by using ion
chromatography with conductivity detection. This
method offers three advantages: Firstly, a com-
mercial ion chromatography instrument can be
applied directly to the determination of the three
biologically important compounds without any
modification. Secondly, a C18 column is replaced
by an ion exchange column for the separation of
the catecholamines, which allows an aqueous so-
lution to be used as mobile phase. Thirdly, an
expensive electrochemical detector becomes
unnecessary. With this method, three important
catecholamines, E, NE and DA, can be well
separated using a cationic exchange column
with dilute aqueous HNO3 solution as mobile
phase.

2. Experiment

2.1. Apparatus

The ion chromatography (IC) apparatus was
provided by Schmidt & Co. (H.K.) Ltd.; it con-
sists of the 733 IC separation center, the 709
IC pump, and the 732 IC detector used to mea-
sure conductivity signal. An IBM personal com-
puter employing IC metrodata software was used
to record the chromatograms and to handle all
data.

2.2. Reagents

Norepinephrine (NE), epinephrine (E) and do-
pamine hydrochloride (DA) were obtained from
Sigma Chemical Co. (St. Louis, MO). The stock
standard solutions of 210 mg/ml NE and 406
mg/ml E was prepared by dissolving NE and E in
0.12 mol/l hydrochloric acid, respectively. The
stock standard solution of 210 mg/ml DA was
prepared with water. The stock standard mixed
solution (50 mg/ml) was prepared by appropriately
mixing three stock standard solutions with the
mobile phase, which is described in the following
section. These stock standard solutions were
stored at 4°C for 1 month. The mobile phase was
1.0 mmol/l nitric acid. All other solutions were
prepared by dissolving the analytical-reagent
grade chemicals in water, except the stock solu-
tion of 25 mmol/l isonicotinic acid which was
prepared with a mixture of water and anhydrous
methanol (9:1).

2.3. Chromatographic conditions

The separation column was an IC column
(Metrosep cation 1-2, 4.0×125 mm) with a
cationic pre-column. The mobile phase (1.0
mmol/l HNO3 solution) yielded an absolute con-
ductivity of 325.0 mS/cm. The optimum flow rate
of the mobile phase was set to 1.0 ml/min, which
resulted in a pressure of 5.4–6.0 MPa. The sample
injection volume was 40 ml. Catecholamine peaks
were identified by comparing the retention time in
the sample solution with that of standard solu-
tion. The content of NE, E and DA in the sample
solution was quantified by comparing peak
heights in elution profiles of sample with that of
known standards.

3. Results and discussion

3.1. Optimization of chromatographic conditions

The key work of this study is to achieve separa-
tion of the three catecholamines by using ion
exchange chromatography with an aqueous solu-
tion as mobile phase. To achieve baseline separa-
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tion, a series of experiments were performed to
examine the effects of various factors on the
separation.

3.1.1. Optimization of mobile phase
Since the catecholamines are organo-amine spe-

cies, a mobile phase that consisted of 2.5 mmol/l
nitric acid and 5.0mmol/l isonicotinic acid was
used for the separation of NE, E and DA in the
preliminary work. This condition is recommended
by the Application Bulletin of Metrohm for the

separation of ammonium, methylamine, dimethy-
lamine and trimethylamine. Under this condition,
however, the E and DA were not completely
separated. A series of new mobile phases had to
be selected in order to obtain better separation.
By keeping the concentration of isonicotinic acid
at 5 mmol/l, the retention time of three compo-
nents decreased with the change of nitric acid
concentration in the 0.00–3.00 mmol/l range. Fig.
1 shows the effect of nitric acid on the separation
at the concentrations of 0.75, 1.00, 1.25 and 1.50

Fig. 1. Effect of nitric acid concentration on retention time of norepinephrine (NE), epinephrine (E) and dopamine (DA). 1, NE;
2, E; 3, DA. Chromatographic conditions: IC column, Metrosep cation 1-2 6.1010.000 (4.0×125 mm); flow rate, 1.0 ml/min; sample
injection volume, 40 ml. The mobile phase is described in the text. (a) 0.75 mmol/l of nitric acid; (b) 1.0 mmol/l of nitric acid; (c)
1.25 mmol/l of nitric acid; (d) 1.5 mmol/l of nitric acid.
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Fig. 2. Effect of isonicotinic acid concentration on retention
time of norepinephrine (NE), epinephrine (E) and dopamine
(DA). Chromatographic conditions are the same as listed in
Fig. 1, except for the mobile phase, which is described in the
text.

The effect of isonicotinic acid concentration on
the catecholamine separation was also examined.
The results showed that the effect on retention
time was less significant with change in isonico-
tinic acid concentration in the range of 0.00–
6.00 mmol/l (Fig. 2). In addition, a good separa-
tion could be obtained without the presence of
isonicotinic acid. Therefore, isonicotinic acid was
not used in the mobile phase for the subsequent
study.

Besides nitric acid, the effects of a variety of
acids on the separation of these three compounds
were also examined. No significant improvement
could be observed by using hydrochloric acid (1
mmol/l), sulfuric acid (0.5 mmol/l) or phosphoric
acid (1 mmol/l). In fact, the peak height of each
component reached the maximum value when 1.0
mmol/l nitric acid was used for determination of
catecholamines (Fig. 3). Therefore, nitric acid was
used throughout the subsequent study.

3.1.2. Effect of mobile phase flow rate
Flow rate affects not only separation efficiency

but also the peak height of each component. The
retention time and peak height of three com-
pounds were examined at the flow rate of 0.6, 0.8,
1.0, 1.2 and 1.4 ml/min, respectively. The greatest
peak height was achieved at 0.6 ml/min flow rate
for E, NE and DA. Increasing the flow rate from
0.6 to 1.4 ml/min only led to a slight loss of peak
height but a much longer retention time. To ob-
tain efficient separation and adequate sensitivity,
1.0 ml/min flow rate was used throughout.

3.1.3. Effect of sample injection 6olume
Sample injection volume affects the peak height

of the three compounds significantly. An increase
in sample volume leads to an increase in peak
height. Doubling the loop size brought an in-
crease by a factor of 2 in peak height from 20 to
40 ml but further increases in sample volume
decreased resolution significantly. A 40-ml sample
volume was therefore used throughout the subse-
quent work.

Under the optimum conditions, the three cate-
cholamines were well separated within 10 min, as
indicated in Fig. 4.

Fig. 3. Effects of varieties of acid. IS, isonicotinic acid (5
mmol/l); CI, citric acid (3 mmol/l); TA, tartaric acid (3 mmol/
l); PH, phosphoric acid (1 mmol/l); SU, sulfuric acid (0.5
mmol/l); NI, nitric acid (1 mmol/l); CH, hydrochloric acid (1
mmol/l). IC chromatographic conditions: IC column, Met-
rosep cation 1-2 6.1010.000 (4.0×125 mm); flow rate, 1.0
ml/min; sample injection volume, 40 ml; conductivity detection.
NE, norepinephrine; E, epinephrine; DA, dopamine.

mmol/l. A good separation was observed at con-
centrations below 1.0 mmol/l nitric acid but lower
concentrations led to a long retention time for the
last peak. A concentration higher than 1.0 mmol/
l, however, caused the last two peaks to overlap.
Therefore, 1.0 mmol/l of nitric acid was applied to
the subsequent study.



C.L. Guan et al. / Talanta 50 (2000) 1197–1203 1201

Fig. 4. Chromatogram of a standard containing 10 mg/ml of
norepinephrine (NE), epinephrine (E) and dopamine (DA). 1,
NE; 2, E; 3, DA. Chromatographic conditions: IC column,
Metrosep cation 1-2 6.1010.000 (4.0×125 mm); mobile phase,
nitric acid (1 mmol); flow rate, 1.0 ml/min; sample injection
volume, 40 ml; conductivity detection.

indicated that the sensitivity of the method is
higher for NE than for E and DA. The relative
standard deviation (R.S.D.) (n=11) for NE, E
and DA was examined. No significant difference
between the variation of inter- and intra-day data
was observed. The values of R.S.D. are 1.23%,
1.10% and 2.10% for NE, E and DA, respectively.
The results are summarized in Table 1.

3.3. Interference studies

The influences of common cations were investi-
gated in the determination of 0.1 mg/ml NE (6.58
min), E (8.20 min) and DA (9.18 min) using the
proposed method. No significant interference was
observed in the presence of 500-fold calcium (no
signal detected), magnesium (no signal detected)
and zinc (no signal detected), respectively. A 5-
fold higher concentration of sodium (4.76 min)
and 2-fold higher concentration of ammonium
(5.09 min) did not cause significant influence. But
the presence of potassium interfered with the de-
termination of catecholamines because the reten-
tion time of potassium is 6.29, which is similar to
the retention time of 6.58 for NE.

3.4. Sample analysis

The drug contents of injections of nore-
pinephrine bitartrate, epinephrine hydrochloride
and dopamine hydrochloride (a mixed sample
containing: 2 mg/ml norepinephrine bitartrate,
equivalent to 1 mg/ml norepinephrine; 1 mg/ml
epinephrine; 10 mg/ml dopamine hydrochloride)
were analyzed using the proposed method under
the optimum conditions as described earlier.

3.2. Linearity and detection limits

A series of working standard solutions contain-
ing NE, E and DA were prepared. The concentra-
tion range varied from 0.001 to 50 mg/ml. Using
the optimized conditions described above, the de-
tection limit (signal-to-noise equal to 3) was 0.001
mg/ml for NE, and 0.01 mg/ml for E and DA. The
linear range was 0.01–50 mg/ml for NE and 0.1–
50 mg/ml for E and DA. The regression coefficient
(r2) was 0.9998, 0.9995 and 0.9999 for NE, E and
DA, respectively. The slope for NE, E and DA
are 0.2377, 0.1811 and 0.1616, respectively, and

Table 1
Linearity, detection limit and relative standard deviation (R.S.D.)

R.S.D. (%)Catecholamine Detection limitLinearity range Regression coefficientRegression
equation (r2)(mg/ml) (mg/ml) (n=11)

y=0.2377x+0.08680.01–50 1.23NE 0.0010.9998
1.10E 0.1–50 y=0.1811x−0.0338 0.9995 0.01

DA 2.100.1–50 y=0.1616x−0.0174 0.9999 0.01
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Table 2
Determination of catecholamines in pharmaceutical formulations

Label (mg/ml)Preparation (injection) Proposed method found (mg/ml) R.S.D. (%)
(n=3)

Norepinephrine bitartrate (Approval No. 921021) 1.982.0 1.43
Epinephrine hydrochloride (Approval No. 980929) 1.021.0 2.19

10.16 2.1710.0Dopamine hydrochloride (Approval No. 960803.1)

These injections were diluted directly using the
mobile phase to the appropriate concentrations
and injected into the sample loop for measure-
ment. No clean-up procedure is involved. Cate-
cholamine peaks were identified by comparing
their retention times in the sample solution with
those of standard solution and the content of NE,
E and DA in the sample solution was quantified
by comparing peak heights in elution profiles of
sample with that of known standards. The pres-
ence of high concentration of sodium in the mixed
injection had a slight influence on the assay for
NE, but no other interference was found from the
additives in the injections. The results are listed in
Table 2. No significant differences could be ob-
served between the present results and the label
values.

In order to evaluate the validity of this method
for the determination of the three compounds in
pharmaceuticals, recovery studies were carried out
on samples to which known amounts of NE, E
and DA were added. The recoveries for the differ-
ent concentration levels varied from roughly 97%
to 103%, as shown in Table 3. The method shows

promise for the determination of pharmaceutical
preparations.

4. Conclusion

The present work demonstrated that ion chro-
matography can be successfully applied to the
determination of biologically important com-
pounds with aqueous solution as mobile phase.
Although a conductivity detector suffers poor de-
tection limits for the determination of the three
pharmaceutical compounds in biological samples,
it offers advantages of simple instrumentation and
procedures and is therefore suitable for the rou-
tine control analysis of pharmaceutical prepara-
tions containing catecholamines.
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Table 3
Recovery of catecholamines added to pharmaceutical formulations

Preparation (injection) Recovery (%) (n=3)Recovered (mg/ml)Added (mg/ml)

0.81Norepinephrine bitartrate (Approval No. 921021) 101.30.8
2.0 2.01 100.5

4.06 101.64.0
Epinephrine hydrochloride (Approval No. 980929) 97.50.390.4

1.01 101.01.0
2.0 1.98 99.0
4.0Dopamine hydrochloride (Approval No. 960803.1) 3.92 98.0

102.010.2010.0
20.0 20.72 103.6
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Abstract

This paper describes the design of a hot-wire electrochemical flow detector, and the advantages accrued from the
effects of locally increased temperature, mainly thermally induced convection, upon the amperometric monitoring of
flowing streams. A new hydrodynamic modulation voltammetric approach is presented, in which the solution flow
rate remains constant while the temperature of the working electrode is modulated. Factors influencing the response,
including the flow rate, temperature pulse, or applied potential, have been investigated. The hot-wire operation results
also in a significant enhancement of the flow injection amperometric response. The minimal flow rate dependence
observed with the heated electrode should benefit the on-line monitoring of streams with fluctuated natural
convection, as well as various in-situ remote sensing applications. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Electrochemical detection; Flow analysis; Heat pulse; Hot wire electrochemistry; Hydrodynamic modulation
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1. Introduction

Electroanalytical flow systems are being widely
used in automated flow systems (such as flow-in-
jection analysis), for on-line monitoring of envi-
ronmental or industrial streams, or for the
monitoring of chromatographic effluents [1–3].
Current–potential amperometry is usually em-
ployed in connection to several configurations
of electrochemical flow detectors. Application of

hydrodynamic theory is commonly used for opti-
mizing the performance of flow-through ampero-
metric electrodes [4,5]. The limiting current
response of flow-through electrodes is thus given
by:

il=nFAKDCUa (1)

where n is the number of electrons transferred, F
is the value of the Faraday, A is the surface area
of the electrode, C is the bulk concentration, U is
the flow rate, D is the diffusion coefficient, and K
and a are constants. Well-defined hydrodynamic
conditions, with high rate of mass transport, are
essential for the successful use of electrochemical
detectors.

* Corresponding author. Tel.: +1-505-646-2505; fax; +1-
505-646-2649.
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The present paper describes a new approach for
enhancing the performance of electrochemical de-
tectors based on the use of hot-wire electrochem-
istry. Hot-wire electrochemistry has been shown
recently to offer several advantages for electroan-
alytical work [6–8]. Such use of heated electrodes
induces thermally efficient convection within a
thin solution layer near the surface (with the bulk
solution not being exposed to elevated tempera-
tures). This is realized by integration of the work-
ing electrode both in the heating and
potentiostatic circuitry, and applying an alternate
heating current. The use of hot-wire electrochem-
istry has already been shown to be advantageous
for electroanalytical applications ranging from
stripping voltammetry [9] to voltammetry above
the boiling point [7]. Similarly, in the following
sections we will describe the design of a hot-wire
flow detector and demonstrate the advantages
accrued from the resulting hot-wire amperometric
flow detection in connection to flow-injection
analysis and a new form of hydrodynamic (ther-
mal) modulation voltammetry.

2. Experimental

2.1. Apparatus

The flow system, shown in Fig. 1(B), consisted
of a FIAlab (Alitea, Sweden) peristaltic pump (b)

and an electrochemical detector (d) connected to a
264A Polarographic Analyzer/Stripping Voltam-
meter (f) (EG&G Princeton Applied Research).
An OmniScribe recorder (Houston Instrument)
was used to register the amperometric response
signals. The detector (Fig. 1, A) was located
downstream of the injection unit (c) (six-way
valve, 200 ml injection loop). A Ag/AgCl (3 M
NaCl) reference electrode (Model RE-1, BAS
Inc.) and a platinum wire counter electrode were
located in the downstream waste beaker (e).
Teflon tubing was used for interconnecting the
various components. The two side-terminals of
the detector were connected to the heating device
and the middle one to the electrochemical ana-
lyzer. The heating device consisted of a labora-
tory-made sine-wave power generator that was
connected to the assembly via a high frequency
transformer. The frequency of the alternating cur-
rent was 100 kHz in all experiments. Detailed
information about the heating devices and tech-
niques, as well as on the temperature calibration,
has been described earlier [6–9].

2.2. Reagents

Ferrocyanide and potassium phosphate were
received from Sigma. Sodium hydroxide was ob-
tained from Aldrich. The ferrocyanide stock solu-
tion (0.1 M) was prepared by dissolving the
appropriate amount of K4[Fe(CN)6] in deionized

Fig. 1. Schematic of the hot-wire flow detector (A) and corresponding experimental setup (B). (A) Detector: (a) connections to the
heating device; (b) connection to the potentiostat; (c) gold wires. (B) Experimental setup: (a) carrrier reservoir; (b) pump; (c)
injection valve; (d) detector; (e) waste collector with the reference and counter electrode; (f) potentiostat and recorder; (g) heating
device.
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Fig. 2. Amperometric response to 0.2 mM K4[Fe(CN)6] in
phosphate buffer (0.2 M, pH 7.3). Applied potential, +0.20
V. (A) Flow injection amperometry at 20°C (a) and 80°C (b),
using a flow rate of 0.37 ml/min.(B) Continuous flow with (a)
flow pulses (between 0.37 and 1.23 ml/min) at 20°C and (b)
heat pulses (between 20 and 80°C) at 0.37 ml/min.

2.4. Procedure

All results were obtained using a constant-po-
tential amperometric detection mode. The phos-
phate buffer solution, which served as the carrier,
was delivered by the FIAlab pump through the
entire flow system. The analyte was either added
to the phosphate buffer reservoir (before the
pump) for continuous flow or injected with the
six-way valve for flow injection experiments. On-
line thermal modulation experiments were carried
by switching the heat ‘on’ and ‘off’ every 30 s,
while maintaining a constant low flow rate. The
flow rates were determined by weighing the vol-
ume of water pumped through the system over a
1 min period. All experiments were carried out in
the presence of oxygen.

3. Results and discussion

Combining the concept of hot-wire electro-
chemistry and on-line amperometric monitoring
can be readily accomplished by constructing a
gold-fiber flow cell (Fig. 1A), analogous to the
carbon-fiber flow electrode of Jagner and cowork-
ers [10]. For this purpose, the gold fiber was
inserted through the center of a Tygon tube flow
channel, with the reference and counter electrode
located in the downstream reservoir. The working
electrode was then connected to both the heating
device and the potentiostatic circuitry.

Fig. 2A displays flow-injection amperometric
signals for 2×10−4 M ferrocyanide obtained in
the conventional fashion (heat ‘off’; a) and by
heating the working electrode (b). The latter re-
sults in a substantial (four-fold) enhancement of
the current response, without compromising the
noise level or dynamic properties. Such signal
amplification, associated primarily with the addi-
tional heat-induced convection (inherent to hot-
wire electrochemistry), is achieved while
maintaining low carrier flow rate (of 0.37 ml/min).
Significantly higher flow rates would be required
to achieve a similar sensitivity without heating the
electrode.

The ability to thermally induce forced-convec-
tive transport in connection to low solution flow

water. The phosphate buffer solution (0.2 M, pH
7.3) was prepared by dissolving the appropriate
amount of potassium phosphate in deionized wa-
ter. The pH was adjusted with sodium hydroxide
solution.

2.3. Preparation of the gold fiber flow electrode

Following the principle design described in [10],
a Tygon tube (1.5 mm inner diameter, 3 mm outer
diameter, 30 mm long) was fixed together with
three contact wires onto a ceramic plate (0.5×
10×33.5 mm) using 5-min epoxy resin. In the
next step, two pieces of gold wire (25 mm in
diameter, delivered by Goodfellow, arranged in
series, distance 4 mm) were implemented into the
center of the tube at an angle of 90° to the length
of the tube. To do this an injection needle was
inserted through the tube. After that, a gold wire
piece was inserted into the needle. Then the needle
was removed, leaving the wire in the tube. The
gold wire pieces were then connected to the
contact wires by soldering in such a way that
a symmetrical electrode design was obtained. In
the last step, the whole arrangement was covered
with epoxy resin to protect the damageable con-
tacts.
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rates can greatly benefit the monitoring of flowing
streams. In particular, it paves the way for a new
hydrodynamic modulation technique based on the
use of periodic heating pulses. Hydrodynamic
modulation voltammetry has been designed for
discriminating against the major components of
the background current at solid electrodes [11,12].
The application of hydrodynamic modulation
voltammetry to flowing streams commonly re-

quires a pulsation of the solution flow rate, which
is not convenient in many practical situations [12].
The new thermal modulation approach is based
on maintaining a constant low solution flow rate
while switching the electrode heating ‘on’ and
‘off’. Such thermal pulsing produces a tempera-
ture-dependent current amplitude. Fig. 2B com-
pares the pulsed-flow (a) and pulsed-heat (b)
amperometric response to ferrocyanide. The use
of the thermal modulation results in a five-fold
enhancement of the current amplitude (vs. the
conventional pulsed flow operation). Such en-
hancement indicates that the flux of ferrocyanide
to the surface at the ‘on’ temperature (80°C) is
substantially higher than that at the ‘high’ flow
rate (1.23 ml/min).

The resulting current difference (amplitude) is
attributed to the effect of the thermal modulation
upon different factors. In some cases, depending
on the actual value of redox entropy, the tempera-
ture jump can add a thermo-e.m.f. contribution to
the applied potential that may bring about a
current increase if working in a specific potential
region. In every case, independent of thermody-
namic redox properties, there is a well-defined
effect on the transport properties that can be
described by changes in the thickness of the diffu-
sion layer (d) and upon the diffusion coefficient
(D). The difference in the limiting currents may
thus be described by the following equation:

Di1= i1, H− i1, H=nFAC
�DH

dH

−
DL

dL

n
(2)

with the subscripts H and L designating the
high and low temperatures of the electrode,
respectively.

Fig. 3 shows the stopped-heating amperometric
response for a flowing 2×10−4 M ferrocyanide
solution obtained with different ‘on/off’ tempera-
ture differences ranging from 10 (a) to 60 (f) K.
As expected (from the decreased dH; Eq. (2)), the
current difference increases linearly with the tem-
perature difference, i.e. increases over six-fold be-
tween DT of 10–60 K (see also the resulting plot).
Note also that the response times (both ‘on’ and
‘off’) increase upon raising the ‘on’ temperature.
‘On’/’Off’ response times of 8 and 22 s are ob-
served for DT of 10 and 50 K.

Fig. 3. Effect of the temperature pulses on the amperometric
response to 0.2 mM K4[Fe(CN)6] with DT of 10 (a), 20 (b), 30
(c), 40 (d), 50 (e) and 60 (f) K. Flow rate, 0.37 ml/min. Other
conditions, as in Fig. 2B(b).

Fig. 4. Effect of flow rate upon the thermal modulation
response to 0.2 mM K4[Fe(CN)6]. Flow rate: 0.2 (a), 0.4 (b),
0.6 (c), 0.8 (d) and 1.0 (e) ml/min. DT=30 K. Other condi-
tions, as in Fig. 2B(b).
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Fig. 5. Thermal-modulation hydrodynamic voltammogram for
0.2 mM K4[(FeCN)6] (a), as well as for the blank phosphate
buffer (0.2 M, pH 7.3) solution (b). Flow rate, 0.37 ml/min.
Other conditions, as in Fig. 2B(b).

observed with the heated electrode. Similar ad-
vantages are expected for submersible remote
electrochemical sensors.

Fig. 5 shows the thermal modulation current–
potential curve for the oxidation of 2×10−4 M
ferrocyanide (a), together with corresponding
background current (b). These hydrodynamic
voltammograms were developed and plotted
pointwise by making 100-mV changes in the ap-
plied potential and measuring the current differ-
ence. The background current is very low,
indicating good correction for non-conductive
currents. Defined wave and plateau regions are
observed. The thermal modulation half-wave po-
tential is +0.10 V. This value is lower than the
value (+0.20 V) observed in analogous pulsed-
flow measurements (not shown). Such lowering of
the half-wave potential is expected from the tem-
perature dependence of the standard potential for
the ferrocyanide couple.

Fig. 6 displays stopped-heating flow measure-
ments of potassium ferrocyanide concentrations
ranging from 5×10−5 M (a) to 2.5×10−4 M
(b). The current difference increases linearly with
the analyte concentration. These data, that are a
part of a calibration experiment up to 4×10−4

M, resulted in a highly linear calibration plot
(also shown), with a slope of 447 nA/mM and
correlation coefficient of 0.999. A series of 38
successive stopped-heating flow measurements of
a 2×10−4 M ferrocyanide solution was used for
estimating the precision. A highly stable response
was observed during this prolonged operation, to
yield a relative standard deviation of 1.5% and a
mean current difference of 96.8 nA. Such preci-
sion reflects the high reproducibility of the ther-
mal modulation.

In conclusion, this exploratory investigation in-
dicates that hot-wire electrochemistry can be ex-
ploited for developing a new thermal modulation
amperometric approach for monitoring flowing
schemes, and for enhancing the performance of
on-line electrochemical detectors, in general.
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Abstract

Speciation of iron in milk was carried out by high performance liquid chromatography (HPLC) and electrothermal
atomic absorption spectrometry (ETAAS). Milk whey was obtained and low molecular weight protein separation was
performed by size exclusion chromatography (SEC) with a TSK Gel SW glass guard (Waters) pre-column and a
TSK-Gel G2000 glass (Toso Haas) column. After studying water as a possible mobile phase, this mobile phase was
carefully selected in order to avoid alterations of the sample and to make subsequent iron determination in the protein
fractions easier by ETAAS. The proposed method is sensitive (limit of detection [LOD] and LOQ 1.4 and 4.7 mg l−1,
respectively) and precise (relative standard deviation [RSD]B10%). Iron is principally found in the proteins of 3 and
76 kDa in breast milk, and it is irregularly distributed in infant formulas. © 2000 Elsevier Science B.V. All rights
reserved.

Keywords: Iron speciation; Milk; SEC-HPLC; ETAAS
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1. Introduction

Iron deficiency anemia (IDA) is a priority nutri-
tional problem in industrialized as well as devel-
oping countries. Besides anemia per se, tissue iron
deficiency may lead to a defect in learning capac-
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ity, cognitive performance and abnormalities in
psychomotor development in infants and pre-
schoolers. This deficiency also effects work perfor-
mance in adults and an increase in the frequency
of low birth weight, prematurity, and prenatal
mortality in pregnancy can be found [1]. Because
of the risk of cancer and heart disease in individu-
als with high iron stores [2,3] it is not recom-
mended to supply iron to individuals who do not
require it. A high priority must be assigned to the
prevention of iron depletion among infants [4],
and so, iron fortification has been widely used in
the industrialized world.

Breast milk and/or milk formulas are the main
nutrient fluids of newborn infants. Trace elements
are usually added to infant formulas as inorganic
salts, whereas in milk, these elements are bound
to different compounds, which affect bioavailabil-
ity. In order to carry out a rational supplementa-
tion, breast milk is used as a reference to evaluate
the nutritional content of alternative formulas,
assuming that the composition of breast milk may
satisfy the growing demands of healthy infants
during the early months of life [5]. It is interesting
to know how the highest breast milk bioavailabil-
ity might depend on the distribution among the
different milk proteins and how inorganic salts
are found in infant formulas after being added.

Few reports can be found in the literature.
Previous results have been obtained by means of
size exclusion chromatography-high performance
liquid chromatography (SEC-HPLC) and induc-
tive coupled plasma-atomic emission spectrometry
(ICP-AES) [5–7]. Negretti de Brätter et al. [8]
used instrumental neutron activation analysis
(INAA) as the reference method for the quality
control of the shape of the element profiles (Se,
Fe, Zn) obtained with ICP-AES after chromato-
graphic separation. When the sensitivity of ICP-
AES is not sufficient ICP-MS may be used.
However, instruments for these techniques are
expensive and not available in many laboratories.
Based on a cost-benefit analysis, atomic absorp-
tion spectrometry (AAS) seems to be the preferred
method. The detection limits obtained by AAS
methods, requiring a small sample volume, are
low enough to allow the determination of most of
the trace elements in speciation. Consequently,

the use of AAS, in particular electrothermal
atomic absorption spectrometry (ETAAS) needs
to be considered [9,10]. Thus, in an earlier study
Fransson and Lönnerdal [11] determined the dis-
tribution of iron among various fractions of
breast milk by HPLC, ultrafiltration and AAS.
The samples were freeze dried, ashed at 600°C for
5 h, and dissolved in 1:1:1 HCl/HNO3/H2O before
analysis.

In this work, iron speciation in milk was carried
out by SEC-HPLC and ETAAS. Milk fat and
casein micelles were removed and the milk whey
obtained was chromatographied. Special attention
was paid to the column and mobile phase selec-
tion, when looking for the best separation in the
lowest range of molecular weights, where iron
presence had been reported [5–8,11].

Water was studied as mobile phase [12,13].
Then, the mobile phase was carefully selected,
salinity was decreased, in order to avoid contami-
nations, stability problems of the organometal
complex, undesired interactions with the sample
to a great extent and interferences of our mobile
phase in the direct determination of iron in
protein fractions by ETAAS.

2. Experimental

2.1. Apparatus

Milk whey was obtained using an ultracen-
trifuge L8-Beckmann with a SW-40 rotor.

A Crison pH-meter equipped with a combined
electrode gas-calomel INGOLD U455-Ag 7.0
DIN pH 0–14 was utilized to determine pH of
mobile phases.

For the chromatographic separation of whey
proteins, a High Performance Liquid Chro-
matograph 625-LC System (Waters, USA)
equipped with a TSK gel SW glass guard pre-
column, 4 cm×8 mm, and a TSK gel G 2000
glass, 30 cm×8 mm (Toso Haas, Japan) column
was employed. The column has a selected silica-
based packing, derivatized using the glycol ether
function containing spherical 10 mm particles with
pore sizes of 13 nm. The Waters 625 LC system is
a non-metallic HPLC solvent delivery system for
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liquid chromatography applications where wetted
surface material is made of inert, polymeric mate-
rials and flexible PEEK tubing. Peaks were de-
tected by an UV detector model 486 (Waters,
USA) at 254 nm, and acquisition and processing
of data were performed by the Millennium Chro-
matography Manager System, version 2.15 (Wa-
ters, USA) programme.

Iron measurement in milk and milk whey was
carried out using an Atomic Absorption Spec-
trophotometer Perkin Elmer model 5000 (Perkin
Elmer, Germany) at 248.3 nm, a hollow cathode
lamp operating at 30 mA, a slit of 0.2 nm, and an
acetylene air-flame.

Iron measurement in protein fractions was
carried out using an Atomic Absorption
Spectrophotometer 1100 B (Perkin Elmer, Ger-
many) with a hollow cathode lamp and a
HGA-700 graphite furnace (Perkin Elmer,
Germany). The instrument was fitted with
an AS-70 autosampler. Pyrolitic graphite tubes
with L’vov platforms were used throughout
the course of this study. Instrument settings
for Fe determination are summarized in Table
1.

2.2. Reagents

All solutions were performed with ultrapure
water, specific resistivity 18 MV cm, from a Milli-
Q purification system (Millipore).

In order to prepare mobile phases, different
reactives (ammonium nitrate, NH4NO3, Suprapur
(Merck, Germany), ammonia solution, NH3,
Suprapur (Merck, Germany), sodium azide, NaN3

(Sigma, St. Louis, MO) were used. The calibra-
tion column was performed using protein stan-
dards ribonuclease A, ovalbumine, albumine,
aldolase, coming from HMW Gel Filtration cali-
bration Kit and LMW Gel Filtration Calibration
Kit (Pharmacia Biotech, USA), and cianocobal-
amine (Sigma).

A previously diluted stock solution of iron 1 g
l−1 (Merck, Germany), was employed to optimize
ETAAS temperature programme and to obtain
the calibration graphs. Finally, magnesium ni-
trate, MgNO3, Suprapur (Merck, Germany), was
assayed as a possible modifier.

A Reference Material A-11 non-fat milk of the
International Atomic Energy Agency (IAEA) with
a certified iron content was used.

2.3. Procedure

2.3.1. Sampling
Breast milk samples were collected following

strict precautions in order to minimize contamina-
tion and avoid alterations. The samples were col-
lected by hoc trained personnel in polyethylene
flasks using a motorized pump. Care was paid to
avoid touching the inner wall of the device or
flask.

Table 1
Instrumental conditions and furnace programme for iron determination in protein fractions

Step Signal read outGas flow (ml min−1)t (s)T (°C)

HoldRamp

3003015100Dry −
10700 −Pyrolysis1 25 300

20 3005 −Pyrolysis2 1350
0 032400Atomization +

3002600 −1 3Clean

248.3 Purge gasWavelength (nm) Argon
PyroliticBackground corrector Graphite tubesDeuterium
20Lamp (mA) Injection volume (ml)30

Peak areaSignal processing 0.2 nmSlit width
20 mlSample volume
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Fig. 1. Total procedure.

the retention time of the different peaks. A second
injection of 100 ml was performed afterwards and
the eluent emerging from the UVA-VIS detector
was collected in different fractions according to
the number of different chromatographic peaks
obtained for each sample.

2.3.4.2. Iron determination. Iron was directly de-
termined in the collected fractions by ETAAS,
without addition of a chemical modifier. Calibra-
tion was performed using standards of iron di-
luted with the mobile phase at concentrations of
0, 10, 20, 30 mg l−1. The volume of sample
injected was 20 ml. As the volumes of fractions are
known (0.5–1.5 ml), the iron concentration was
given as ng fraction−1.

3. Results and discussion

3.1. Water as a mobile phase

Water was assayed to find a simple mobile
phase which avoids interferences in iron measure-
ment and undesirable interactions with the sam-
ple. Chromatograms of an infant formula were
compared, using only water as the mobile phase
and using a solution of the bactericide sodium
azide 0.05% m V−1 [6], these results are shown in
Fig. 2. Negative peaks and signal distortions ap-
peared indicating that the aforementioned com-
pound must be taken out of the mobile phase.
Nevertheless to avoid the rapid deterioration of
the column the use of the sodium azide was
proposed only in the washing programme of the
column.

3.2. Chromatographic conditions

The term ‘non size effects’ in SEC includes
attractive interactions, such as ion exchange and
hydrophobic binding, which tend to increase the
elution volumes of solutes, and increase forces of
electrostatic repulsion with the opposite effect. A
balance must be made between the need to in-
crease ionic strength to reduce ionic electrostatic
interactions and to decrease ionic strength to limit
hydrophobic interaction [17].

With regard to infant formulas, commercially
available, solutions were prepared by dissolving
milk powder using ultrapure water, following the
manufacturer’s instructions.

Containers and covers (polyethylene) were kept
in nitric acid for at least 48 h, rinsed three times
with ultrapure water and maintained dried until
used. Samples were stored at −20°C until treat-
ments were performed.

2.3.2. Iron determination in milk and milk whey
Total values of iron concentration in milk and

milk whey were directly determined by an AAS
flame [14] using a high performance nebulizer.
The addition procedures were always used.

2.3.3. Sample preparation: ultracentrifugation
Milk samples were ultracentrifuged [14–16] at

31 000 rpm (160 000×g) for 60 min, with 1 min
acceleration and 1 min deceleration times. Milk
whey was taken out with a micropipette after fat
separation. The lower phase (casein micelles) re-
mained in the bottom of the tube.

2.3.4. Iron speciation

2.3.4.1. Chromatographic separation. Milk wheys
were filtered using Millex GV13 0.22 mm sterile
units (Millipore, France), and 100 ml were injected
in the chromatographic system, with a flow rate
of 1 ml min−1. Measurement wavelength was 254
nm (Fig. 1). As each milk can present a different
protein profile it was always necessary to perform
a first injection to know the protein profile and
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Early in the development of electrothermal at-
omization L’vov [18] found that molecular ab-
sorption by alkali halides was one of the major
causes of interferences, when these halides are
present in a concentration four or five orders of
magnitude higher than the analyte element. Due
to the very high sensitivity of the graphite furnace
technique, this relationship is very quickly
reached. For this reason the utilization of sodium
chloride at concentrations of 0.05–0.3 M as one
of the components of the mobile phase, as other
authors using ICP-AES [5–8] had reported, was
not possible here.

Ammonium nitrate concentration was opti-
mized in the range of 0.1–0.4 M using a protein
mixture (0.02 mg of cianocobalamine, 0.19 mg
ribonuclease A, 0.21 mg of ovalbumine, 0.19 mg
of albumin, 0.77 mg of aldolase). Using ammo-
nium nitrate 0.2 M the best separation at higher
retention times (lower molecular weights) was ob-
tained. This fact was observed because of the
peak appearance corresponding to the aggregate
which elutes slightly before the true peak of ri-
bonuclease A (retention time=15 min, Fig. 3).
Different pHs around neutrality were assayed (pH
6.1, 6.7, 7.3) without observing significant changes
in the elution. Ammonia solution was added to
obtain pH 6.7, reported as milk pH [19]. The final
composition of mobile phase was 0.2 M NH4NO3

and 3.24×10−4 M NH3.
Using this mobile phase the best peak definition

was obtained, as can be seen in the chro-

matograms shown in Fig. 4, for a breast milk
sample and the same infant formula used in the
chromatograms of Fig. 2.

3.3. Column calibration

In order to know the molecular weight of the
proteins found in the milk whey, the column was
calibrated using a series of standard proteins with
certified molecular weight. These proteins were
chromatographied and the retention times ob-
tained as well as the molecular weight are shown
in Table 2.

The equation obtained to column calibration
was:

Log MW (kDa)= −0.276+7.591tR (min)

with a correlation coefficient r=0.974.

3.4. Precision in the protein separation

The final aim of this work is to determine iron
in the different proteins of the milk whey, and for
this reason it is necessary to know the repeatibility
of the protein retention times in order to be able
to separate the protein fractions. To perform this
study ten replicates of a breast milk sample and
12 replicates of an infant formula sample were
chromatographed; the results obtained for the
different proteins found in both types of milk are
shown in Table 3. The retention times for all
proteins were constant, and the relative standard

Fig. 2. Chromatograms demonstrating the negative effect of sodium azide addition (used as bactericide) in the elution. Mobile phase:
(1) water; (2) sodium azide 0.05% (w/v).
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Fig. 3. Effect of different concentrations of ammonium nitrate in the elution of a standard protein mixture.

Fig. 4. Chromatograms: (1) breast milk sample; (2) infant formula sample.

deviation (RSD) for the absorbance expressed in
height or area peak mode can be considered good
in all cases. An R.S.D. of 12.3% was obtained for
the peak corresponding to 2 kDa, this value could
be produced because of being the nearest peak to
the separation limit of the column.

3.5. Graphite furnace programme

The chemical modifier proposed for the iron
determination in ETAAS is magnesium nitrate.

Table 2
Column calibration

Retention time (min)Standard protein MW (kDa)

1.355 15.5Cianocobalamine
13.700Ribonuclease A 13.6
43.000Ovalbumine 10.5

9.667.000Albumine
158.000 8.9Aldolase
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Table 3
Precision in protein separation

Infant Formula (n=12)Breast milk (n=10)

RSD (%)MW (kDa) MW (kDa) RSD (%)

Peak height Peak areaRetention time Retention time Peak height Peak area

2.3 2.9 250.0 0.0101 2.2 1.6
0.078 0.8 2.4 15 0.0 1.4 0.9
0.053 2.0 5.0 4 0.0 3.7 3.7

1.0 0.6 3.50.0 0.014 2.7 4.0
9.1 5.6 23 0.00.0 3.8 12.3
9.0 8.30.02

To optimize the pyrolysis and atomization tem-
peratures an aqueous iron standard solution of 10
mg l−1 with Mg(NO3)2 and without Mg(NO3)2

were used. No important improvement in the iron
stabilization was observed. For this reason and to
avoid risk of contamination and to shorten the
analytical procedure we propose the elimination
of the use of the Mg(NO3)2 and thus the direct
introduction of the protein fractions become pos-
sible. The optimum pyrolisis and atomization
temperatures were 1350 and 2400°C, respectively.
An intermediate pyrolisis step at 700°C was neces-
sary to follow a complete mineralization of the
sample. Finally a cleaning step at 2600°C was
introduced to avoid possible memory effects. The
instrumental conditions and the furnace pro-
gramme are summarized in Table 1.

3.6. Calibration

Solutions prepared in mobile phase with iron
standard concentrations between 0 and 30 mg l−1

were used to determine a calibration curve. The
equation obtained was:

A=4.48×10−3 [Fe]–5.0×10−3 r=0.999

where A is the absorbance (peak area) and [Fe] is
the iron concentration expressed in mg l−1.

3.7. Sensiti6ity

The limit of detection (LOD) is defined as 3
S.D./m and the limit of quantification is given by

10 S.D./m (m=slope of the calibration graph and
S.D.= the within-run standard deviation of the
blank signals). The values based on ten replicates
of the blank were 1.4 and 4.7 mg l−1, respectively.

The characteristic mass (m0) defined as the mass
of analyte that provides an integral absorbance of
0.0044 for an aliquot sample of 20 ml was 20.4 pg.

3.8. Iron–protein complex stability

To know the stability of the Fe–protein com-
plexes a study about the time effects on the chro-
matographic protein separation was performed. A
milk whey sample (infant formula) was chro-
matographed at different times after preparation
1.0–2.0–3.0–4.0 and 24 h later. The results are
shown in Fig. 5(1)). It can be seen that only the
absorbance of the protein corresponding to 2 kDa
changes with the time and this absorbance was
constant after 24 h. For this reason, the perfor-
mance of chromatographic separation 24 h after
the milk preparation was proposed.

On the other hand to know the effect of the
sample freezing, the same sample was chro-
matographed before and after freezing, both chro-
matograms are shown in Fig. 5(2). It can be seen
that the freezing did not affect to the protein
separation.

In the same way the iron determination in the
different protein fractions was performed before
and after freezing. The levels of iron obtained are
in Table 4 and it can be seen that there are no
significant differences due to the sample freezing.
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3.9. Precision in the iron determination

The within-run precision (RSD) of the method
(instrumental and matrix factors) was studied us-

ing both types of milk. The iron content of the
fractions obtained for a breast milk sample (six
replicates) and for infant formula milk (nine repli-
cates) was determined using the proposed proce-

Fig. 5. (1) Chromatograms of a sample after ultracentrifugation: (a) 1 h later; (b) 2 h; (c) 3 h; (d) 4 h; (e) 24 h. 2) Chromatograms
of a sample stabilized: (a) after ultracentrifugation; (b) after defreezing.

Table 4
Iron distribution in fractions of an infant formula sample before and after freezing

MW (kDa) After freezingBefore freezing

[Fe] (ng fraction−1) %%[Fe] (ng fraction−1)

321 14.086.591.812.074.790.6
17.8110.391.659 106.795.4 17.3

211.291.6 34.2207.090.038 33.4
15 24.3150.490.0162.493.5 26.2

7.4 39.690.8 6.43 46.190.8
3.823.490.13.219.690.12

Table 5
Precision in iron determination by electrothermal atomic absorption spectrometry (ETAAS)

Infant formula (n=9)Breast milk (n=6)

Fe (ng fraction−1)MW (kDa) S.D. RSD (%) MW (kDa) Fe (ng fraction−1) S.D. RSD (%)

1.526.5101 1.6 0.1 6.3 25 5.7
9.0 15 19.81.0 1.478 7.111.2

1.0 7.0 453 109.214.4 8.8 8.1
14 NDa – – 3.5 144.3 9.2 6.4

0.43 11.83.4 2 22.8 1.6 6.9
–NDa –2

a ND, not detected.
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Table 6
Mass balance study

After freezingBefore freezing
[Fe][Fe]

(ng fraction−1) (ng fraction−1)

�[Fe]fractions 619.9 617.6
(ng 100 ml−1)

[Fe]milk (ng 1000 ml−1) 1150.090.0
720.0920.0[Fe]whey (mg ml−1)

86.1[Fe]fractions

[Fe]whey

×100 (%) 86.1

Table 6. It can be seen that the iron mass balances
always approached to 100% (86.1%), and it can be
concluded that there is no contamination or loss
problems.

3.12. Applications

The proposed method has been applied to the
study of the iron distribution in the milk whey
proteins of ten infant formulas and ten breast
milk samples. The infant formula samples of
different brands were prepared at the concentra-
tions suggested by the manufacturer, whereas
breast milk was individual samples from women
living in Galicia, North West of Spain with most
of them corresponding to the first stage of lacta-
tion.

The protein identification of the milk whey is
usually performed by comparison of the retention
times of standards and samples, but in case of an
incomplete separation metals can not be clearly
attributed to proteins [13], or may be attributed to
the wrong one. To avoid this problem the iron
found in a protein fraction was only associated
with the molecular weight of the protein obtained
in the calibration column.

The iron in the protein fractions was deter-
mined by ETAAS using the established conditions
at least twice. The iron concentrations in milk and
milk whey are reported in Table 7.

Previous researchers concluded that a more
careful speciation should be performed in the
range of low molecular weight compounds. First,
Fransson and Lönnerdal [11] demonstrated using
ultrafiltration (membrane molecular weight cut-
off of 15 kDa) and SEC that a considerable
fraction of the iron was bound to LMW com-
pounds in breast milk. Brätter and al. [5] found
iron in a fraction of HMW (\600 kDa) and in
the fraction of LMW (9–10 kDa) eluting together
with citrate. Suzuki et al. [6] studied daily changes
in components of breast milk with number of
lactation days. They found iron in one or two
peaks, whose elutions times coincided with the
transferrin peak and citrate peak time. However,
their chromatographic separation seems to be
worse. Negretti de Brätter [8] studied a wide range
of MWs protein obtaining a complicate chro-

dure. The results obtained are shown in Table 5.
The values of RSD (%) obtained are acceptable in
all cases because this precision includes all the
analytical procedure: the chromatographic separa-
tion, the fraction collection and the iron
determination.

3.10. Accuracy for the Fe determination in total
milk and milk whey

The accuracy of the total iron concentration in
milk was performed using a Certified Reference
Material, non-fat milk A-11 of the IAEA with a
certified content of 3.6590.76 mg Fe g−1. This
reference material was prepared at 15% (W/V)
and the Fe content was determined using the
addition procedure. The results obtained for five
replicates were 3.0490.17 mg Fe g−1. On the
other hand the recovery of the method was stud-
ied measuring iron added to whole milk, due to
the fact that this sample has a more complex
matrix than milk whey. Different amounts of Fe
added to the milk sample were studied, the results
obtained were 100.0, 96.0 and 102.0% for 0.50,
1.00 and 1.5 mg ml−1 of Fe added.

3.11. Mass balance study

To check the accuracy in the iron determination
in the protein fraction a study about the mass
balance in a milk sample was performed. The
sample was studied after its collection and after
freezing and each sample was chromatographed
by duplicate. The iron levels for the total milk, the
milk whey and for different fractions are shown in
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Fig. 6. Iron distribution among protein fractions: (1) breast milk; (2) infant formula. Concentration is expressed as ng Fe fraction−1.
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Table 7
Iron concentration in milk and milk whey

Breast milk Infant formula

Sample Milk wheyMilk Sample Milk Milk whey

[Fe] (mg ml−1) [Fe] (mg ml−1)

0.2290.001 10.2890.01 3.690.30 1.890.00
0.1290.00 20.2390.00 5.890.102 1.690.00

0.6090.013 0.4190.00 3 5.790.10 1.690.10
0.2490.00 44 4.290.100.3390.00 1.190.10
0.1790.00 50.1990.00 3.390.105 2.090.20

0.2390.006 0.1790.00 6 3.190.30 1.890.00
0.1390.00 77 5.790.100.2290.00 1.890.10
–a 8–a 6.390.308 1.490.10
0.1790.00 99 4.490.600.2890.01 1.590.00
0.2290.00 100.2490.00 2.990.1010 1.590.00

a Results not available.

matographic pattern and concluded that columns
with a separation range B250 kDa should be
used for a detailed human milk speciation. The
chromatographic patterns are similar to that ob-
tained by Coni et al.[7]. They found a homogene-
ity of iron distribution in protein fractions of
infant formulas, whereas there is an increase in
the amounts of elements in those intermediate
fractions of mature breast milk that are related to
substances with molecular weights ranging be-
tween 10 and 100 kDa. Underlying this distribu-
tion, an important role is played by the
differences in percentage of these proteins in the
composition of cow, cow-based formulas and hu-
man milk. Colostrum shows a different element
composition from that of mature milk.

It was found that the behaviour of the infant
formulas is very different and the iron distribution
in the proteins is not regular. This can be ex-
plained by the different chemical composition of
the formulas, which are prepared in different pro-
portions of whey, proteins and minerals according
to the needs of the infants. For the studied breast
milks, the iron was bound principally to the
proteins corresponding to molecular weights of 3
and 76 kDa (Fig. 6), these results agree with the
results obtained by other authors.

4. Conclusions

A speciation method for iron in milk by
HPLC and ETAAS has been developed in order
to compare the iron distribution among low
molecular weight proteins in breast milk and
infant formulas. With the use of a simple
mobile phase a good protein separation was
obtained, and moreover its use does not pre-
sent problems in the iron determination by
ETAAS.

The results obtained showed a different
iron distribution in the proteins of the milk
whey of infant formulas and human milk,
and this can be important in the iron bioavail-
ability of both types of milk. For this reason
it is necessary to continue these studies in or-
der to prepare new infant formulas where
the iron distribution is more similar to human
milk.
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Abstract

Mercury-thin film electrodes coated with a thin film of poly(ester sulphonic acid) (PESA) have been investigated for
application in the analysis of trace heavy metals by square wave anodic stripping voltammetry using the batch
injection analysis (BIA) technique. Different polymer dispersion concentrations in water/acetone mixed solvent are
investigated and are characterised by electrochemical impedance measurements on glassy carbon and on mercury film
electrodes. The influence of electrolyte anion, acetate or nitrate, on polymer film properties is demonstrated, acetate
buffer being shown to be preferable for stripping voltammetry applications. Although stripping currents are between
30 and 70% less at the coated than at bare mercury thin film electrodes, the influence of model surfactants on
stripping response is shown to be very small. The effect of the composition of the modifier film dispersion on
calibration plots is shown; however, detection limits of around 5 nM are found for all modified electrodes tested. This
coated electrode is an alternative to Nafion-coated mercury thin film electrodes for the analysis of trace metals in
complex matrices, particularly useful when there is a high concentration of non-ionic detergents. © 2000 Elsevier
Science B.V. All rights reserved.

Keywords: Poly(ester sulphonic acid) modified electrodes; Mercury thin-film electrode; Batch injection analysis; Anodic stripping
voltammetry
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1. Introduction

The protection of electrode surfaces against
interferents which block the electrode by irre-
versible adsorption is extremely important in the

analysis of untreated environmental samples, such
as effluents. The electrochemical batch injection
analysis (BIA) technique [1,2] using polymer
modified electrodes is useful in this regard, since
blocking problems are reduced by the small con-
tact time between sample and electrode, samples,
usually of volume 50 ml, being injected directly
over the electrode. This approach has been ex-
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plored for the analysis of heavy metal ions by
anodic stripping voltammetry [3] at cation-ex-
change polymer coated mercury thin film elec-
trodes (MTFEs) [4,5] and with size exclusion
polymer coatings [5]. Detection limits are slightly
higher than in continuous flow systems at around
5 nM for zinc, cadmium, lead and copper ions.
Cation exchange polymers investigated were
Nafion [4] and mixtures of Nafion with other
sulphonated polymers [5]. It was found that there
was a slightly superior performance from Nafion/
poly(vinyl sulphonic acid) (Nafion/PVSA) films
with respect to discrimination against concentra-
tions up to 20 mg dm−3 of model surfactants:
Triton-X-100 detergent; sodium dodecylsulphate
polyelectrolyte and protein standard [5]. Size ex-
clusion polymers investigated were based on cellu-
lose acetate [5]; the major problem with these was
the fragility of the films, so they were not pursued
further.

A different type of sulphonate polymer with
some similar cation-exchange characteristics as
Nafion is poly(ester sulphonic acid) (PESA) also
known as Eastman-AQ. This polymer exists as
AQ55, AQ38 and AQ29 with equivalent weights
of 1500, 2500 and 2500, respectively [6]. The
complete structure is not known but in all cases
the cation-exchange character is due to a
sulphonate group in the 5-position on an aro-
matic ring, the polymer chain being through the 1
and 3 positions by links to ester (�CO2�) groups
[6]. Coatings of this polymer show good substrate
adhesion. It has been shown that PESA-modified
electrodes permit the exchange of cations for trace
analysis [7], and that they discriminate well
against electrode fouling [8]. Differential pulse
anodic stripping voltammetry at PESA-coated
mercury thin film electrodes (PCMTFE) in the
presence of surfactants has also been demon-
strated [9]. Further successful applications have
been as ion-exchanger in acetonitrile solutions [6],
and mixing with an enzyme as modifier layer
[10–12] or to protect an enzyme-polymer modifier
layer against external interferents [13].

The objective of this paper is to investigate the
properties of PCMTFEs for application in batch
injection analysis with square wave anodic strip-
ping voltammetry (BIA-SWASV). The character-

istics of the formed films are probed by
electrochemical impedance techniques. Discrimi-
nation against model surfactants is investigated.

2. Experimental

The BIA cell was as described previously [2]. A
glassy carbon disc electrode, diameter 5 mm, is
fixed directly under the tip of a programmable,
motorised, electronic micropipette (Rainin EDP-
Plus 100) at a distance of 2–3 mm. The internal
diameter of the micropipette tip was 0.47 mm and
a calibrated dispension rate of 24.5 ml s−1 was
used in experiments to be described. The cell also
contains a platinum foil auxiliary electrode and a
saturated calomel electrode (SCE) as reference,
and is filled with �40 cm3 of inert electrolyte.

Voltammetric experiments were controlled by a
BAS CV-50W voltammetric analyser. Impedance
spectra were recorded using a Solartron 1250
Frequency Response Analyser coupled to a Solar-
tron 1286 Electrochemical Interface, controlled by
a personal computer with Zplot software. A sinu-
soidal voltage perturbation of rms amplitude 10
mV was applied, scanning from 65 kHz to 0.1 Hz
with 5 measurements per decade of frequency,
and signal auto-integration (t-test at 99% confi-
dence level) up to 50 s.

All reagents were of analytical grade and solu-
tions were prepared using Millipore Milli-Q ultra-
pure water (resistivity\18 MV cm). Electrolytes
employed included 0.1 M KNO3/5 mM HNO3

and 0.1 M acetate buffer (pH 4.6). Experiments
were done at temperatures of (2591°C) without
deaeration.

A small quantity of solid PESA (Eastman
AQ55) was a kind gift from Professor J. Pingar-
ron, Universidade Complutense de Madrid,
Spain.

2.1. Preparation of the GC electrode coated with
PESA

Water/acetone solvent in the ratio 1:2 or 5:1
(v/v) was added to a known mass of solid PESA
to obtain a dispersion with final concentration of
0.93 or 0.25%. It has been noted previously that it
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is only possible to make dispersions of this poly-
mer e.g. [8]. It was attempted to make true solu-
tions with a number of solvents, but without
success. The glassy carbon electrode was covered
with polymer by applying 10 ml of the dispersion
to the surface with a micropipette. After evaporat-
ing the solvents with a jet of air at room tempera-
ture, whilst the electrode was rotating at 50 rpm,
the polymer film was cured with a jet of warm air
at 70°C for about 1 min.

2.2. Preparation of the PESA-coated mercury
thin film electrode

In order to prepare the PCMTFE, the PESA-
modified electrode was placed in a BIA cell [2] and
mercury deposition was done in situ by injection
of 10 ml of 0.1 M Hg (II) in 0.1 M KNO3/5 mM
HNO3 directly over the centre of the electrode,
applying a potential of –1.0 V during 64 s [5].

3. Results and discussion

The results to be described used three different
polymer solutions for electrode coatings. This is
because PESA does not form a true solution, as
mentioned in the experimental section; it is only
possible to make a dispersion. Water and acetone
solvent mixtures were employed: in the first two of
these the water/acetone ratio was 1:2, the concen-
trations of PESA being 0.93 and 0.25 wt% in order
to investigate the effect of concentration on poly-
mer solubility. In the third, the water/acetone ratio
was 5:1, with a 0.25 wt% concentration of PESA.
The identity and ratio of the solvents can influence
the morphology of the film obtained and the
re-formation of the crystalline phases of the poly-
mer. Most studies in the literature describe disper-
sions in the range 1–1.5 wt% concentration [6–9],
higher than those used here. Nevertheless, the aim
in this work was to produce a reproducible film as
thin as possible.

3.1. Characterisation of the modified electrodes

The films formed were homogeneous and
opaque with no visible differences between the

three types of prepared film. Film thickness was
estimated by optical microscopy as 1 mm for
application of 10 ml of polymer dispersion. The
PCMTFEs also showed a visually uniform forma-
tion of mercury over the entire electrode surface.
Preliminary experiments showed that they could
be used for BIA-SWASV — see Fig. 1 for exam-
ples, which also demonstrates that some difference
in stripping response at the various types of
PESA-modified electrode is observed.

Further characterisation of the films of PESA
on the glassy carbon substrate and of the polymer-
coated MTFEs was done using electrochemical
impedance in acetate buffer and nitrate electrolyte
solutions. The reason for the choice of two elec-
trolytes was that previous work on Nafion-coated
electrodes has shown that there is a possible influ-
ence from the identity of the electrolyte anion, but
not the cation [5]. Fig. 2 shows some typical
impedance spectra in the complex plane for a
PESA film formed from a 0.93% concentration
dispersion in 1:2 water/acetone solvent, without
deaeration of the solution. Several points can be
readily deduced. At 0.0 V there is little evidence of
charge transfer processes, the capacitive response
being reduced by film roughness and porosity
effects [14] (this is also observed at bare glassy
carbon electrodes [15]). At applied potentials of
–0.5 and –1.0 V the curvature in the plots can be
attributed to oxygen permeating through the poly-
mer film and possibly reduction of the carbon
surface itself, as confirmed by experiments in the
absence of dissolved oxygen. The influence of the
anion identity is significant at –0.5 V. At more
negative potentials, as is observed at –1.0 V, this
difference would be expected to be less owing to
the negative anionic charge. Similar observations
of the permeation of nitrate anion have been
made at Nafion membranes, where the cation
exchange behaviour is also due to sulphonate
groups [16].

Impedance plots at the PCMTFE at –0.5 and
–1.0 V are shown in Fig. 3. At –1.0 V the spectra
exhibit a similar behaviour to Fig. 2 without
mercury. However, at –0.5 V there is evidence of
a charge transfer process, ascribed to oxygen re-
duction, verified by removing oxygen, and the
impedance values for oxygen reduction are much
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Fig. 1. BIA-SWASV traces for injection of 50 ml of a sample containing 10−7 M Zn2+, Cd2+, Pb2+ and Cu2+ onto PCMTFE
in pH 4.6 0.1 M acetate buffer (modifier dispersion 0.25 and 0.93% concentration, 1:2 water/acetone solvent). Deposition time 30
s at –1.3 V vs. SCE, SW parameters: amplitude 25 mV; frequency 100 Hz; potential increment 2 mV.

less in nitrate electrolyte than in acetate buffer,
which means that oxygen can diffuse much
more easily through the polymer film. The
straight line portion at low frequency in nitrate
electrolyte can be ascribed to charge separation
within the polymer film again in agreement with
[16]. This can be modelled by a capacitance, tak-

ing into account roughness effects, in series with
the RC parallel combination describing the semi-
circle. Fitting of the experimental results for ni-
trate electrolyte gives R=120 V and C=12 mF,
and 0.25 mF for the low frequency capacitance.
For acetate buffer electrolyte R=10 kV and C=
15 mF.

Fig. 2. Complex plane impedance plots for PESA-modified glassy carbon electrodes (0.93% dispersion in 1:2 water/acetone solvent)
in 
 0.1 M pH 4.6 acetate buffer, and � 0.1 M KNO3/5 mM HNO3 electrolyte.
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Fig. 3. Complex plane impedance plots for a PCMTFE (0.93% dispersion in 1:2 water/acetone solvent) in 
 0.1 M pH 4.6 acetate
buffer, and � 0.1 M KNO3/5 mM HNO3 electrolyte.

In Fig. 4 the responses in nitrate electrolyte at
the PCMTFE formed from the three types of
dispersion are compared. Some differences be-
tween the types of film are evident at –0.5 V, but
there are essentially no differences at –1.0 V. At
–0.5 V the impedance is small and the semicircle
which appears is attributed to oxygen reduction;
additionally, the adsorption capacitances due to
nitrate ion adsorption and permeation are of al-
most equal value. The high frequency semicircle R
and C values are very similar for the two disper-
sions in 1:2 water/acetone solvent; however, for
the 5:1 water/acetone solvent the values become

R=300 V and C=50 mF. Thus, the general
conclusion is that there is an influence from the
concentration of the dispersion and the solvent.
This influence must be on the morphology and
structure of the film in such a way that the anions
enter the film together with water solvent and
cations, presumably swelling it to different ex-
tents, opening pores through which species can
travel to the electrode substrate, and permitting
the passage of oxygen. Such an effect will be less
at more negative potentials when it will be more
difficult for anions to enter the film, as observed
at –1.0 V.

Fig. 4. Complex plane impedance plots for a PCMTFE in 0.1 M KNO3/5 mM HNO3 electrolyte: � 0.93% in 1:2 water/acetone,
� 0.25% in 1:2 water acetone and 	 0.25% in 5:1 water/acetone solvent.
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The results presented in Figs. 2 and 3 can be
re-examined in the light of these observations.
Nitrate anion probably penetrates the film more
easily during membrane swelling and opens up the
structure in such a way as to permit the easier
passage of oxygen. Although some influence from
the different pH values could be expected, various
studies have shown it not to be a significant
parameter.

Thus, it is the identity of the electrolyte anion,
rather than the composition of the modifier solu-
tion which has greatest effect on the film charac-
teristics in the absence of electroactive species,
except dissolved oxygen. The conclusion for ASV
experiments-where the influence of oxygen should
be excluded as much as possible-is that acetate
buffer is to be preferred.

3.2. BIA-SWASV experiments at PCMTFEs

As mentioned above, Fig. 1 illustrates the strip-
ping responses for a mixture of four heavy metal
ions and shows the viability of the BIA-SWASV
approach.

The influence of model surfactants was investi-
gated for comparison with other polymer-
modified electrodes. These were Triton X-100
detergent, sodium dodecyl sulphate (SDS)
polyelectrolyte and protein standard (5.0 g dl−1

albumin and 3.0 g dl−1 globulin, Sigma). Fig. 5
demonstrates the influence of Triton X-100 deter-
gent on the height of the cadmium signal using a
0.93% film. Results from such experiments with
all three types of surfactant are shown in the plots
of Fig. 6. From these several deductions can be
made:
� the stripping currents at PCMTFEs are lower

than those at MTFEs by :30% (cadmium)
and 70% (lead) in the absence of surfactants.

� There is generally a lesser alteration in the
stripping current response at the PCMTFE
with increasing surfactant concentration, in
contrast to that at the MTFE. This partially
reduces any negative effects due to the presence
of the film.

� The behaviour of the PCMTFE on removing
the surfactant (ensured by injecting blank elec-
trolyte between successive injections of sample)
shows no memory effect.

With respect to the last point, the data were
registered using a procedure to ensure a clean
surface without adsorbed species. This was done
by injecting electrolyte between each injection of
surfactant-containing sample, with application of
a potential of –0.3 V versus SCE for 10 min. In
normal analyses, it was found that a period of 1
min to is enough to remove any memory effect;
however, for evaluation a longer period was em-

Fig. 5. BIA-SWASV traces showing influence of Triton X-100 on the height of the cadmium stripping signal at (a) MTFE (b)
PCMTFE (0.93% concentration, 1:2 water/acetone solvent) in the presence (- - - -) and absence (—) of 1 mg dm−3 Triton X-100.
Experimental conditions as Fig. 1.
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Fig. 6. Plots showing influence of increasing surfactant concentration on stripping response at � MTFE and 
 PCMTFE (0.93%
in 1:2 water/acetone) for the BIA-SWASV of 10−7 M Cd2+ or Pb2+: (a) Triton X-100; (b) sodium dodecylsulphate; (c) protein
standard. Experimental conditions as Fig. 1.

ployed to be absolutely certain. If there were large
amounts of copper ion in the solutions analysed
then this procedure would not be sufficient, it
being necessary to apply +0.1 V for a short
period. This was avoided when possible to ensure
that there is no oxidation of the mercury film.

There is some variation in the stripping current
obtained in the absence of surfactant at the
PCMTFE. This has been noted previously for
various different polymer coatings [17] and may

be due partly to varying thickness of the films but
to a greater extent to the internal structure of the
film which is very difficult to control. In general
the variation between different films is B10%. It
suggests that the standard addition method is to
be preferred for accurate measurements of
concentration.

Calibration data for the three types of film
from BIA-SWASV experiments for cadmium and
lead are collected in Table 1. The data in Table 1
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Fig. 6. (Continued)

were obtained over the range 10–100 nM; above
100 nM the linearity begins to fall off. It can be
seen that the film morphology and thickness have
significant influence on the calibration plots, com-
plementing the deductions from impedance exper-
iments. In particular, the first two films show the
influence of the film concentration. However, the
thicker film (higher concentration in the disper-
sion) leads to higher BIA-SWASV signals. The
reason for this can be traced to the more particu-
late nature of the film in the latter case, i.e. a
more particulate film-forming dispersion, such
that the cations can traverse the film more easily.

On increasing the ratio of water to acetone, how-
ever, there is a significant increase in signal and
the lead signal becomes larger than the cadmium
signal. This is slightly surprising since the lead is
much larger than the cadmium cation. However,
the more hydrophilic environment during film
formation with 5:1 ratio water/acetone solvent
almost certainly leads to different orientations
between the neighbouring polymer chains than for
the case of the 1:2 water/acetone ratio and may
result in there being fewer sulphonate groups
available to interact with the cations in an ex-
change mechanism. The data suggest that the best

Table 1
Results from calibration plots in the determination of lead and cadmium by BIA-SWASV at PCMTFEs in pH 4.6 acetate buffer

Slope Detection limit (3s)Dispersion of PESA Intercept (mA) Correlation coefficient
(nM)(mA nM−1) (n=6) (%)

4.80.021490.0011 0.067490.04550.93% in 1:2 water/ 99.4Cadmium
acetone

0.010690.0006 0.064090.0248 99.4 5.5Lead

99.50.012490.03780.0034190.00092 3.4Cadmium0.25% in 1:2 water/
acetone

0.0014090.00021 0.0024390.00891Lead 99.6 5.9

3.7Cadmium 99.70.25% in 5:1 water/ 0.0065290.020150.012590.0005
acetone

0.089390.03610.024690.0010Lead 3.899.7
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film is the last one, 0.25% in 5:1 water/acetone
solvent. Detection limits are very similar in all
cases at around 5 nmol dm−3.

It is interesting to compare these data with
those obtained at Nafion-coated electrodes [4,5].
In that case, the currents at coated electrodes are
higher but there is some influence of surfactants (a
drop in signal of :20% up to 20 mg dm−3).
Detection limits for the two types of coating are
very similar. However, as noted previously [5],
there appears to be a specific interaction between
Pb2+ and non-ionic detergents (e.g. Triton),
which leads to higher accumulations and larger
stripping responses by up to 20%, possibly via
weak complex formation on the Nafion surface.
Indeed, it may be that such electrochemical exper-
iments offer a useful probe for these interactions.
In analyses of effluents containing large but vari-
able quantities of non-ionic detergents this influ-
ence in the response at Nafion-coated electrodes
could be problematic in which case the use of
PESA films would be a useful and viable
alternative.

4. Conclusions

It has been demonstrated that PCMTFE coated
mercury thin film electrodes can be used success-
fully in BIA with anodic stripping voltammetry.
Characterization of films made from dispersions
of different concentrations and in different solvent
mixtures showed their importance in film optimi-
sation. It was shown to be preferable to fill the
cell with acetate buffer rather than nitrate elec-
trolyte. Of the films tested, best results were ob-
tained with a 0.93% dispersion concentration in
1:2 water/acetone solvent. Discrimination against
model surfactants is excellent and the method
provides a viable alternative to the use of Nafion
coatings, particularly for application to samples

containing large quantities of non-ionic
detergents.
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Abstract

Homocysteine present in human blood plasma is derivatized with thiol selective ultraviolet labelling reagent,
2-chloro-1-methylpyridinium iodide, and separated from other plasma thiol derivatives by high-performance liquid
chromatography (HPLC) with detection at 312 nm. The separation is carried out isocratically on LiChrospher RP-18
column using mobile phase consisting of pH 2.5 0.04 M trichloroacetic acid buffer and methanol in the ratio 9:1 (v/v)
pumped at 0.5 ml min−1 at 40°C. The homocysteine S-pyridinium derivative elutes at 6.5 min. To determine total and
protein-bound homocysteine it is necessary to cleave disulphide bounds by the use of tri-n-butylphosphine in order
to form free sulfhydryl group. The method provides quantitative information on total and protein-bound homocys-
teine based on assays with derivatization after reduction of whole plasma, and derivatization after reduction of acid
precipitated proteins. The calibration graph is linear over the concentration range covering most experimental and
clinical cases. The assay has a low pmol sensitivity and is reproducible; intra- and inter-day, relative standard
deviation range from 1.79 to 5.09% and from 2.80 to 5.60%, respectively. The method is applied to the determination
of total and protein-bound homocysteine in the plasma of healthy individuals. © 2000 Elsevier Science Ireland Ltd.
All rights reserved.

Keywords: Homocysteine; Plasma; HPLC; UV detection
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1. Introduction

Homocysteine is an intermediate amino acid
formed during the metabolism of methionine, a
sulphur-containing essential amino acid. The val-
ues of total homocysteine, understood as the sum
of free and protein bound homocysteine, between

5 and 15 mmol l−1 plasma in fasting subjects are
considered normal. Above normal concentrations
are refered to as hyperhomocysteinemia [1]. The
two major acquired causes of increased homocys-
teine levels are chronic renal failure and absolute
or relative deficiencies of folate, vitamin B12 or
vitamin B6, three vitamins involved in the normal
metabolism of methionine [2]. An increased inter-
est in the metabolism of homocysteine emerged
during last decade because moderate hyperhomo-
cysteinemia is common in the general population

* Corresponding autor. Tel.: +48-42-6355835; fax: +48-
42-6783924.
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and has been linked with premature cardiovascu-
lar disease [3–5].

It was shown [6] that erythrocytes are responsi-
ble for most of the increase in plasma homocys-
teine and suggested that homocysteine is derived
from adenosylmethionine dependent protein car-
boxymethylation in cells. Intracellular homocys-
teine is assumed to exist in sulfhydryl form
because of a high concentration of reduced glu-
tathione and is exported to plasma when the rate
of its production exceeds the metabolic capacity
[7].

In plasma, most of homocysteine is in the disul-
phide form bound either to protein or to low-
molecular-mass thiols [8]. Accurate and precise
determination of plasma levels of homocysteine is
essential for understanding its role in the patho-
genesis of vascular disease. Because plasma homo-
cysteine concentrations can be lowered by
administration of folic acid or cobalamin [9] as-
sessment of homocysteine in subjects involved in
dietary modification or vitamin supplementation
programs, as well as in cardiovascular disease
patients at large, requires rapid and reproducible
assays.

Several methodologies for the determination of
total homocysteine in plasma have been described
in the literature. To determine total plasma homo-
cysteine, the sum of all protein-bound, oxidized
low-molecular-mass, and free reduced homocys-
teine, it is necessary to reduce disulphide bonds
followed by derivatization and gas chromatogra-
phy-mass spectrum (GC-MS) [10], HPLC [11–17],
ion-exchange chromatography [18,19], or high-
performance capillary electrophoresis (HPCE)
[20–22], separation with ultraviolet absorbance or
fluorescent detection. Electrochemical detection
does not require derivatization [23–26]. Most of
HPLC methods for homocysteine determination
are reviewed in details in excellent papers [27,28].
A fluorescence polarization immunoassay proce-
dure for homocysteine with no pretreatment and
chromatographic step has also been proposed
[29].

In this report we describe a HPLC method for
determination of homocysteine in human plasma.
Free oxidized and protein-bound homocysteine is
converted to its reduced counterpart by the use of

tri-n-butylphosphine (TNBT), and, following
derivatization with 2-chloro-1-methylpyridinium
iodide (CMPI), the homocysteine S-pyridinium
derivative is quantified by reversed-phase HPLC
with UV absorbance detection. This CMPI-HPLC
method provides quantitative information on to-
tal and protein-bound homocysteine based on
assays with derivatization after reduction of whole
plasma, and derivatization after reduction of acid
precipitated proteins.

2. Experimental

2.1. Apparatus

The liquid chromatography equipment used for
the analysis was made by Hewlett–Packard (1100
Series system, Waldbronn, Germany) and con-
sisted of a quaternary pump, autosampler, ther-
mostated column compartment, vacuum degasser,
and diode-array detector. For instrument control,
data acquisition and data analysis an Hewlett–
Packard ChemStation for LC 3D system includ-
ing single instrument Hewlett–Packard
ChemStation software and Vectra color computer
was used. UV spectra were recorded on a
Hewlett–Packard HP 8453 diode array UV–vis
spectrophotometer. For pH measurement, a Hach
One pH meter was used. Water was purified using
a Millipore Milli-QRG (Vien, Austria) system.

2.2. Chemicals and reagents

CMPI [30], 2-chloro-1-propylpyridinium iodide
(CPPI) and internal standard, cysteine-CPPI
derivative, were prepared in this laboratory.
CMPI is also commercially available from Fluka
(Buchs, Switzerland) and Sigma (St. Louis, MO).
For homocysteine derivatization (Fig. 1) prior to
HPLC analysis, a 0.1 M water solution of CMPI
was used. Stock internal standard solution was
prepared as a 1 mM water solution of cysteine-
CPPI derivative and used after appropriate dilu-
tion. Ethylenediaminetetraacetic acid disodium
salt (EDTA), tris(hydroxymethyl)aminomethane
(Tris), perchloric acid (PCA), and HPLC-grade
methanol and acetonitrile were from J.T. Baker
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(Deventer, Netherlands). Trichloroacetic acid
(TCA) and tri-n-butylphosphine (TNBP) were
from Fluka. L-Cysteine hydrochloride (CSH), DL-
cystine (CSSC) and glutathione (GSH) were from
Reanal (Budapest, Hungary). DL-Homocysteine
(HCSH) and cysteinylglycine (CGSH) were from
Sigma and DL-homocystine (HCSSCH) was pur-
chased from Serva (Heidelberg, Germany). All
other reagents were HPLC or analytical reagent
grade. Purified water from Millipore Milli-QRG
was used throughout the experiments. All liquids
used for HPLC system were filtered through 0.2
mm membranes.

The pH of the buffers was adjusted by poten-
tiometric titrations. The titration system was cali-
brated with standard pH solutions.

2.3. Methods

2.3.1. Blood collection and subject
Blood was collected by venipuncture from ap-

parently healthy subjects in a fasting state to the
tube containing EDTA, cooled on ice and cen-
trifuged at 800×g for 15 min at room tempera-
ture within 30 min of collection. The plasma
supernatant was stored at−20°C until analysis.

2.3.2. Determination of total plasma
homocysteine, procedure 1

To 500 ml of plasma 500 ml of pH 8.2 1 M Tris
buffer, 250 ml of 0.1 M EDTA solution and, 25 ml
of 10% TNBP in methanol was added. The reac-

tion mixture was incubated at 60°C for 30 min,
and after cooling, 50 ml of 0.1 M CMPI was
added, vortex-mixed and kept at room tempera-
ture for 30 min, followed by addition of 300 ml of
3 M PCA solution and 40 ml of 0.025 mM internal
standard solution. Precipitated protein was re-
moved by centrifugation (11 500×g, 10 min,
room temperature) and supernatant was trans-
ferred to a vial, followed by injection (20 ml) into
the chromatographic system.

2.3.3. Determination of protein-conjugated
homocysteine, procedure 2

To 500 ml of plasma 300 ml of 3 M PCA
solution was added and the mixture was vortex-
mixed followed by 15 min centrifugation. After
removing of supernatant and washing with 200 ml
of water the protein was resuspended with 500 ml
of water and 500 ml of pH 2.0 M 8.2 Tris buffer
and reduced with TNBP, derivatized with CMPI,
deproteinized with PCA and chromatographed as
described in Section 2.3.2.

2.3.4. Chromatographic conditions
HPLC analysis was performed with Hewlett–

Packard 1100 Series system. Separation was car-
ried out with an analytical reversed-phase column
C18 LiChroCART, 125×4 mm I.D. packed with
5 mm particles of LiChrospher RP-18 (Hewlett–
Packard, Waldbronn, Germany). The autosam-
pler injected 20 ml aliquots of final analytical
solutions. Separations were isocratic using mobile

Fig. 1. Chemical derivatization reaction of homocysteine (A); chemical structure of the internal standard (B).
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phase consisting of 0.04 M trichloroacetic acid
buffer adjusted to pH 2.5 with lithium hydroxide
and methanol in the ratio of 9:1 (v/v) pumped at
0.5 ml min−1. at 40°C. The absorbances were
measured at 312 nm. Identification of peaks was
based on comparison of retention times and
diode-array spectra with the corresponding set of
data obtained by analyzing authentic compounds.

2.3.5. Internal standard approach
In order to minimize the contributions of sam-

ple preparation, injection variations and column
deterioration to the final results, the internal stan-
dard were used. The cysteine-CPPI derivative ap-
plied here as an internal standard possesses
similar chemical structure and chromatographic
properties to that of homocysteine-CMPI deriva-
tive (Fig. 1).

2.3.6. Preparation of calibration standards
Stock solutions of 10 mmol ml−1 homocysteine,

homocystine, cysteine, cysteinylglycine, and re-
duced glutathione were prepared as described in
our previous work [31] on urine analysis. These
solutions could be kept at 4°C for several days
without noticeble change of the thiols content.
The working solutions were prepared by appro-
priate dilutions with water as needed and pro-
cessed without delay. For preparation of
calibration standards of human plasma, a 500 ml
portions of plasma from a apparently healthy
donor were placed each in a polypropylene tube
and spiked with the appropriate amount of work-
ing standard solution of homocystine. Calibration
standards for construction of standard curve for
plasma homocysteine were spiked with homo-
cystine to provide concentration of exogenous
homocysteine of 2.5, 5, 7.5, 10, 20, 30, and 50
nmol ml−1 plasma (assuming 100% of the future
reduction of the disulphide bond of homocystine).

2.3.7. Stability of the homocysteine S-pyridinium
deri6ati6e in plasma matrix

To test the stability of the S-pyridinium deriva-
tive of homocysteine in plasma matrix, a 10 nmol
ml−1 of homocysteine calibration standard was
prepared, derivatized with CMPI and de-
proteinized as described under Section 2.3.2 and

kept at ambient temperature. Aliquots of 20 ml
were chromatographed at time zero and in succes-
sive h.

2.3.8. Calibration cur6e
Calibration curve for plasma total and protein-

bound homocysteine was constructed by process-
ing a 500 ml calibration standard samples of
plasma spiked with homocystine according to
procedure 1. The ranges of homocystine added
were from 1.25 to 25 nmol ml−1. The peak height
ratios of homocysteine derivative to that of inter-
nal standard were plotted versus analyte concen-
tration and the curve was fitted by least-square
linear regression analysis.

2.3.9. Reco6ery
Recovery was determined by adding different

amounts of homocystine solution in water to hu-
man plasma samples with known endogenous ho-
mocysteine level and processed in the manner
described in Section 2, and calculated with the use
of formula:

Recovery(%)

=
(measured level - endogenous level) × 100%

added amount

2.3.10. Application of the method
To show the performance of the method, blood

samples were taken from 12 fasting volunteers,
23–57 years old (six men and six women) in the
morning. The blood was processed as described
under Section 2.3.1, and total and protein-bound
homocysteine in plasma were determined follow-
ing the procedures 1 and 2, respectively.

3. Results and discussion

Homocysteine in plasma exists in different
forms (Fig. 2), including the major protein-bound
fraction, free oxidized fraction where cysteine-ho-
mocysteine mixed disulphide predominates along
with mixed disulphides with other endogenous
thiols present in plasma, and homocysteine dimer.
Free reduced homocysteine represents the third
and minor fraction [32]. To determine total and
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Fig. 2. Forms of homocysteine in human blood plasma.

protein-bound homocysteine, it is necessary to
cleave disulphide bounds in order to form the free
sulfhydryl group. For this purpose we have used
TNBP. For derivatization of reduced homocys-
teine we have used the selective thiol UV-labeling
reagent CMPI. Optimal conditions for cleavage of
disulphide bond of homocystine with TNBP and
subsequent derivatization via the �SH group with
CMPI are described in our earlier reports [31,33].

3.1. Optimization of chromatographic conditions

Standard reversed-phase chromatography yields
little retention for S-pyridinium derivatives of bio-
logical thiols because of their hydrophilic and
ionic character. They elute close to the solvent
front and separation is impossible. Depending on
mobile phase pH, within the pH range acceptable
for reversed-phase silica-based columns, homocys-
teine moiety of the S-pyridinium derivative may
be anionic, zwitterionic, or cationic, whereas
derivative as a whole posses net positive charge as
a result of the permanent positive charge on qua-
ternary nitrogen atom in pyridine ring. This net
positive charge increases when pH decreases as a
result of the homocysteine primary amino group
protonation, as well as ionization suppression of
carboxylic acid residue. Retention of cationic ana-
lytes can be enhanced by the addition of alkyl
sulphonates pairing agents, as described in our
earlier work [33]. These types of pairing reagents
are expensive, can strongly adsorb to the station-
ary phase, require long column-equilibration time,

and low pH ionic strength buffer. Recently, we
have learned [31] that the retention of the cationic
S-pyridinium derivatives of homocysteine and
metabolically related thiols can be modified dra-
matically by chromatographing them with the
mobile phases containing trichloroacetic acid. In
this work, the increased retention of cationic ho-
mocysteine S-pyridinium derivative by the use of
trihaloacetate buffers as pairing agents was inves-
tigated. In addition to pH, the chromatographic
variables that were investigated include ionic
strength, concentration and size of the trihaloac-
etate anion, counter cation size, organic modifiers,
and temperature and flow-rate of the mobile
phase.

3.1.1. Effect of buffer type, its concentration and
counter cation size

The buffers examined include monochloroacetic
acid (MCA), tribromoacetic acid (TBA),
trichloroacetic acid (TCA) and trifluoroacetic acid
(TFA). Initial experiments with TBA showed lack
of sufficient UV-transparency at analytical detec-
tion wavelength, so this buffer was not considered
further. The influence of the remaining three
buffers and their concentration on retention of
homocysteine derivative is shown in Fig. 3(A).
These results show that retention was influenced
both by the nature of the buffer and concentra-
tion. Retention of homocysteine was increased
significantly with TCA and was positively corre-
lated to the concentration of the buffer. In the
case of MCA and TFA, poor retention was ob-



E. Bald et al. / Talanta 50 (2000) 1233–12431238

served with slightly negative correlation to con-
centration. This retention behaviour can be ac-
counted for in terms of solvophobic ionic
interaction of the analyte with the pairing agent
which enhances reversed-phase partitioning, as
well as the inductive effect that the halogens have
on the electron density of the carboxylate anion.
The trifluoride is more electronegative, withdraw-
ing electrons from the anion, and it interacts less
with the net-cationic S-pyridinium derivatives
than trichloroacetate. Similar retention behaviour
was observed by others [34] in the case of under-
ivatized biogenic aminothiols.

The effect of the charge density of the counter
cation used for the adjustment of the pH of the
TCA buffer on the retention and resolution of the
cationic S-pyridinium derivatives was also stud-
ied. Using the chromatographic conditions de-
scribed in Section 2, retentions of cysteine and
homocysteine S-pyridinum derivatives were
highest for the counter cation with the lowest
charge density (K+), whereas resolution was
highest for the counter cation with the highest
charge density (Li+). Relevant data for cysteine
and homocysteine-CMPI derivatives are shown in
Table 1.

3.1.2. Effect of pH, organic modifier,
temperature, and mobile phase flow-rate

The influence of pH, organic modifier, tempera-
ture ,and mobile phase flow-rate on retention was
also studied. Resolution was examined for homo-
cysteine and two neighbouring peaks-cysteine and
glutathione. These results are shown in Figs. 3
and 4. The retention factor for homocysteine does
not change with variation of the mobile phase
flow-rate (data not shown).

After thorough study of the above mentioned
chromatographic variables, the separation condi-
tions chosen constitute a necessary compromise
between maximum detectability and chromato-
graphic resolution. The chromatogram shown in

Fig. 3. Retention factor of the homocysteine-CMPI derivative
and the internal standard (IS) as a function of: (A), the buffer
type and concentration; (B), the eluent pH; (C), the column
temperature; and (D), the organic modifier content. Other
chromatographic condition as described in Section 2.
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Table 1
Influence of counter cation charge density on retention and
resolution.

Base ResolutionRetention factora

CSH–CMPI HCSH–CMPI

2.06KOH 2.481.55
1.99NaOH 2.951.46
1.941.42 2.75NH4OH
1.88 5.38LiOH 1.12

a Chromatographic conditions as described in Section 2

Fig. 4.

Fig. 5 is the final result of the procedure, and it does
indeed yield a satisfactory distribution of the peaks
over the chromatogram. The plasma matrix does
not interfere with the resolution and quantitation
of the resulting homocysteine-CMPI and internal
standard peaks. Commonly used drugs, e.g. drugs
routinely administered to diabetics, captopril, or
aspirin, do not disturb the assay. All these drugs
show no absorption in this relatively clean ultravi-
olet region (312 nm) or like captopril, elute after
much longer time. Fig. 5 displays typical chro-
matogram resulting from CMPI-HPLC analysis of
acid precipitated protein from 0.5 ml of plasma. As
shown, homocysteine-CMPI derivative eluting af-
ter 6.5 min and the internal standard, eluting after
12 min, were resolved and separated from endoge-
nous plasma thiol components and derivatization
reagent excess under the optimum analitycal condi-
tions used. The overall chromatographic run time
was established at 16 min. Under the optimum
conditions for homocysteine determination, cys-
teine and cysteinylglycine appear as a double peaks.

3.2. Validation

3.2.1. Linearity
Four replicates of different concentrations of

exogenous homocystine added to the normal

Fig. 4. Variation of the resolution of homocysteine derivative
and adjacent peaks as a function of: (A), the eluent pH; (B),
the TCA buffer concentration; (C), the column temperatune;
(D), the methanol content in the mobile phase. Other chro-
matographic parameters as described in Section 2. Symbols: "
resolution between CSH and HCSH; and 	 resolution be-
tween HCSH and GSH.
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plasma sample as specified in Section 2.3.6 were
processed according to the procedure described in
Section 2. The correlation between analyte con-
centration and the detector response was linear.
The equation for the linear regression line and the
coefficient of correlation for these data are y=
0.069x+0.552 and R2=0.9965, respectively.
Corresponding data for standard water solution
of homocystine are y=0.1338x−0.0343 and
R2=0.9996, respectively. The values obtained
during calibration with the use of another ten
plasma samples, obtained from ten different

donors, within the validation procedure were sim-
ilar. In each case the correlation coefficient was
above 0.996.

3.2.2. Reproducibility
A series of sequential determinations (n=5)

were performed with normal plasma samples
spiked with different amounts of homocystine and
the mean values, standard deviations and relative
standard deviation were calculated. The typical
results for the within-day reproducibility are
shown in Table 2. The between-day reproducibil-

Fig. 5. Chromatogram of the derivatized plasma sample for determination of protein-bound homocysteine from a healthy donor.
Insets are characteristic absorption spectra of the HCSH-CMPI derivative and derivatization reagent (CMPI) as recorded by
diode-array detection. Protein-bound homocysteine content is 4.08 nmol ml−1 plasma. Analysis was performed according to
procedure 2. Separation and quantitation are as described under Section 2. Peaks: CSH, cysteine; UN, unknown; HCSH,
homocysteine; GSH, glutathione; CGSH, cysteinylglycine; IS, internal standard; CMPI, excess of the derivatization reagent.
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Table 2
Absolute recoveries and within-analysis imprecisions of total
homocysteine in human plasma, spiked at three levels (n=5)

R.S.D. [%]Concentration [nmol/ml] Recovery [%]

3 95.80 2.45
25 1.8596.10

1.50104.1555

precision (83.5% and 17.5%, respectively). Accord-
ing to the best of our knowledge, total and
protein-conjugated homocysteine at concentra-
tions lower than 3 nmol ml−1 is exceedingly rare
in either patients or healthy donors.

3.2.5. Stability
As we have previously indicated [31] homocys-

teine-CMPI derivative is stable at room tempera-
ture in water and urine matrix for more then 24 h.
In plasma, no significant change in peak height was
noted during the first 10 h, however, after 25 h the
peak lost 6% of its initial size (data not shown). It
remains unclear whether this loss is as a result of
decomposition of the derivative or to the occlusion
to the sample test tube walls.

3.3. Application of the method

The validated method was used to analyze total
and protein-bound homocysteine in 12 samples
taken from apparently healthy individuals (detailed
data not shown). Total and protein-bound homo-
cysteine were higher in men than in women
(mean9S.D.: 7.4290.37 for total; 6.4490.25 for
protein-bound; and 5.3990.24 for total; 4.429
0.22 nmol ml−1 for protein-bound homocysteine,
respectively). The share of protein-bound fraction
(mean9S.D.) in total homocysteine was: 72.99
3.5% for men; and 69.095.5% for women. Our
results are similar to the findings of previous works
which have demonstrated that normal human
plasma contains 5–12 nmol ml−1 total homocys-
teine [12,19,35–37,39]. They are also consistent
with reports indicationg that the total values for
homocysteine is higher in males than in females
[37,38,40].

4. Conclusion

In conclusion, the recommended CMPI-
HPLC method consists of two procedures devel-
oped for determination of the total, and protein
bound homocysteine in human plasma. The oxi-
dized and protein-bound fractions are converted
into reduced form employing tri-n-butylphosphine,
and following derivatization with 2-chloro-1-

ity was estimated by performing the same determi-
nations on the same batch of sample every day for
period of 8 days (n=6). The reproducibility for
total homocysteine was 5.6 and 2.8% for level of 6.4
nmol ml−1 (endogenous homocysteine) and 46.4
nmol ml−1 (endogenous spiked with 40 nmol
ml−1), respectively.

3.2.3. Reco6ery
The absolute recovery was determined by analy-

sis of replicate sets of plasma samples of known
concentration of endogenous homocysteine from
an equivalent plasma matrix. Three concentrations
of exogenous homocysteine were studied: one near
the lower limit of quantitation, one near the center,
and one near the upper boundary of the standard
curve. The results calculated from formula de-
scribed in Section 2.3.9 are displayed in Table 2.

3.2.4. Detection and quantitation limits
Lower limit of detection of homocysteine in

standard water solution was 0.1 nmol ml−1 (2 pmol
in peak). At this concentration the signal-to-noise
ratio was three. At 0.3 nmol ml−1 the percent
deviation from the nominal concentration and the
relative standard deviation were both less than 20.
Thus, according to specific recommendations for
method validation [35], 0.3 nmol ml−1 was defined
to be the lower limit of quantitation. At all other
concentrations up to the upper limit of quantitation
(50 nmol ml−1) the imprecision and deviation from
the nominal concentration were less than 4%.

In the case of plasma matrix, 2.5 nmol ml−1

serving as the lowest concentration on the standard
curve was recognized as the lower limit of quanti-
tation. At this point recovery and imprecision were
96.0% and 2.7%, respectively. The concentration of
added homocysteine equal to 1 nmol ml−1 was also
measured with acceptable [35], accuracy, and im-
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methylpyridinium iodide, the homocysteine S-
pyridinium derivative is separated and quantified
by ion-pair reversed-phase liquid chromatography
and ultraviolet absorbance detection. The assay
has proven its usefulness for the determination of
total and protein-bound homocysteine in normal
human plasma. Separation of homocysteine from
the other plasma components was achieved by
isocratic HPLC elution in 16 min. Several experi-
mental conditions were optimised to ensure a
relatively long column life. First, the column was
operated at pH 2.5 which is within the range
recommended by most manufacturers of the sil-
ica-based columns. Second, the salt concentration
of the mobile phase is low. Finally, the low flow
rate creates low back pressure.

Sensitivity, precision, and accuracy of the
method are sufficient for determination of total
and protein-bound homocysteine in clinical and
experimental investigations. The sensitivity of the
method is not sufficient enough for measurement
of the free fraction of homocysteine, but can be
calculated from the difference between total and
protein-bound fractions. Total homocysteine is
more reliable in the diagnosis of inborn errors of
homocysteine metabolism and in cardiovascular
risk assessment than free fraction, which vary
according to specimen history. The work on the
automation of the assay with the use of an on line
biological sample processor is now in progress.
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Abstract

The determination of fluoride ions in water samples was accomplished by using a gradient flow titration. A
standard commercial combined electrode is used in a cell configuration that combines the gradient chamber and the
electrode in a single unit. The methodology developed gives results with a relative standard deviation of about 3%.
The average recoveries after spiking natural samples with fluoride are in the range 100–102%. The method was used
successful in determining the fluoride concentration in water samples. © 2000 Elsevier Science B.V. All rights
reserved.

Keywords: Gradient flow titration; Fluoride; Water analysis.
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1. Introduction

Flow-injection analysis (FIA) is a mature tech-
nique with a wide variety of applications [1]. On
the other hand, determination of fluoride in water
samples with a fluoride selective electrode has
become an officially accepted method because of
the fact that this sensor is one of the best behav-
ing ion selective electrodes [2]. The incorporation
of a fluoride selective electrode in flow systems
has been described earlier and its performance

and benefits are quite well documented [3–8].
Recently a flow injection (FI) system with poten-
tiometric detection has been developed for the
speciation of fluoride using a fluoride ion selective
electrode with a single flow-through detector [9].

Most of the methods reported use remarkably
little of the data recorded, usually one point (the
peak height) or two points (the peak width).
However, each point in a response curve in FI
represents a different mixture of reactant and
sample. This concentration gradient is generated
by the reproducible timing and controllable sam-
ple dispersion, a unique feature of FI [10].

This paper proposes the use of the entire time–
dependent response, instead of the final potential

* Corresponding author. Tel.: +351-1-8419269; fax: +351-
1-8464455.

E-mail address: pcqaclc@alfa.ist.utl.pt (A.C. Lopes da Con-
ceição)
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reading alone, as an improved ion activity assess-
ment with ion-selective electrodes and a flow-
through system.

In this work the concentration gradient in a flow
injection system for the potentiometric determina-
tion of fluoride ion in water samples based on a
gradient flow injection titration is explored. Deter-
mination of fluoride ion is accomplished by switch-
ing the injection valve between a standard and a
sample solution. A titration curve is produced that
contains information regarding the performance of
the detection unit (gradient chamber and electrode)
as well as the fluoride ion concentration in the
sample.

Throughout the experiments a commercial com-
bined fluoride electrode, ORION model 96-09, is
used in a cell configuration that combines the
gradient chamber and the electrode into a single
unit [11,12].

Optimisation of the FIA variables and the fea-
tures of the method have been studied before
application of the developed methodology for the
determination of the fluoride ion in water samples.

2. Theory

The theory of gradient chamber operation has
been described by several authors [13–16]. In order
to make use of the full information in a titration
curve, it is necessary to relate the measured poten-
tial with the time dependent concentration in the
mixing chamber. If we assume that: (I) the disper-
sion as a result of the valve is small compared to
what happens in the cell; (II) the solution within
the gradient chamber is at equilibrium at all times;
(III) the time constant for the electrode response is
shorter than that for the mixing in the gradient
chamber; (IV) pH and ionic strength are kept
constant throughout the titration, the fluoride
content in the solution in the chamber as a function
of time is given by (see Appendix A):

[F ]ttot= [F ]st
tot− ([F ]st

tot− [F ]sa
tot)×exp

�Q
V

(t0− t)
n

(1)
In this expression [F ]ttot is the total concentration

of fluoride at time t following a step change in

inflowing concentration from a standard sol-
ution [F ]st

tot to a sample solution [F ]sa
tot at time t0, V

is the gradient chamber volume and Q the flow
rate.

The measured quantity, the combined fluoride
electrode potential E, is given by the Nernst-type
equation:

Et=K−S× ln[F ]ttot (2)

where K and S are empirical values.
Introducing Eq. (1) into Eq. (2) the titration

curve Et versus t can be calculated according to:

Et=K−S× ln
!

[F ]st
tot− ([F ]st

tot− [F ]sa
tot)

×exp
�Q

V
(t0− t)

n"
(3)

The above equation contains information re-
garding the performance of the detection unit (K,
S, Q/V and t0) as well as the concentration of the
sample ([F ]Sa

tot).
The experimental data were fitted according to

Eq. (3) using the program Solver from Excel being
the sample solution concentration of one of the
fitted parameters. Initial values of the parameters
to be fitted were given and the quality of the fit was
judged in terms of the sum of the residuals S(Et−
Et

exp)2. It is worthwhile to point out that of the five
parameters involved, good guesses for those re-
garding the characteristics of the sensor as well of
the mixing chamber, i.e. K, S, Q/V and t0 were
taken, which turns out to be an advantage when to
many parameters have to be fitted.

3. Experimental

3.1. Chemicals

The water used in the experiments, to rinse and
to prepare the solutions, was distilled and deion-
ized from a Milli-Q-water purification system. All
solutions were prepared with pro-analysis grade
reagents. A stock solution of fluoride ion (201 mg
l−1) was prepared from the sodium salt. In all
experiments a 1.0 M sodium chloride, 0.25 M
acetic acid, 0.75 M sodium acetate and 0.02 M
sodium citrate (TISAB) solution was used.
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Fig. 1. (A) Block diagram of the flow-injection titration manifold: W, waste; MS, magnetic stirrer; MC, mixing chamber; P, pump;
CFE, combined fluoride electrode; V, valve. (B) Typical gradient FI titration curve of fluoride system between concentrations 1.28
and 2.22 mg.l−1 with Q=1.7×10−2 ml s−1; experimental (), fit (�), and residuals (�). The three arrows indicate, respectively,
the situations where: (1) the second solution is going to enter the chamber; (2) the chamber is half filled with the first and the second
solution and; (3) the chamber is fulled with the second solution.
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Table 1
Effect of the flow rate on the fitting: titration of a standard solution, 2.01 mg l−1, with a sample solution, 1.21 mg l−1

S(Et−Et
exp)2 (mV)2 Kfitted (mV) Sfitted (mV)(Q/V)fitted (s−1)×102 (Csample)fitted (mg l−1)Qpump (ml s−1)×102

0.350.25
0.440.33
0.630.50 0.52 177.94 26.67 1.25

0.30 178.24 26.720.83 1.261.1
1.31 177.771.3 25.181.0 1.23
0.80 177.151.3 26.401.8 1.22
1.07 177.162.2 26.381.7 1.23

2.5 0.84 177.34 26.56 1.23
0.68 177.30 26.613.3 1.25

4.93.7 0.90 176.65 26.33 1.23
4.3 1.255.5 176.49 26.25 1.20

0.51 176.476.4 26.444.8 1.30
5.8 7.0

106.7

Average 17791 2691 1.2490.03

3.2. Equipment

The gradient chamber and FI manifold have
previously been described [11,12], and is shown in
Fig. 1(A). A combined fluoride electrode from
ORION, model 96-90 was used as the sensor in all
measurements. The electrode forms one wall of the
gradient chamber, allowing efficient monitoring of
the chamber contents. The manifold also consists
of an injection valve Rheodyne 4 way (RH5020)
and of a peristaltic pump Gibson Minipuls 2
(Villius le Bel, France). A pH/ISE Meter Orion
Model 720A with an interface RS232C coupled to
a personal computer was used to take the potentio-
metric measurements.

3.3. Procedure

A number of different pairs of solutions were
used covering different concentrations of fluoride
ion.

The experiments were performed by introducing
in to the flow system a standard followed by the
sample solutions (or vice versa), which were mixed
in the gradient chamber, at a constant pH and ionic
strength. So each titration experiment covered a
continuous transition between the fluoride concen-
tration in the standard and that of the sample
solution, resulting in a plateau attained at the end.

Potentials versus time were recorded on
the automated data acquisition system formed
by the ISE meter interfaced to the personal com-
puter. Readings were taken at a frequency of 0.5
Hz.

The FI manifold was not thermostatted so all
results reported are obtained at room temperature
(20–25°C).

4. Results and discussion

4.1. Optimisation of the FI procedure

In Fig. 1(B) a typical titration curve (experimen-
tal and fitted curve) are shown together with the
residuals about the fitted curve, and as can be seen
the fit is quite good.

In order to check some of the variables that may
affect the quality of the results different flow rates,
Q, have been used, the direction of titration (i.e.
lower to higher concentrations and vice-verse) were
analysed, as well as the concentration range during
the titration.

Tables 1 and 2,show that the flow rates between
0.005 and 0.05 ml s−1 do not significantly affect the
results, which means that there are no kinetic
limitations. So higher flow rates can be used to
improve the time of analysis.
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The direction of the titration does not have a
significant effect on the results as can also be seen
from Tables 1 and 2 where both titrations are
shown. Although there is an indication that the
best fits are obtained when the direction of the
titration goes from the higher to a lower concen-
tration, as follows from Fig. 2, the differences
founded are within the precision of the method.
In any circumstances the fluoride electrode be-
haves according to theory with a slope close
to 6091 mV; (Nernstian type equation with
slope RT/F2.3) as can be observed in Tables 1
and 2 where values of S= (RT)/F2.3 mV are
shown.

Additional evidence for the quality of the fit
can be seen in Fig. 3 where the fitted flow rate,
Qfit, is plotted as a function of the experimental
flow rate, Qpump, and a correlation coefficient,
r=0.9993, is obtained.

As to the concentration of the standard
relatively to the sample, best results are pro-
duced when Csample is of the order of 0.5×
Cstandard, as can be concluded from the res-
iduals about the fitted curve as shown in Table
3. For stationary measurements the best
results are obtained when Csample approaches
Cstandard but this would not work here because the
fitting procedure requires time-dependent
changes.

4.2. Features of the method

The conditions just discussed for the variables
influencing the FI system were used in the assess-
ment of the proposed FI methodology for the
analysis of fluoride ion in water samples. A sum-
mary of the usual features are shown in Table 4.
The precision of the analytical signal and the
determination limit were evaluated by repeated
titrations (at least n=10 experiments). An impor-
tant aspect is whether the electrode still shows a
Nernstian type behaviour in the flow system.
Throughout all experiments the combined fluoride
electrode incorporated in the mixing chamber
showed an excellent response with an average
slope of 6091 mV.

The analysis time is taken as the time elapsed
from the moment the sample is mixed with the
carrier until the fit produces the sample concen-
tration for a flow rate of 0.05 ml s−1.

4.3. Application to real samples

The above results show that the developed FI
methodology can be used for the fluoride determi-
nation in water samples. So the method was ap-
plied to the analysis of water samples such as tap
water and commercially available mineral waters.
In the analysis of tap water samples, fluoride

Table 2
Effect of the flow rate on the fitting: Titration of a sample solution, 1.21 mg l−1, with a standard solution, 2.01 mg l−1

Qpump (ml s−1) ×102 (Csample)fitted (mg l−1)(Q/V)fitted (s−1)×102 Sfitted (mV)S(Et−Et
exp)2 (mV)2 Kfitted (mV)

0.340.25
0.400.33

0.50 1.9426.58−177.960.850.59
26.63−178.25 1.961.421.00.83

1.0 1.3 0.53 −177.85 26.48 1.94
0.94 −177.151.3 26.401.7 1.96

2.01.7 1.57 −177.16 26.38 1.98
1.95 −177.452.5 26.42 1.85

3.3 1.9226.54−177.351.42
26.20−176.72 1.870.984.63.7

0.47 −176.604.3 26.095.5 1.78
5.8 1.074.8 −176.49 26.25 1.92

1.476.8 1.925.8 26.40−176.63
8.86.7

Average −17791 26.490.4 1.9190.06
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Fig. 2. Residuals about the fitted curve as a function of the pump flow rate, Qpump (ml s−1), of the FI titrations; higher (2.01 mg
l−1) to lower concentration (1.21 mg l−1) ("); and lower (1.21 mg l−1) to higher concentration (2.01 mg l−1) ().

additions were made since no fluoride was
detected.

The quality of the results obtained by the FI
methodology was evaluated by comparing them
with those of reference methods. So determina-
tions of fluoride were carried out using a reference
batch procedure, i.e. a direct potentiometric deter-
mination with the same combined fluoride
electrode.

A summary of the results obtained is shown in
Tables 5 and 6.

Recoveries of fluoride added to tap water sam-
ples with a fluoride content below the detection
limit of the method are presented in Table 5, and
as can be seen average recoveries of 101% were
obtained.

Application of the method to fluoride analysis
in mineral waters is shown in Table 6. As can be
conclude from this set of values the results pro-
vided by the FI method compared quite well with
those obtained by the reference procedure. A cor-

relation coefficient r=0.997 was found thus
showing a good agreement between the two
methods.

From the above results one may conclude that
proposed FI method yields good accuracy.

As previously mentioned the direction of the
titration does not have a significant effect on the
concentration results and this can also be easily
checked in Table 6 were both results are shown.

5. Conclusions

The developed FI methodology based on a
gradient titration is a good alternative to others
procedures for fluoride determination in water
samples. In fact:

(1) This proposed FI method use a very simple
system requiring only equipment generally avail-
able in analytical routine laboratories, i.e.; con-
ventional fluoride electrode, pH meter, peristaltic
pump and computer with Excel program.
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Emphasis should be placed on the fact that a
commercial available combined fluoride electrode
was used throughout the experiments. Nernstian
behaviour was found in the FIA system with an
average slope of −6091 mV per concentration
decade.

The data-acquisition system as well as the non-
linear regression fit used, only require computer
capabilities present in the everyday desk top
computer.

(2) The configuration adopted overcomes prob-
lems arising for the possible formation of dead
volumes in the modular devices when conven-
tional electrodes are interposed in the flow
systems.

(3) The proposed methodology where the entire
time–dependent response is used is much faster
than batch titrations (1.5 vs 10–15 min typically)
and more precise than direct determination in
FIA with only a few standard solutions.

Indeed while in FI potential readings do not
require the attainment of equilibrium, because of
the reproducible timing and controlled simple dis-
persion, in batch titration equilibrium must be
reached in each point.

As happens with any titration procedure the
precision is improved towards a simple calibration
curve where relative standard errors of 4% are
common unless several standards are used.

Appendix A

The variation of fluoride concentration with
time in the mixing chamber is given by:

d[F ]ttot

dt
=

Q
V

[F ]sa
tot−

Q
V

[F ]ttot (A1)

where [F ]ttot is the total fluoride concentration
inside the chamber, [F ]sa

tot is the total fluoride
concentration in the sample, V is the volume of
the chamber and Q is the flux. After separation of
variables and integrating we have:

ln([F ]sa
tot− [F ]ttot)=

Q
V

t+K (A2)

where K is the integration constant, this value can
be determined for the initial condition, since for
t= t0 we have [F ]ttot= [F ]st

tot, where [F ]st
tot is the

total concentration of fluoride in the standard
solution. Considering the value of K we have:

[F ]ttot= [F ]st
tot− ([F ]st

tot− [F ]sa
tot) exp

�Q
V

(t0− t)
n

(A3)

Table 3
Optimisation of the ratio Csample/Cstandard

a

Csample (mg l−1) Csample/Cstandard S(Et−Et
exp)2 (mV2)

1.21 0.6 1.1
4.58.05×10−1 0.4

0.24.03×10−1 12.3
2.01×10−1 0.1 30.5

a Cstandard=2.01 mg.l−1; Q=0.017 ml s−1.

Fig. 3. Fitted flow rate, Qfit (ml s−1),as a function of experi-
mental flow rate, Qpump (ml s−1). Other conditions as in Table
1. Qfit= (6910)×10−5+ (1.0090.02)×Qpump, (n=5,
sr=1.3×10−4)

Table 4
Features of the method

3%Precision of the analytical signal

1.90×10−1 mg l−1Determination limit
1.5 minTime of analysis

Slope 6091 mV
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Table 5
Recovery of fluoride added to tap water using FI method

Fluoride added (mg l−1)Sample Fluoride recovery (%)Fluoride determined (mg l−1)

2.01Tap water 1002.01
Tap water 4.10×10−1 4.03×10−1 102

1.22Tap water 1.21 101
1.61 1021.64Tap water

Table 6
Comparison of the results provided by the FI method with those from the reference procedurea

Batch Csample(mg l−1)Sample FI Csample(mg l−1)

High to lowLow to high

2.0890.06 2.090.1Tap water 1.9490.06
3.390.13.290.1 3.390.2Mineral water (Carvalhelhos)
5.390.2 5.690.2Mineral water (Vidago Salus) 5.490.2

3.0890.09 3.090.13.290.1Mineral water (Pedras Salgadas)

a Low to high, titration of a low concentration solution with a high concentration solution; high to low, titration of a high
concentration solution with a low concentration solution.
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Abstract

A procedure for separation and preconcentration of trace amounts of copper in natural water samples, has been
proposed. It is based on the adsorption of copper(II) ions onto a column of Amberlite XAD-2 resin loaded with
calmagite reagent. This way amounts of copper within the range from 0.0125 to 25.0 mg, in a sample volume of 25
to 250 ml, and pH from 3.7 to 10.0 was concentrated as calmagite complex in a column of 0.50 g of Amberlite XAD-2
resin. Copper (II) ion was desorpted by using 5.0 ml of 2 mol l−1 hydrochloric acid. Detection and determination
limits of the proposed procedure for 250 ml sample volume were 0.15 and 0.50 mg l−1, respectively. Selectivity test
showed that (in the indicated concentration), calcium(II) (500 mg l−1), magnesium(II) (500 mg l−1), strontium(II) (50
mg l−1), iron(III) (10 mg l−1), nickel(II) (10 mg l−1), cobalt(II) (10 mg l−1), cadmium(II) (10 mg l−1) and lead(II)
(10 mg l−1) did not interfere in copper determination by this procedure. Precision of the method, evaluated as the
relative standard deviation by analyzing a series of seven replicates, was 2.42% for a copper mass of 1.0 mg in a sample
volume of 100 ml. The accuracy of the proposed procedure was evaluated by means of copper determination in
reference biological samples. The achieved results were in good agreement with certified values. The extractor system
had a sorption capacity of 1.59 mmol of copper per gram of resin loaded with calmagite. The proposed procedure was
applied for copper determination by FAAS in natural water samples. Samples were collected from different places of
Salvador city, Bahia, Brazil. The achieved recovery, measured by the standard addition technique, showed that the
proposed procedure had good accuracy. A good enrichment factor (50× ) and simplicity are the main advantages in
this analytical procedure. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Copper determination; Natural water samples; FAAS; Calmagite
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1. Introduction

Copper is an essential element not only for life
in mammals but also for plants and lower forms* Corresponding author. Fax: +55-71-2374117.

0039-9140/00/$ - see front matter © 2000 Elsevier Science B.V. All rights reserved.
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of organisms. It has varied and many biologic
effects as an essential element as a toxic one. It is
usually used as algicide and herbicide [1,2]. In
natural water and biological samples its level is
low, and previous steps of separation and enrich-
ment are usually required. This way many precon-
centration procedures for copper determination
[3–13] have been developed and they involve dif-
ferent analytical techniques and several materials.
Liquid–liquid extraction by using dithiocarba-
mate [3] and trioctylmethylammonium chloride [4]
as complexing reagents, coprecipitation with mag-
nesium hydroxide as collector [5], precipitation as
rubeanic acid complex and filtration by using
membrane filter [6], and also several systems of
adsorption that uses sorbents such as
polyurethane foam loaded with diethyldithiocar-
bamate [7], activated carbon [8,9], Amberlite
XAD resins [10,11] naphthalene [12] and silica gel
loaded with diethyldithiocarbamate [13]. Solid
phase extraction process [6–13] has received more
acceptance due to a number of possible advan-
tages including availability and easy recovery of
the solid phase, reach of high preconcentration
factors and easiness of separation and enrichment
using continuous flow systems. Besides they usu-
ally do not need organic solvents, which may be
toxic.

This paper proposes an analytical procedure for
determination of trace copper in natural water
sample by FAAS, using a column packed with
Amberlite XAD-2 resin loaded with calmagite for
preconcentration and separation.

Calmagite or 1-(1-hydroxy-4-methyl-2-pheny-
lazo)-2-naphthol-4-sulfonic acid has been used as
spectrophotometric reagent in several procedure

[14], its reaction with copper(II) ions was studied
by Mutsuo and Miyamoto [15]. In aqueous solu-
tion the complex copper(II)-calmagite has a maxi-
mum absorption at 550 nm.

Amberlite XAD-2 (polystyrene-divinylbenzene
polymer) is a very used resin in preconcentration
procedures, thanks to its good physical and
chemical properties such as porosity, high
surface area, durability and purity [10]. In our
laboratory, it has been used in column loaded
with PAN and TAC for preconcentration and
determination of nickel [16] and cobalt [17], re-
spectively.

2. Experimental

2.1. Apparatus

A Varian Model SpectrAA 220 flame atomic
absorption spectrophotometer was used for
copper determination. The absorption measure-
ments were made under conditions described in
Table 1.

A 300 ANALYSER pH meter was used to
measure pH values.

2.2. Reagents

All reagents were of analytical reagent grade
unless otherwise stated. Double distilled water
was used for the preparation of solutions. Nitric
and hydrochloric acids were of suprapur quality
(Merck). Laboratory glassware was kept
overnight in a 5% nitric acid solution. Before use
the glassware was rinsed with deionized water and
dried in a dust-free environment.

Copper(II) solution (1.00 mg l−1). Prepared by
diluting a 1000 mg l−1 copper solution (atomic
absorption Aldrich) in a 5% hydrochloric acid
solution.

Calmagite solution (0.10%). Prepared by dis-
solving 0.25 g calmagite (Sigma Aldrich) in 250 ml
of ethanol.

Acetate buffer solution (pH 4.75). Prepared by
mixing 68.0 g of trihydrate sodium acetate and
29.4 ml of glacial acetic acid in 1 l of deionized
water.

Table 1
Operating parameters for flame atomic absorption spectropho-
tometer

324.8 nmWavelength
4.0 mALamp current

Slit width 0.50 nm
13.5 mmBurner height
2.00 l min−1Acetylene flow
13.50 l min−1Air flow
3.2 ml min−1Aspiration rate
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2.3. Conser6ation and preparation of the water
samples

Samples were collected from the surface of the
aqueous systems by using Teflon flasks in differ-
ent places of Salvador city, Bahia, Brazil on Au-
gust 1998. They were acidified with 1.0 ml of
concentrated nitric acid per liter of sample. The
samples were filtered through a cellulose mem-
brane (Millipore) of 0.45 mm pore size.

2.4. Preparation of Amberlite XAD-2 column
loaded with calmagite

Amberlite XAD-2 (Aldrich) was treated with an
ethanol: hydrochloric acid: water (2:1:1) solution
overnight. Then resin was rinsed with deionized
water until supernant water pH got neutral. Af-
terwards it was dried in an oven at temperature of
110°C for 3 h.

The packing of the column must be done using
ethanol as eluent since water makes resin beads
float.

The resin was saturated with the reagent by
passing 10.0 ml of a 0.10% calmagite solution in
ethanol at a flow of 0.50 ml min−1. Afterwards it
was washed with water until reagent excess was
eliminated from the resin. All experiments were
done in glass columns with a 0.40 cm internal
diameter and length of 15 cm that held 0.50 g of
XAD-2. Before sample loading the column must
be preconditioned by passing a buffer solution.
Then the column could be used repeatedly for ten
times at least.

2.5. Procedure for the sorption of copper on the
column

It was transferred 25 to 250 ml of sample
solution of copper ions in the range of 0.0125 to
25.00 mg into a becker and it was added 10 ml of
buffer solution pH 4.75. This solution must be
passed through the column at a flow rate of 1.80
ml min−1. After this solution had been passed the
column was washed with 10 ml of deionized wa-
ter. The adsorbed copper chelate on the column
was then eluted with 5.0 ml of 2 mol l−1 hy-
drochloric acid solution at a flow rate of 1.0 ml

min−1. The eluent was collected in a 5 ml volu-
metric flask and copper was determined by FAAS
technique under conditions described in Table 1.

3. Results and discussion

In order to determine the optimum conditions
for quantitative extraction of copper by using
Amberlite-XAD2 resin loaded with calmagite sev-
eral parameters were assessed.

3.1. pH effect on copper sorption

The effect of pH on sorption of copper(II) ions
showed that the recovery of copper is maximum
and quantitative (\95%) within a pH range from
3.7 to 10.0. This can be seen in the Fig. 1. pH
control was kept by using pH 4.75 acetate buffer,
pH 6.66 hexamine buffer, pH 7.56 tri-
ethanolamine buffer, pH 8.0 and 8.5 borate buffer
and pH 9.0 and 10.0 ammonium buffer. The
acetate buffer at pH 4.75 was suggested since
solutions of acetate buffer are very stable. At pH
4.75 the acetate buffer has its highest buffer index.

3.2. Effect of flow rate and aqueous 6olume

The effect of flow rate on the copper sorption
was studied by varying the flow rate from 0.30 to
2.8 ml min−1 under optimum conditions. Results
demonstrated that copper(II) retention on the
resin was complete at a flow rate equal or lower
than 2.0 ml min−1, as can be seen in Fig. 2. The
effect of sample volume on copper extraction was
investigated by passing 25, 50, 100, 200 250, and
400 ml volume solution through the column at a
constant flow rate of 1.8 ml min−1. In all cases
the achieved recovery was higher than 95%, what
is advantageous for copper determination in water
samples. The restriction on use of 400 ml was the
spent time on sample elution.

3.3. Sorption capacity

The sorption capacity of the Amberlite XAD-2
resin loaded with calmagite for copper was also
evaluated. The resin had a sorption capacity of
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Fig. 1. Effect of pH on the copper retention on calmagite loaded Amberlite XAD-2 resin. Copper: 1.00 mg /100 ml.

Fig. 2. Effect of flow rate on copper retention on calmagite loaded Amberlite XAD-2 resin. Copper: 1.00 mg/100 ml. pH: 4.75.
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1.59 mmol of copper per gram of XAD-2 resin.
Under conditions of maximum adsorption distri-
bution coefficient was higher than 1.0.104 l kg−1.
The extractor system has 2.36.10−4 mol of cal-
magite by gram of Amberlite XAD-2 resin.

3.4. Copper elution from XAD-2 resin

In order to determine the copper elution from
resin 5.0 ml of hydrochloric acid in concentrations
of 0.25, 0.50, 1.0, 2.0, 3.0, and 4.0 mol l−1 was
used. The elution was quantitative (\95%) for
solutions at concentrations equal or higher than
0.50 mol l−1. Hydrochloric acid solution with
concentration 2.0 mol l−1 has been suggested to
guarantee the complete extraction of the copper
from resin and also the efficiency of column wash.

3.5. Selecti6ity of the proposed procedure

In order to determine the selectivity of method
several solutions that contained copper (1.0 mg
l−1) and other ions were prepared. The proposed
procedure was applied using a solution volume of
200 ml. Results showed that in the indicated
concentration calcium(II) (500 mg l−1), magne-
sium(II) (500 mg l−1), strontium(II) (50 mg l−1),
iron(III) (10 mg l−1), nickel(II) (10 mg l−1),
cobalt(II) (10 mg l−1), cadmium(II) (10 mg l−1)
and lead(II) (10 mg l−1) did not interfere in
copper determination by this procedure.

The influence of electrolytes on the copper
sorption was also studied. Results demonstrated

that the recovery of the copper in 100 ml solution
was quantitative even in the presence of 20%
sodium chloride or 20% potassium nitrate.

3.6. Characteristics of the proposed procedure

The proposed procedure can be applied to pre-
concentration and separation of copper within the
range from 0.0125 to 25.0 mg, in a solution vol-
ume of 25 to 250 ml, by using 0.50 g of Amberlite
XAD-2 resin loaded with calmagite reagent.

The determination by FAAS was made by an
analytical curve built with copper solutions (5 ml
volume) at concentrations from 0.0 to 0.4 mg
ml−1, which were prepared by dilution of copper
solution 1.0 mg ml−1 in 2 mol l−1 hydrochloric
acid solution. Detection and determination limits
of the proposed procedure for 250 ml of sample
volume were 0.15 and 0.50 mg l−1, respectively.

The precision of the method, evaluated as the
relative standard deviation by analyzing a series
of seven replicates, was 2.42% for a copper mass
of 1.0 mg in a sample volume of 100 ml.

The accuracy of the enrichment system pro-
posed was evaluated by means of copper determi-
nation in reference biological samples. Found
results described in Table 2 were in good agree-
ment with the certified values.

A test could evaluate the accuracy of both
preconcentration procedure and analytical tech-
nique used (FAAS) in copper determination in
seawater sample. Copper masses were added be-
fore and after the preconcentration steps and the
recoveries were determinated. Table 3 shows re-
sults from this test, as well as the efficiency of the
proposed method.

3.7. Copper determination in natural water
samples

The proposed preconcentration procedure was
applied to determine this element in natural water
samples from Salvador city, Bahia-Brazil. Two
hundred millilitres of volume sample was used.
Results are described in Table 4. In order to
evaluate the accuracy of the preconcentration pro-
cedure, known masses (1.0 to 5.0 mg) of copper
were added in sample volumes of 200 ml. The

Table 2
Achieved results for the analyzed certified reference materials

Copper found by pro-Sample Certified values
posed methodology (mg g−1)
(mg g−1)

2.42.4190.10Rice flour NIST-
1568a

Citrus leaves 16.516.0291.76
NIST-1572

2.9490.30Pine needles 3.0
NIST-1575

a NIST, National Institute of standards and Technology.
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Table 3
Copper recovery before and after the preconcentration stepa

Recovery (%)

–Copper mass found in the sample 0.34b

921.26bCopper mass found in the sample +
2.22bCopper mass added (1.0 and 2.0 mg) in the sample before the preconcentration step 94

Copper mass found in the sample+copper mass added (1.0 mg) in the sample solution after the 1.30b 96
preconcentration step

a Rio Vermelho sea water sample, sample volume: 200 ml.
b Average of three determinations.

Table 4
Copper determination in natural water samples from Salvador City

Found coppera (mg l−1)Sample Recovery (%)Mass of added copperb (mg)

Canto do sol lake water 0.8090.150
5.4090.571 92

Tororo lake water 1.1590.130
5.8090.561 93
25.393.1Abaeté lake water 0
51.394.985 104

0Pituaçu lake water 7.1090.39
33.8594.345 107

3.5890.04Joanes river water 0
8.9091.021 106
1.7290.25Rio Vermelho sea water 0
6.3790.751 93
0.9590.13Canto do Sol sea water 0
5.5590.69 921

a At 95% confidence level.
b Mass of added copper in 200 ml of sample volume.

proposed procedure was applied and achieved
recoveries varied from 92 to 107%, what demon-
strated that the used method had a good accu-
racy. This evaluation was made for all the
analyzed samples, what proved that this proce-
dure can be used for copper determination in
natural water samples.

4. Conclusions

The main advantages of this procedure
are: (i) the preparation of the extractor system
is simple and fast; (ii) the elution step does
not involve use of organic solvents as other
procedures does; (iii) during copper desorp-

tion the calmagite reagent remains in the
resin, what allows using the column several times;
(iv) a good enrichment factor (50× ) can be
achieved.

The achieved recovery measured by standard
addition technique, showed that the proposed
procedure had good accuracy.

The proposed procedure has been applied for
copper determination in natural water samples
by using FAAS, yet it can be used for other
samples and other analytical methods like ICP-
AES.

The copper concentration found in sea water
samples demonstrated that the collected samples
are polluted, considering the reported values for
copper in sea water [18].
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Abstract

A method for the determination of the major serotonin metabolite — 5-hydroxyindole-3-acetic acid (5-HIAA) in
human gastric juice by cyclic voltammetry was described. The measurement conditions were investigated. The
potential window was chosen from +0.1 to +0.9 V, the supporting electrolyte was 0.025 M PBS solution (pH 2.0).
The method allowed determination in the concentration range from 2.0 ×10−7 to 2.0 ×10 −5 M and a detection
limit of 80 nM. When samples of gastric juice were analyzed with the method, we obtained the mean content of
5-HIAA in the gastric juice. Meanwhile, interference from other ions and substances were examined. The experimen-
tal results indicate that the method for the determination of gastric juice samples is successful. © 2000 Elsevier Science
B.V. All rights reserved.

Keywords: 5-HIAA; Cyclic voltammetry; Human gastric juice
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1. Introduction

5-HIAA, the major metabolite of 5-HT, is
found in significant concentrations in the central
nervous system, plasma and gastrointestinal tract.
The catabolic pathway of 5-HT is by the action of
the enzyme monoamine oxidase to form 5-HIAA.
5-HIAA is much more stable than serotonin and
is often used to assess serotonin level [1]. Re-
cently, Several groups have reported various ways

for determination of 5-HIAA in urine [2–5],
blood, plasma [6–10], brain tissue [11–13],
platelets [14,15], incised skin wounds of guinea-
pig [16], bovine eye [17], and cerebrospinal fluid
[18,19]. But very few papers concern for the mea-
surement of 5-HIAA in gastric juice [20]. The
content of 5-HIAA in the gastric juice with gastric
diseases such as atrophic gastritis is higher than
that in healthy peoples, whereas the content of
5-HIAA in people who have gastric carcinoma is
much higher [20]. These results are of consider-
able significance in early diagnosis of gastric car-
cinoma and chronic atrophic gastritis. Therefore
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E-mail address: jian-zh@263.net (H. Xu)
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we aim to develop a simple, sensitive, rapid proce-
dure based on electrochemical technique for the
routine quantitative determination of 5-HIAA in
gastric juice.

Electrochemistry has a distinct advantage com-
pared to most analytical techniques. This is be-
cause it involves a direct conversion of chemical
information to an electrical signal without need
for intermediate optical or magnetic carriers.
Many studies have demonstrated that the electro-
analytical techniques — voltammetry, chronoam-
perometry and various pulse methods — are
useful for making concentration measurements as
well as for studying homogeneous reaction mech-
anisms of electroanalytically detectable chemical
species in neurobiology [21–23]. In this paper, to
our knowledge, the cyclic voltammetry is the first
used to determine 5-HIAA in human gastric juice,
the results are rather satisfied. In addition, be-
cause of high sensitivity of determination, opera-
tional simplicity, and cheap instruments, this
makes it possible to measure 5-HIAA of gastric
juice with the electrochemistry method in clinical
laboratory analysis. Thus, the method is an effec-
tive way found to be suitable for routine determi-
nation of 5-HIAA without the restriction of time
and place.

2. Experimental

2.1. Apparatus and chemicals

Electrochemical measurements were performed
with a JSH-1Voltammetrict analyzer, DCG-multi-
function programmer (Jilin Longjing Analytical
Instrument Plant, China), and a Ground X–Y
recorder (England). A conventional single-com-
partment cell equipped with a platinum wire
counter-electrode and Ag–AgCl reference-elec-
trode was employed. The working electrode was a
homemade Teflon-shrouded glassy carbon elec-
trode (geometric area 0.147 cm2). All potential
values were measured and reported vs. Ag–AgCl
reference electrode and experimental were made
at room temperature (about 22°C).

5-HIAA was purchased from Sigma. A stock
solution of 5-HIAA was prepared freshly every

day and used directly for detection in open air at
room temperature. All other compounds used in
this work were of analytical grade. Because
Na2HPO4-NaH2PO4 buffer solution was similar
to the composition of body fluid, 0.025 M pH 2
phosphate buffered saline (PBS) solution was cho-
sen as the supporting electrolyte. The 5-HIAA
quantitation was achieved by measuring the oxi-
dation peak current between +0.1 and +0.9 V
in pH 2 PBS solution.

2.2. Treatment and cleaning of the electrode

The glassy carbon electrode used for experi-
ment was treated by the following method: at
first, the GCE was polished to a mirror with 0.05
mm alumina powder, and then was polished suc-
cessively on a piece of deer-skin. Immediately
after polishing, it was rinsed with double-distilled
water, and was further cleaned ultrasonically in
1:1 nitric acid and finally in water successively,
followed to air-drying. After cyclic voltammetry
had been carried out, the electrode surface ab-
sorbed the electroxidation product of 5-HIAA.
Besides the treatment method as before, the elec-
trode was set to a clean cell only containing 10 ml
of 0.025 M PBS solution and successive cyclic
scans were applied between +0.1 and +0.9 V
for 5 min. The cleaned electrode surface was
monitored by a cyclic voltammogram recorded at
the above potential until there was only the back-
ground current in a cyclic voltammogram.

3. Results and discussion

3.1. Voltammetric beha6ior of 5-HIAA

After manually polishing the surface of the
electrode, the cyclic voltammogram of 10 mM
5-HIAA in 0.025 M PBS solution (adjusted to pH
2.0 with 1% HCl) was shown in Fig. 1. On the
potential window, the use of a very high potential
may enhance the fouling of the GCE by polymers
formed as end-products of the oxidation of 5-
HIAA. The very low potential may increase the
coverage of the electrode by hydrogen gas. Both
effects may increase the ‘irreversibility’ of the
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electrode process. Therefore, the potential win-
dow was chosen from +0.1 to +0.9 V. As can
be seen, the 5-HIAA exhibited an oxidative peak
(0.65 V), however, no corresponding reductive
peak appeared when the signal was reversed. This
suggests that the electrode reaction may be re-
garded irreversible [24].

Further investigation was made to the transport
characteristics of 5-HIAA in the GCE. The cyclic

Fig. 3. Dependence of the peak currents I of the cyclic
voltammogram on n. Experimental peak currents were mea-
sured for 6.0×10−5 moL l−1 5-HIAA.

Fig. 1. Cyclic voltammogram for 10 mM 5-HIAA in 0.025 M,
pH 2.0 phosphate buffer at a GCE. Scan rate was 100 mVs−1.

voltammetry current response obtained was found
to be linearly proportional to square root of the
scan rate when n (scan rate)5100 mVs−1. It
illustrates that the process was diffusion-con-
trolled [25]. While n\100 mVs−1, the cyclic
voltammetry current response is linearly propor-
tional to the scan rate, which demonstrates that
process is adsorption-controlled [26]. The two
plots were shown separately in Figs. 2 and 3.
More evidence for the adsorptive behavior of
5-HIAA was demonstrated by the following ex-
periment. When the GCE was switched to a
medium containing only pH 2 PBS solution after
being used in measuring a 5-HIAA solution, peak
signal was still observed.

3.2. Optimization of pH

pH values, as an important factor, directly infl-
uenced determination of 5-HIAA. Thus the effect
of pH on the voltammotric response of the GCE
was studied. The peak current values in the differ-

Fig. 2. Dependence of the peak currents I of the cyclic
voltammogram on n1/2. Experimental peak currents were mea-
sured for 10−5 moL l−1 5-HIAA.

Table 1
Effect of pH values in 25 mM 5-HIAA

6.0pH 7.02.0 8.03.0 4.0 5.0

0.88 0.38 0.30 0.26 0.230.76Ip(mA) 0.43



Y. Liu et al. / Talanta 50 (2000) 1261–12661264

Fig. 4. Calibration plot for 5-HIAA obtained at the GCE.

higher the peak current was. The data show an
optimum performance above pH value of 2 and
therefore pH 2 PBS solution was chosen for all
the subsequent electrochemical measurement.

3.3. Calibration cur6es and precision

Linear calibration curves (lgI vs. lgC) were
obtained in pH 2 PBS solution with scan rate 100
mV/S between the concentration ranges from 0.2
to 10 mM with correlation coefficients of 0.9956,
slope 0.9124, respectively as shown in Fig. 4. The
detection limit for 5-HIAA was 80 nM (signal-to-
noise ratio=3). In order to prove the precision of
the method, repetitive measurements were carried
out in 25 mM 5-HIAA after the electrode was
polished and cleaned every time as before. The
results of eight time measurements showed a SD
of 0.046, RSD of 2.4%. Thus the method can give
a good reproducibility.

3.4. Determination of 5-HIAA in human gastric
juice

3.4.1. Gastric juice samples
Human gastric juice samples were obtained

from volunteers with moderate and severe gastric
diseases. Gastric juice of empty stomach 3–4 ml
was collected into a plastic test tube by gas-
troscopy. The gastric juice was centrifuged at
4000×g for 10 min, 1.0 ml of the supernatant
was isolated to another test tube, 1.0 ml of the
perchloric acid used for deproteinzation was then
added. The mixture shaken vigorously for 12 min,
was centrifuged again 4000×g for 10 min. Fifty
microlitres of the supernatant collected was added
into 10 ml of PBS analyte solution to be deter-
mined under the optimum conditions.

3.4.2. Sample determination
Interference is an important factor in analyzing

correctly 5-HIAA in a sample, because the 5-
HIAA content in samples is usually very low. The
various foreign species were examined to detect
their effect on the determination of 5-HIAA. The
results and the content of the potential interfer-
ence species in gastric juice were listed in Table 2.
Though the concentration of the ascorbic acid in

ent pH values of the analyte solutions for 25 mM
5-HIAA were listed in Table 1. As can be seen,
when pH values increased from 5 to 9, the peak
current changed unobviously. But when pH val-
uesB4, the peak current increased obviously. In
acidic media, the protonization of indolic nitrogen
in 5-HIAA is beneficial to its electroxidation, or
electroactivity of protonated 5-HIAA was more
stronger. Thus, the stronger the acidity was, the

Table 2
Effect of foreign species; concentration of 5-HIAA: 20 mM

Content in gastricForeign species Tolerance limit
juice

K+ 200 mM 10 mMa

Ca2+ 200 mM 4 mMa

2 MCl− 125–127 mMa

6 mMa200 mMPhosphate
0.2 mM 0.14–0.20mMbFe3+

0.11–0.17mMbCu2+ 0.2 mM
0.2 mMZn2+ 0.25–0.35mMb

0.01–0.02mMbNi2+ 0.2 mM
0.003–0.007mMb0.2 mMMo2+

80mM 55–59mMcAscorbic acid
–20 mMAl3+

Mg2+ –0.2 mM
0.8 mM –Pb2+

30 mM –Glucose
Urea –40 mM

0.2 mMUric acid –

a Ref. [27].
b Ref. [28].
c Ref. [29].



Y. Liu et al. / Talanta 50 (2000) 1261–1266 1265

Table 3
Results of the determination of 5-HIAA in human gastric juice

Sample Determination concentration Recovery (%)
(mg ml−1)

96.24.0961
3.6432 96.0
4.1623 95.1

95.94.3434
95.75 3.091
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Abstract

A new bulk acoustic wave (BAW) cellulase sensing technique, which is based on the enzymatic hydrolysis process
of sodium carboxymethylcellulose (CMC) by cellulase, was established. The frequency shift curves of BAW sensor
indicated that the viscosity of the tested solutions decreased during the hydrolysis process. The hydrolysis rate of
CMC by cellulase was calculated from the frequency shift curves. The hydrolysis rate of CMC under different pH
conditions at 30°C showed that cellulase had high hydrolysis ability approximately at pH 5.0. Kinetic parameters (the
Michaelis constant Km and the maximum rate Vmax) of the process were estimated by using a linear method of
Lineweaver–Burk plot. Km is 1.9590.25 mg ml−1 and Vmax is − (4.2590.58)×10−3 g1/2 cm−3/2 cP1/2 min−1. Also
the activation energy (Ea) of the enzymatic hydrolysis, with a value of 51.9991.26 kJ mol−1, was estimated in this
work. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Bulk acoustic wave sensor; Cellulase; Carboxymethyl cellulose; Kinetics parameters; Enzymatic hydrolysis
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1. Introduction

Cellulose is the major component of all vegeta-
tion, ranging from one-third to one half of dry
plant materials. Natural cellulose is a high poly-
mer of a chair conformational structure which is
combined by b-1,4-glucoside linkage [1–4]. No
vertebrates can utilize cellulose directly as an en-
ergy source. To use it as food it must first to be
hydrolyzed to glucose. Under mild conditions cel-
lulose can be hydrolyzed by acid. But this process

requires strong mineral acid acting at elevated
temperatures over an extended period of time. In
addition, the digests must be neutralized and the
sugar must be recovered and separated from ex-
cess salt and toxic by-products such as furfural.
The process has not proved economical under
normal conditions. Biological degradation of cel-
lulose by many remen and soil microorganisms
and cellulases is the greatest natural mass hy-
drolytic reaction. Enzymatic hydrolysis of cellu-
lose, if it can be achieved efficiently, could give
glucose at moderate temperatures and pH condi-
tions. The enzymatic hydrolysis of cellulose can
be expressed by:

* Corresponding author. Tel.: +86-731-882-2286; fax: +
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(C6H10O5)n+H2O �
Cellulase

nC6H12O6 (1)

A great deal of cellulose occurs in manufac-
tured products such as paper, textile and building
materials. The enzymatic hydrolysis of cellulose is
high efficient and valuable. So it is extremely
important to investigate the catalytic reaction
mechanism and the catalytic activity and kinetic
parameters of the enzymatic hydrolysis of cellu-
lose. Many investigations were developed to ob-
tain cellulases possessing high activity [5–9].
Reese proposed C1–Cx concept for cellulases ca-
pable of degrading native cellulose and a brief
description of each component of cellulase com-
plex [10]. Mandels and Weber introduced the
production of cellulases [11]. Cellulase is a com-
plex of enzymes (including C1 and Cx) showing
various types of activities [2,12,13]. There are
many assaying methods to detect or measure the
catalytic activity of cellulase [2,5,13,14]. Principal
methods have included: (1) reduction of viscosity
of a solution of a cellulose derivative; (2) produc-
tion of reducing sugar from a soluble cellulose
derivative; (3) production of reducing sugar or
loss of residue weight from solid cellulose; (4)
reduction in optical density of a cellulose sol or
suspension; and (5) measurements of reduction in
breaking strength of thread, yarn, or fabric,
swelling of cotton or paper, maceration of filter
paper, and microfragmentation of cellulose mi-
cells. These methods differ markedly in sensitivity,
and in cellulase components detected, depending
on the substrate used, the effect measured, and
the duration and conditions of the assay. Also the
kinetic parameters of the enzymatic hydrolysis
process were measured by many investigators.
Zhang and co-workers determined the Michaelis
constant Km of free cellulase and cellulase immo-
bilized by the complexes of chitosansodium car-
boxymetyl cellulose and chitosanpolyacrylic acid
[15]. Cavaco-Paulo and Almeida measured the
kinetic parameters during cellulase treatment of
cotton [16]. Busto and et al. measured Km and
Vmax values when carboxymethyl cellulose was
used as substrate [17]. Cavaco-Paulo and his co-
workers measured the kinetic and adsorption
parameters for Trichoderma reesei cellulases dur-
ing simulated cotton processing [18]. The assay of

activity and kinetic parameters of cellulase
achieved mainly by the determination of produc-
tion of reducing sugar, reduction of viscosity and
reduction of optical density of the tested solu-
tions. However, it is difficult for them to monitor
the enzymatic hydrolysis process of cellulose on-
linely and conveniently, and other reagents such
as dinitrosalicylic acid (DNS) is necessary during
the determination process sometimes, moreover
the expensive equipments are needed for the de-
termination of activity and kinetic parameters.
Therefore, in producing cellulase for a specific
application, the ideal assay should be simple and
closely approximate the using conditions.

The bulk acoustic wave (BAW) sensor has been
extensively used as a kind of highly sensitive
chemical and biological sensor in various fields,
since it oscillated successfully in liquid phase in
the 1980s [19–23]. The resonant frequency of the
piezoelectric quartz crystal (PQC) changes with
the viscosity and density of the liquid, the follow-
ing equation is effective under certain experimen-
tal conditions:

DF= −F s
3/2(hLrL/pmrQ)1/2 (2)

where DF is the resonant frequency change of the
crystal, Fs is the resonant frequency, hL is the
viscosity of the liquid, rL is the density of the
liquid, m is the shear modulus of the quartz crys-
tal, rQ is the density of the quartz crystal. Based
on relationship 2, the BAW sensor can be used as
a viscosity and density detector just like the tech-
nique presented in this paper. The viscosity of the
tested solutions has an obvious decline while cel-
lulase was used to hydrolyze cellulose under ex-
perimental conditions [1,13]. According to the
response of BAW sensor, the enzymatic hydroly-
sis process can be monitored as well as the kinetic
parameters can be estimated. The application of
BAW sensor in studying of the enzymatic hydrol-
ysis of cellulose by cellulase has not been reported
in previous literatures.

Cellulase from Trichoderma viride and sodium
carboxymethylcellulose (CMC) were used as en-
zyme source and substrate source in this paper.
The frequency shift curves were recorded during
the enzymatic hydrolysis process under certain
conditions. The hydrolysis rate of CMC could
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clinch from the rate of DF of the BAW sensor.
The optimum pH of the enzymatic hydrolysis of
CMC was obtained by determining the initial rate
under different pH conditions at 30°C. And the
Michaelis constant Km and the maximum rate
Vmax of cellulase were gained by fitting the
Lineweaver–Burk equation [24]. Also the activa-
tion energy of the enzymatic reaction was ob-
tained by measuring the reaction rate at different
temperature. The results gained in this work are
coincident with the values reported in previous
literatures [12,17]. It can be anticipated that BAW
sensor will be used in studying the enzymatic
hydrolysis of cellulose by cellulase as a new
method.

2. Experimental

2.1. Apparatus

The measuring system was constructed from an
Au-plated (diameter 5.5 mm), AT-cut 9 MHz
quartz crystal (diameter 12.5 mm) with a well-type
cell to position one side of the crystal at the
bottom. The laboratory-made IC-TTL oscillating
circuit was supplied with 5 V by a d.c. voltage
regulator (Model JWY-30B, Shijiazhuang Elec-
tronic Factory No. 4). Frequency changes were
measured with a digital counter (Model SS3341A,
Shijiazhuang Electronic Factory No. 4). The
tested solutions were stirred with a magnetic stir-
rer (Shanghai Electro-communication Instrumen-
tation Factory). A thermostat was used to control
the reaction temperature through a thermostatic
water jacket.

2.2. Reagents and chemicals

Cellulase (from Trichoderma viride, E. C. 3. 2.
1. 4, enzyme activity: ]15 000 m g−1) was pro-
vided by Shanghai Lizhu Dongfeng Biological
Technology Limited Corporation. One unit will
liberate 1.0 mmol of glucose from cellulose in 1 h
at pH 5.0 at 37°C. Sodium CMC was presented
by Shanghai Chemical Reagents Station, it is a
cellulose derivative with a degree of substitution
between 6.5 and 8.5 and was used as substrate.

Other chemicals were of analytical grade. The
double distilled deionized water was used
throughout.

Ten mg ml−1 stock solution of cellulase was
prepared. The concentrations of CMC stock solu-
tions employed were from 2.5 to 20 mg ml−1. The
acetic acid and sodium acetate solution (0.2 M,
pH from 3.0 to 6.0) was used as buffer solution.

2.3. Frequency shifts of enzymatic hydrolysis
process of CMC by cellulase

Five ml CMC solution and 2.5 ml of 0.2 M
buffer solution were put into the detection cell
and mixed uniformly. A total of 2.5 ml of 10 mg
ml−1 cellulase solution was taken out from the
stock and let in a thermostatic bath for 10 min.
After this process, it was also put into the detec-
tion cell, and the resonant frequencies of BAW
sensor were recorded during the enzymatic hy-
drolysis process. The experimental temperature
was controlled at 30 and 35°C, respectively. The
experimental pH was from 3.0 to 6.0. The range
of initial concentration of CMC solutions was
from 2.5 to 20 mg ml−1.

2.4. Measurements of enzymatic hydrolysis
process of CMC by spectrophotometry

The enzymatic hydrolysis rates of CMC under
different CMC concentrations and different tem-
peratures were measured by spectrophotometry
according to the method adopted by Zhang et al.
[15]. The range of initial concentration of CMC
solutions was from 2.5 to 20 mg ml−1. The
experimental temperatures were selected at 30 and
35°C.

3. Results and discussion

3.1. Typical response cur6es

The response curves of enzymatic hydrolysis of
CMC solutions with different concentrations at
30°C are shown in Fig. 1 (pH 5.0). The responses
of BAW sensor change with the viscosity of the
tested solutions while CMC was hydrolyzed by
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cellulase. Moreover, the response shifted
more when the concentration of CMC is higher.
That is to say, the reaction rate of enzy-
matic hydrolysis increases with the concentration
of CMC while the same cellulase solution was
used.

3.2. Effect of pH 6alue

The frequency shifts of enzymatic hydrolysis of
CMC solutions by cellulase under different pH
conditions at 30°C were recorded. The frequency
shift curves are not identical at different pH value,
this means that the rate of enzymatic hydrolysis
of CMC by cellulase is diverse. In other words,
cellulase has dissimilar enzymatic ability to hy-
drolyze CMC under different pH conditions.

The initial rate of enzymatic hydrolysis reaction
of CMC solutions was obtained from the shifting
rate of the resonant frequency of BAW sensor
within 3 min. The curve of the initial hydrolysis
rate with pH values was shown in Fig. 2. It can be
found that the initial rates are diverse at different
pH, and the maximum initial rate of enzymatic
hydrolysis appears approximately at a pH value
of 5.0 at 30°C. So the pH value of buffer solution
for aftermentioned experiments was selected at
5.0.

3.3. Estimation of kinetic parameters

Kinetic parameters of the enzymatic reaction
can be estimated by using BAW sensor system
from the data of initial hydrolysis rates by the
direct linear method of Lineweaver–Burk plot
[24,25]:

1
V

=
Km

Vmax

1
[S]

+
1

Vmax

(3)

where V and Vmax are the initial hydrolysis rate
and maximum hydrolysis rate in g1/2 cm−3/2 cP1/2

min−1, Km is the Michaelis constant in mg ml−1,
[S] is the CMC concentration in mg ml−1. Thus a
plot of the reciprocal of initial rate versus the
reciprocal of CMC concentration for experiments
at a fixed enzyme concentration should give a
straight line. Furthermore, the intercept with the
ordinate gives 1/Vmax and the slope is Km/Vmax,
from which Vmax and Km can be calculated. In this
work, the concentration range of CMC was from
1.2 to 10 mg ml−1, the experimental temperature
was controlled at 30°C. The dependence of 1/V
and 1/[S] is shown in Fig. 3, it can be seen that
1/V is linear to 1/[S]. By fitting Eq. (3) (n=8,
r=0.995), the kinetic parameters are obtained,

Fig. 1. The response curves of carboxymethylcellulose (CMC)
solutions of different concentrations (30°C, pH 5.0, 2.5 mg
ml−1 cellulase).

Fig. 2. The dependence of initial hydrolysis rates on pH values
(30°C, 2.5 mg ml−1 cellulase, 5.0 mg ml−1 carboxymethylcel-
lulose [CMC]).
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Fig. 3. The relationship between 1/[S] and 1/V (30°C, pH 5.0,
2.5 mg ml−1 cellulase).

While the concentrations of CMC and cellulase
are identical, k2/k1 can be substituted by V2/V1

because the reaction rate is of direct proportion to
the reaction rate constant [26]. In this work, 30
and 35°C were selected, the initial rates (V1 and
V2) of the enzymatic hydrolysis reaction were
− (7.6590.15)×10−4 and − (10.7090.20)×
10−4 g1/2 cm−3/2 cP1/2 min−1, respectively (n=3).
So Ea can be calculated as follows:

Ea=
2.303RT1T2

T2−T1

log
V2

V1

=51.9991.26 (kJ mol−1) (n=3) (6)

3.5. Comparisons of Km and Ea with that
obtained by spectrophotometry

The comparisons of experimental results esti-
mated by BAW sensor with that in reference and
that obtained by spectrophotometry are shown in
Table 1. It can be found that Km and Ea agree
well with that obtained by other methods.

4. Conclusion

A new BAW cellulase sensing technique, which
is based on the enzymatic hydrolysis process of
sodium CMC by cellulase, was established. The
advantages of this method compared with mea-
surement of reduction of viscosity and production
of reducing sugar are shown in Table 2. The
response curves of BAW sensor indicate that the
viscosity of the tested solutions decreased during
the hydrolysis process. The hydrolysis rate of
CMC by cellulase could clinch from the response
curves within a short reaction period. The differ-
ent initial hydrolysis rates of CMC under dissimi-
lar pH conditions showed that cellulase has high
hydrolysis ability approximately at pH 5.0 at

Km is 1.9590.25 mg ml−1 and Vmax is − (4.259
0.58)×10−3 g1/2 cm−3/2 cP1/2 min−1.

3.4. Acti6ation energy of the enzymatic hydrolysis
of cellulase

The activation energy can be calculated from
two reaction rate constants at two experimental
temperatures according to the Arrhenius equation
[26]:

log k= −
Ea

2.303R
1
T

+ log A (4)

where k is the reaction rate constant, Ea is the
activation energy, R is the gas constant, T is the
absolute temperature, A is a constant. Eq. (4) can
be rewritten to next equation if the two reaction
rate constants (k1 and k2) at two temperatures (T1

and T2) have been determined.

Ea=
2.303RT1T2

T2−T1

log
k2

k1

(5)

Table 1
Comparisons of Km and Ea value estimated by bulk acoustic wave (BAW) sensor with that obtained by spectrophotometry

Km (mg ml−1)Different methods Ea (kJ mol−1) Reference

1.72Value in reference [15]
1.9590.25Value estimated by BAW sensor 51.9991.26 This paper
1.8690.14Value obtained by spectrophotometry 51.6591.13 This paper
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Table 2
Comparisons of bulk acoustic wave (BAW) sensor method with measurement of reduction of viscosity and production of reducing sugar

Measuring object Sample neededMethod ReferenceOther reagentsApparatus Measuring procedure
(ml)

[2,11]Reduction of viscosity Cheap Not necessary Troublesome and intermittent Viscosity of solution 10b

Expensive 502.5 [2,11,15]Production of cellu-Production of reducing Rather troublesome and intermittentRequisitea

losesugar
BAW sensor This paperCheap Not necessary Easy and continuous Viscosity of solution 510c

a Glucose oxidase (GOD), ammonium molybdate, potassium iodide, o-toluidine or dinitrosalicylic acid (DNS).
b It is related to viscometer used, and more measuring times is needed to accomplish the determination.
c It could be reduced when little cell is used.
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30°C. The kinetic parameters of the enzymatic
hydrolysis by cellulase are estimated using a linear
method of Lineweaver–Burk plot. While CMC is
employed as substrate, the Michaelis constant Km

and the maximum rate Vmax of 1.9590.25 mg
ml−1 and − (4.2590.58)×10−3 g1/2 cm−3/2 cP1/

2 min−1 are obtained. Also the activation energy
(Ea) of the enzymatic hydrolysis, with a value of
51.9991.26 kJ mol−1, is estimated in this work.
The experimental results agree well with that in
reference and that obtained by
spectrophotometry.
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Abstract

The electrogenerated chemiluminescent (ECL) behavior of hemin at a platinum electrode in the alkaline solution
has been investigated in detail. Under the optimum conditions the linear response range of hemin is 1.0×10−5–
1.0×10−8 g ml−1, the detection limit was 1.0×10−8 g ml−1, and the relative standard derivation for 1×10−7 g
ml−1 hemin was 2.8%. It has been also found that hemin would catalyze the ECL of lucigenin at a platinum electrode
in a neutral solution in the presence of hydrogen peroxide, the catalytic ECL intensity was linear with the
concentration of hemin in the range of 1.0×10−14–1.0×10−10 g ml−1. IgG labeled with hemin was used to
examine the ECL catalytic activity of hemin after conjugating to protein, and the results showed that hemin retained
ECL catalytic activity when conjugated to protein. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Hemin; Electrogenerated chimluminescence; Lucigenin; IgG
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1. Introduction

Recently nonradioactive labels such as en-
zymes, stable free radicals and chemiluminescent
(CL) reagents have been used in attempts to over-
come the intrinsic shortcoming of radioim-
munoassay. Of these labels an enzyme is a
promising alternative label, as an enzyme is a

catalyst and it can be determined with high sensi-
tivity by various methods. For example,
horseradish peroxide (HRP) is an effective cata-
lyst for the luminol-H2O2 CL system that has
been widely used [1–3]. However, in enzyme im-
munoassay, the steric hindrance of macromolecu-
lar coumpound and the instability of high
molecular labeling enzymes would affect the anti-
gen–antibody reaction, Therefore, some mimetic
enzymes have been developed to be used as a
substitute for natural enzyme in analytical appli-

* Corresponding author. Fax: +86-591-3713866.
E-mail address: gnchen@fzu.edu.cn (G. Nan Chen)

0039-9140/00/$ - see front matter © 2000 Elsevier Science B.V. All rights reserved.
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cations. Various metalloporphyrins have been
used as mimetic peroxidase in fluorescence and
CL analysis [4–6].

Hemin is a well-known natural metallopor-
phyrin compound. The difference between hemin
and synthetic metalloporphyrin is that hemin has
no substituted group at positions 9, 10, 11, 12,
and it has two carboxyl groups, which can con-
dense with a hydroxyl or amino group in protein.
Ikarlyama [7] developed a method termed chemi-
luminescent catalytic immunoassay in which he
used hemin as the labeling agent to label human
serum albumin (HAS), which would catalyze the
CL reaction between luminol and H2O2. However,
no attention has been paid to the ECL behavior
of hemin. We have recently found that hemin
gave a reproducible ECL signal at a platinum
electrode in NaOH-KCl solution when a triangu-
lar pulse voltage was applied. We also found that
hemin could catalyze the ECL reaction of luci-
genin at a platinum electrode by using KCl as the
supporting electrolyte.

In this paper, the ECL behavior and mecha-
nism of hemin itself at a platinum electrode in
alkaline solution have been investigated in detail,
and the catalytic characteristics of hemin for the
ECL reaction of lucigenin at a platinum electrode
in a neutral solution have also been discussed.
IgG labeled with hemin was used to examine the
catalytic activity of hemin after conjugating to
protein.

2. Experimental

2.1. Apparatus

A Shimadzu RF-540 spectrofluori meter, a
Perkin-Elmer Lambda 9 Spectrophotometer and a
BAS-100 Electrochemical Analyzer (Bioanalytical
System, Purdue, In, USA) were used. ECL exper-
iments were performed with a system made in our
laboratory, which consisted of an HFC-Chemilu-
minescent Detector, a potentiostat, an electro-
chemical cell and a recorder. A block diagram of
this system has been shown in the literature [8,9].
The details of the HFC-I CL Detector have been
given previously [10]. The potentiostat used was

XHD-I (Precision Instrumental Company of Xia-
men University, Xiamen, China) it mainly in-
cluded a waveform generator, which could
perform linear, triangular voltage, square wave
and double-step pulse voltage sweep. ECL experi-
ments utilized a platinum plate working elec-
trode(4×6.5 mm, sealed in glass) in a
conventional three electrode cell configuration.
The auxiliary electrode was a platinum ball elec-
trode (d=2.2 mm, sealed in glass), and the refer-
ence electrode was an Ag–AgCl electrode. The
photomultiplier tube, GDB-413 (Nanjing Electron
Tube Works) with a detection range of 300–700
nm was housed directly in front of the electro-
chemical cell.

2.2. Reagents

Solution of hemin: 10.0 mg of hemin (Sigma)
was dissolved in 5 ml of 0.2 mol l−1 NaOH, and
was then diluted to 100 ml to give a stock stan-
dard solution containing 1×10−4 g ml−1 of
hemin. This solution was diluted to the required
concentration with water.

Solution of lucingenin: 52.2 mg of lucigenin
(Aldrich) was dissolved in 100 ml of water to
obtain a stock standard solution containing 1.0×
10−3 mol l−1 lucigenin. This solution was diluted
to the required concentration with water.

IgG was obtained from Shanghai Biological
Product Institute, 1-ethyi3(3dimethylamino-
propyl) carbodiimide hydrochloride (EDC) was
obtained from Sigma. All the other reagents used
were analytical reagents or better and all water
used were doubly distilled in a fused-silica appara-
tus.

2.3. Procedure

2.3.1. Measurement of ECL of hemin
The cell filled with 10 ml solution containing

hemin, 0.4 mol l−1 KCl and 0.03 mol l−1 NaOH
was placed in the detector chamber. A potential
was then applied to the working electrode and the
ECL signal was recorded. After each measure-
ment, the working electrode and the auxiliary
electrode were exchanged and electrolyzed at 1.0
V for 1 min in 0.5 mol l−1 HNO3 before the next
measurement.
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2.3.2. Measurement of ECL of lucigenin
catalyzed by hemin

The cell filled with 10 ml solution containing
hemin, 0.1 mol l−1 KCl, 1×10−6 mol l−1 luci-
genin and 1×10−6 mol l−1 H2O2 was placed in
the detector chamber. The subsequent procedure
was the same as measurement of ECL of hemin.

2.3.3. Preparation of hemin-labeled IgG
Thirteen milligrams of hemin was dissolved in 3

ml of water, 27.2 mg EDC was then added. The
mixture was incubated for 10 min at room tem-
perature with stirring. A mass of 10.2 mg IgG in
4 ml of water was added to the above mixture and
the mixture was allowed to stand at room temper-
ature for 10 h with stirring. Ten milligrams of
glycine was added to stop the reaction. The reac-
tion mixture was dialyzed 24 h at 4°C against the
pH 7 phosphate buffer solution (the buffer solu-
tion was changed five times during dialysis). The
resulting labeled protein was chromatographed on
a Sephadex G-25 column (diameter, 17 mm; l, 400
mm), and eluted with 0.1 mol l−1 phosphate
buffer solution (pH 7). All fractions eluted from
the column (3 ml) was used for spectrophotomet-
ric and ECL studies.

3. Results and discussion

3.1. The ECL beha6ior of hemin

3.1.1. Selection of the conditions for ECL
reaction of hemin

The preliminary investigation showed that
hemin gave ECL in alkaline KCl solution at the
platinum electrode when triangular voltage was

applied. Considering that some oxidants and re-
ductants would enhance the ECL of some metallic
complex system [11,12], the ECL behavior of
hemin in different media: KCl-NaOH, KCl-
NaOH-H2O2, KCl-NaOH-NH4S2O8, KCl-NaOH-
Na2C2O4 solutions were investigated in detail. The
results are shown in Table 1. It can be seen from
Table 1 that the presence of the oxidants and
reductants would inhibit the ECL of hemin, and
the inhibition was increased with the concentra-
tion of oxidants and reductants. We attempt to
use a buffer solution containing carbonate, phos-
phate and acetate to control pH, however, we
found that all these anions would decrease the
ECL of hemin. Therefore, KCI–NaOH system
was used for the subsequent investigation.

The effect of NaOH concentration on the ECL
intensity of hemin was investigated, and the result
showed that the ECL intensity was increased with
NaOH when its concentration was lower than
0.02 mol l−1. When concentration of NaOH was
higher than 0.02 mol l−1, the ECL intensity
reached maximum and became constant. Thus,
0.03 mol l−1 NaOH was selected for subsequent
studies.

KCl was used as the supporting electrolyte. The
ECL intensity of hemin did not change much
when the KCl concentration was varied between
0.3–0.5 mol l−1, when KCl was lower than 0.3
mol l−1, the ECL intensity was decreased greatly,
and after 5×10−2 mol l−1, hemin almost did not
give ECL. Meanwhile, we also found that KCl
itself gave an ECL background; 0.4 mol l−1 KCl
was used for subsequent investigation.

Square, triangular and symmetric double step
pulse voltages were selected to examine the ECL
behavior of hemin at the platinum electrode.

Table 1
The ECL intensity of hemin in various media (hemin= l.0×10−6 g ml−1)a

KCl-NaOH-(NH4)2S2O8 KCl-NaOH-Na2C2O4KCl-NaOH-H2O2

B1 B2 C1 C2ECL system KCl-NaOH A1 A2

8.0 7.0 9.014.5 12.0IECL 9.221

a NaOH, 0.03 mol l−1; KCl, 0.4 mol l−1; A1: H2O2, 3.0×10−3 mol l−1; A2: H2O2, 3.0×10−2 mol l−1; B2: (NH4)2S2O8=1.0×
10−3 mol l−1; B2: (NH4)2S2O8= l.0×10−3 mol l−1; C1:Na2C2O4, 1.0×10−4 mol l−1; C2: Na2C2O4, 1.0×10−3 mol l−1.
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Table 2
Optimum conditions for the ECL of hemin

Electrochemical parameters Solution conditions (mol l−1)

NaOHPulse waveform 0.03Triangular
Pulse amplitude 1.5 V KCl 0.4
Static stand time 15 s

8 msPulse period

Hemin gave only a very weak ECL under sym-
metric double-step and square pulse voltages, but
the ECL of hemin was strong when triangular
pulse voltage was applied. Therefore, the triangu-
lar pulse voltage was selected for subsequent
studies.

A triangular pulse voltage was selected to ex-
amine the relationship between the potential and
ECL intensity. It was found that when the poten-
tial was lower than 1.0 V, the ECL signal was
very weak, above which the intensity increased
with increasing potential. The intensity reached a
maximum and constant value above 1.5 V. Thus a
1.5 V triangular pulse voltage was selected for
subsequent studies.

The effect of pulse duration of the range 0.22–
22 ms was tested, and the results showed that the
ECL intensity of hemin increased with increasing
pulse duration; when the pulse period was 8.0 ms,
the intensity was strongest and the peak shape
was better. For a fast ECL reaction system, after
each measurement, the solution should be stood
for some time to let the diffusion layer around the
electrode return to its original state, thus better
reproducibility could be obtained. It was found
that a 15 s static time was enough to give repeat-
able measurement. The optimum conditions for
the ECL of hemin used in subsequent studies is
shown in Table 2.

3.1.2. Linear response range, detection limit and
precision

Under the above optimum conditions, the lin-
ear response range was 1×10−5–2×10−8 mol
l−1 hemin. The minimum detectable concentra-
tion of hemin (defined as the concentration which
could be detected for a signal-to-noise ratio of 3)
was 1×10−8 mol l−1, and the relative standard

deviation for measurement of 1×10−1 mol l−1

hemin was 2.8% (n=10)

3.2. The ECL of lucigenin catalyzed by hemin

Hemin has been used as mimetic enzyme to
catalyze the CL reaction between luminol and
H2O2 [7]. We also found that hemin would cata-
lyze the ECL of luminol at a platinum electrode in
a strong alkaline solution, however, the catalyzed
ECL emittance of luminol was much weaker than
CL emittance of luminol. Therefore, it was not
possible to be used for immunoassay. The ECL of
lucigenin in aqueous alkaline solution saturated
with oxygen at a platinum electrode has been
investigated [13], and the result indicated that the
ECL of lucigenin is emmited at the peak potential
of −0.30 V, but it was similar to luminol, the
sensitivity of the lucigenin ECL system was much
lower than its CL system. Our experiments
showed that the sensitivity of the ECL of Luci-
genin would be increased greatly in the presence
of trace H2O2, and some metal ions would cata-
lyze this system. Thus, there is no doubt that this
system can be applied to determination of trace
metals in a similar way to luminol, but it can be
used only for determination of metals, as luci-
genin does not has any group which can be conju-
gated to other compound. Therefore it cannot be
used as the label and further used for im-
munoassay. Fortunately, we found that hemin
would catalyze the ECL of lucigenin in a neutral
KCl solution at a platinum electrode in the pres-
ence of trace H2O2. It has been confirmed that
hemin can be used as the label to conjugate to
protein, such as human serum albumin (HAS),
and this catalyst label can be sensitively quanti-
tated by catalytic activity in a manner similar to
enzyme immunoassay [7].



G. Nan Chen et al. / Talanta 50 (2000) 1275–1281 1279

3.2.1. The ECL of lucigenin in the presence of
hemin

Haapakka’s experiments showed that lucigenin
would give ECL at −0.3 V in alkaline solution at
the platinum electrode [13]. We found that addi-
tion of trace H2O2 would greatly increase the ECL
of lucigenin at platinum electrode. Unfortunately,
as stated above the highly sensitive detection of
lucigenin has no significance in analytical practice
as it lacks of conjugation group.

It is well known that lucigenin will react with
H2O2 to give CL in alkaline solution, but not in
neutral solution. Conversely, lucigenin would give
ECL at a platinum electrode in neutral solution,
especially in the presence of H2O2 and hemin.
Therefore the neutral solution was used for subse-
quent experiment to avoid producing CL. As the
determination was based on the catalytic activity
of hemin, so the conditions should be optimized
to minimize the non-catalytic ECL and maximize
the catalytic ECL.

KCl was used as the electrolyte in our experi-
ment. The effect of KCl on the catalytic ECL has
been examined and the result showed that KCl
would not effect the catalytic ECL in the range of
0.02–0.2 mol l−1, 0.1 mol l−1 was used for the
subsequent experiment.

The H2O2 concentration had a marked influ-
ence on the catalytic ECL intensity. The experi-
ment showed that H2O2 can enhance catalytic
ECL intensity greatly and the enhancement of
intensity increases linearly with concentration of
H2O2 in the range of 1×10−5–5×10−5 mol l−1.
Above this concentration the catalytic ECL inten-
sity decreases with increasing H2O2 concentration.
This is due to the increasing of non-catalytic ECL
(background) in higher concentration of H2O2.
Therefore, 3×10−5 mol l−1 H2O2 was selected
for subsequent experiment.

The effect of lucigenin concentration has been
examined and the results showed that the catalytic
ECL intensity would be increased with the con-
centration of lucigenin, but the non-catalytic ECL
(background) was increased as well. It was found
that when the concentration of lucigenin was 1×
10−9 mol l−1 the difference between catalytic and
non-catalytic ECL could be maximized, therefore,
1×10−9 mol l−1 lucigenin was used in the subse-
quent experiment.

Linear sweep, square, triangular and symmetric
double step pulse voltages were selected to exam-
ine the catalytic ECL behavior of lucigenin at the
platinum electrode in the presence of hemin. It
was found that the catalytic ECL was stronger
when linear sweep was performed. Fig. 1 shows
the ECL intensity observed during the electrolysis
of lucigenin in the presence of hemin at the plat-
inum electrode as a function of potential under
the stated conditions. The curve shows the inten-
sity maximum with peak potential at −0.40 V
versus Ag–AgCl. Unlike non-catalytic ECL of
lucigenin, the light life of catalytic ECL of luci-
genin is shorter, therefore, the intensity was re-
lated to the scan rate. The experiment showed
that the lower scan rate lower scan rate was better
than higher, the best scan rate was in the range of
10–30 mV s−1; 20 mV s−1 was used in the
subsequent experiments.

Fig. 1. ECL intensity of lucigenin as a function of potential
(Lucigenin)=1.0×10−6 mol l−1; (KCI)=0.1 mol l−1.
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Table 3
Optimum conditions for the ECL of lucigenin catalyzed by
hemin

Solution conditionsElectrochemical parameters
(mol l−1)

KClWaveform 0.1Linear sweep
Scan rate 20 mV s−1 H2O2 3×10−5 3×10−5

Lucigemn 1×10−9

Lu2+ +e�Lu+:

H2O2+e�OH·+OH−

Here, P* is the light-emitting species, which, most
probably peroxides, decompose via an intermedi-
ate of the emitter, N-methylacrdone [14].

Under the above optimum condition, the linear
logarithmic calibration range cover several order
of magnitude of concentration of hemin (1.0×
10−10–1.0×10−15 g ml−1). The calibration
curve of catalytic activity hemin for ECL is shown
in Fig. 3. The minimum detectable concentration
of hemin (defined as the concentration which
could be detected for a signal-to-noise ratio of 3)
was 1.0×10−15 g ml−1, and the relation stan-
dard deviation for measurement of 1.0×10−12 g
ml−1 hemin is 7.5% (n=10).

Fig. 2. Cyclic voltammegram of lucigenin (Lucigenin)=1.0×
10−4 mol l−1; (KCl)=0.1 mol l−1. a: Lucigenin+KCI; b:
KCl.

Fig. 3. Calibration curves. 	, Catalytic activity hemin for
ECL; �, conjugated hemin for ECL.

The optimum conditions for the ECL of luci-
genin catalyzed by hemin are shown in Table 3.

Fig. 2 presents the cyclic voltammegram of
lucigenin under the stated conditions. An irre-
versible reduction process of lucigenin can be
observed from Fig. 2. The peak potential of luci-
genin reduction wave is −0.40 V versus Ag–
AgCl, which can match the peak potential versus
ECL intensity.

It has been confirmed that hydrogen peroxide
should be involved in the ECL reaction of luci-
genin at a platinum electrode. The formation of a
reduction product of lucigenin, which is most
probably a radical, is necessary for the lucigenin
to produce ECL [13]. Based on the results ob-
tained by cyclic voltammetry and the intensity
versus potential curves, the following general re-
action scheme is proposed for the ECL reaction of
lucigenin at the platinum electrode in the presence
of H2O2 and hemin,
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Fig. 4. Sephadex G-25 chromatogram of hemin-IgG. 	, Ab-
sorbance; �, ECL intensity.

4. Conclusion

Three conclusions can be drawn: (1) hemin
displays ECL behavior at a platinum electrode in
alkaline solution when a triangular pulse voltage
is applied; (2) hemin would catalyze the ECL
reaction of lucigenin at a platinum electrode in
neutral solution in the presence of H2O2; (3)
hemin retains ECL catalytic activity when conju-
gated to protein, which indicates that hemin is
possible to be used as the mimetic enzyme for
labeling of antigen and antibody and further used
for immunoassay.
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3.3. ECL catalytic acti6ity of the conjugated
hemin-IgG

IgG labeled with hemin was used to examine
the ECL catalytic activity of hemin after
conjugating to protein. The Sephadex G-25
chromatogram of the hemin-IgG is shown in Fig.
4. Each fraction (3 ml) was monitored at 280 nm
for its absorbance and ECL intensity. It can be
seen from Fig. 4 that fraction 15 shows the maxi-
mum absorbance and ECL intensity. The
sharp peak in the elusion pattern is ascribed
to the hemin-IgG conjugated. No noticeable
fraction of free hemin was obtained, as the free
hemin was eliminated by dialysis prior to chro-
matography. Fraction 15 was used for further
investigation because of its higher hemin–protein
molar.

Conjugated hemin has been tested for ECL
catalytic activity. Under the above mentioned op-
timum conditions, ECL intensity was measured at
different concentration of conjugated hemin
against fixing lucigenin and hydrogen peroxide
concentration. The linear response range was
1.0×10−14–1.0×10−10 g ml−1. The calibration
curve of conjugated hemin for ECL is also shown
in Fig. 3. Conjugated hemin can be quantitated in
this concentration range by measuring ECL inten-
sity under the above conditions. It is obvious that
hemin retains ECL catalytic activity when conju-
gated to protein.

.
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Abstract

Flow injection titration was used for the determination of anionic, cationic, nonionic and zwitterionic surfactants.
The procedure was based on the micellar-enhanced fluorescence of 1,8-anilino-naphthalene sulfonate (ANS). Samples
were injected into a carrier stream of phosphate buffer and 1.0 mol l−1 NaCl. The sample then passed through a
mixing chamber which generated the exponential peak shape needed for the titration as well as diluted the sample in
the carrier stream to control the pH and ionic strength of the sample. The peak width was linearly related to the
logarithm of the surfactant concentration. The minimum detectable concentration was governed by the critical micelle
concentration for anionic, zwitterionic and nonionic surfactants, but below the critical micelle concentration for
cationic surfactants. The linear range extended for �1.5 orders of magnitude. Reproducibility ranged from 12% at
the lower end of the calibration range to 1.1% at higher concentrations. For SDS recoveries of 82–108% were
achieved in matrices as concentrated as 1 mol l−1 in NaCl or Na2SO4. © 2000 Elsevier Science B.V. All rights
reserved.

Keywords: Titration; Phosphate buffer; Micelle; Surfactant
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1. Introduction

Since its introduction over two decades ago [1],
flow-injection titrations have shown steady devel-
opment. In its original and simplest form, a flow-
injection titration manifold disperses or dilutes a
plug of sample to generate a concentration gradi-
ent. This sample gradient is then monitored di-

rectly or through the sample’s interaction with an
indicator dye. The width of the resultant peak is
related logarithmically to the original concentra-
tion of sample.

Numerous means of generating concentration
gradients of sample and reagents have been devel-
oped. Many of these methods are based on hydro-
dynamic mixing. These include: exponential
mixing chambers [1–3]; wide bore tubing [4,5]; as
well as simple single tube manifolds in both flow
injection analysis [4,6,7] and sequential injection
analysis [8,9]. Using a single tube has the advan-
tages of simplicity and high throughput. Whereas
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use of an exponential dilution chamber allows for
the analysis of samples with concentrations vary-
ing over several orders of magnitude. There also
exist a wide array of flow titrations based on
electrochemically generated reagent gradients
[10–15].

Thus, the manifolds used for flow-injection ti-
trations have proliferated. In contrast the range of
samples analyzed using this technique has re-
mained relatively narrow. The original application
for flow-injection titrations was acid-base titra-
tions [1], and that remains the most common
application [2,4,7–9]. Flow-injection titrations
have also been performed for: zinc using a com-
plexometric titration [4] and potassium triiodide
using an iodimetric titration [4]; chloride [6], sul-
fate [3] and acid dissociation [16–18] and stability
constants [19] using potentiometric titrations; and
sulfide, cysteine and thiol-containing drugs by
chemiluminescence [5].

In this paper, the application of flow-injection
titrations is extended to the analysis of surfac-
tants, including zwitterionic surfactants. Our in-
terest in surfactant analysis arose from our
previous studies in which zwitterionic sulfobetaine
surfactants were found to be extremely useful
additives in capillary electrophoresis [20–22].
However, we could not find a methodology to
assay the concentration of such surfactants. In
this paper, we develop a methodology for flow-in-
jection titration analysis of all types of
surfactants.

Titrimetric methods are commonly used for
surfactant assay due to their speed and low cost
[23]. Anionic surfactants may be titrated with a
cationic surfactant [24,25], cationic surfactants
may be titrated with a hydrophobic anion [23],
and nonionic polyether surfactants can be titrated
based on ion pair formation with large cations
such as Ba2+ [23]. However, for zwitterionic sur-
factants, which contain both cationic and anionic
functionalities, the titration procedure is not so
well defined. In some cases, the zwitterionic sur-
factant can be made cationic under acidic condi-
tions, at which point titrations developed for
cationic surfactants can be used for the analysis of
the zwitterionic surfactant [26]. However, such a
procedure is not suitable for sulfobetaine zwitteri-
onic surfactants.

Similarly, flow injection analysis has been used
for determination of a variety of types of surfac-
tants. Anionic surfactants have been analyzed us-
ing ion pair extraction with methylene blue [27,28]
and malachite green [29]. Cationic surfactants
have been analyzed using ion pair extraction with
Orange II [30,31]. Nonionic polyethylates have
been analyzed by ion pair extraction of their K+

adducts with the anionic dye tetrabromophe-
nolphthalein ethyl ester [32]. However, there have
been no reports of analyses of zwitterionic surfac-
tants using flow injection analysis.

Our approach is to monitor the micelles formed
when the sample surfactant is above its critical
micelle concentration. The presence of micelles
will be detected using 1,8-anilino-naphthalene sul-
fonate (ANS). Typically, ANS is used as a fluores-
cent probe for studies of biological membranes
[33] and protein structure [34]. However, it has
also been used to determine critical micelle con-
centrations (cmc) of surfactants [35–37]. ANS
does not fluorescent in water, but fluoresces
strongly in hydrophobic environments, such as
the core of a micelle. Thus, the response in our
system corresponds to the surfactant concentra-
tion above the critical micelle concentration.
However, the critical micelle concentration varies
with the ionic strength and nature of the counter
ion in the matrix. Thus, use of ANS in a classical
FI system would result in errors if the matrix
composition changed. To circumvent this prob-
lem, flow injection titration is used to dilute the
sample into a high ionic strength solution, thereby
making the matrix composition constant.

2. Experimental

2.1. Apparatus

The apparatus is as shown in Fig. 1. A Waters
625 LC Solvent Delivery System (Milford, MA)
was used to pump the carrier stream. Sample was
injected using a Rheodyne (Berkeley, CA) model
9125 injector. The injection volume was 50 ml in
preliminary flow injection experiments and 300 ml
in flow-titration experiments. In preliminary flow
injection experiments, the sample then merged
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with a ANS reagent stream from an Alitea peri-
staltic pump (Medina, Washington), and then
flowed through a Waters 470 Fluorescence detec-
tor (lex=370 nm; lem=490 nm).

In flow-titration experiments, the mixing cham-
ber was added to the manifold, as depicted in Fig.
1. The mixing chamber has been described previ-
ously [38], and consisted of a circular chamber of
3.40 ml stirred by a magnetic stirrer. Baffles
within the mixing chamber ensure complete mix-
ing, and a near ideal exponential response func-
tion [38]. Signal was recorded using a OmniScribe
series D5000 chart recorder.

2.2. Reagents

All reagents were of analytical grade and solu-
tions were prepared in Nanopure ultrapure water
(Barnstead). Buffers were prepared from or-
thophosphoric acid (BDH) and sodium hydroxide
(BDH). 8-Anilino-1-naphthalene-sulfonic acid
(ANS; Aldrich), dodecyl sulfate sodium salt 98%
and 70% (SDS), hexadecyltrimethylammonium
bromide 99% (CTAB; Sigma), dodecyldimethyl(3-
sulfopropyl)ammonium hydroxide 98%
(C12N3SO3; Aldrich), Triton X-100 (Aldrich) and
coco (amidopropyl)hydroxyl-dimethylsulfobetaine
(Rewoteric AM CAS U; Witco) were used as
received without further purification.

ANS (Aldrich) was weighted accurately and
dissolved in water to obtain a stock solution of
5×10−4 mol l−1. New stock solution was made
each week to ensure its fluorescence sensitivity.

Orthophosphoric acid was stored as a 1 mol
l−1 stock solution. New stock solution was made
when necessary. NaOH was used to adjust the
buffer pH to 7.2.

2.3. Procedures

Experimental conditions for the flow injection
titration were: carrier stream, 1.0 ml min−1 of
0.010 mol l−1 phosphate buffer (pH 7.2) with 1.0
mol l−1 NaCl; reagent stream, 1.5 ml min−1

2×10−5 mol l−1 ANS in distilled water; injec-
tion volume, 300 ml.

3. Results and discussion

3.1. Flow injection

Fig. 2 shows the flow injection response of the
zwitterionic surfactant dodecyldimethyl(3-sulfo-
propyl)ammonium (C12N3SO3) to ANS. Below 2
mM surfactant there is no fluorescence signal. As
the surfactant concentration is increased, there is
a sudden onset of fluorescence signal. This onset
is said to coincide with the cmc of the surfactant
[35]. Extrapolation of the initial fluorescence
signals back to zero fluorescence yields esti-
mates of the cmc of dodecyldimethyl(3-sulfo-

Fig. 1. Manifold for flow-titration determination of surfac-
tants based on micellar enhanced fluorescence of 1,8-anilino-
naphthalene sulfonate (ANS). See Section 2.1 for details.

Fig. 2. Flow injection response of the zwitterionic surfactant
dodecyldimethyl(3-sulfopropyl)ammonium (C12N3SO3) to 1,8-
anilino-naphthalene sulfonate (ANS) reagent at low (	) and
high () ionic strength. Experimental conditions: carrier
stream, 1.0 ml min−1 d. H2O; reagent stream, 2 ml min−1

0.011 mol l−1 phosphate buffer (pH 7.2) with 2×10−5 mol
l−1 ANS (	) and with 2 mol l−1 NaCl (); excitation
wavelength, 370 nm; emission wavelength, 490 nm.
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Fig. 3. Flow-titration response for the zwitterionic surfactant
dodecyldimethyl(3-sulfopropyl)ammonium (C12N3SO3) to 1,8-
anilino-naphthalene sulfonate (ANS). Experimental condi-
tions: carrier stream, 1.0 ml min−1 0.010 mol l−1 phosphate
buffer (pH 7.2) with 1.0 mol l−1 NaCl; reagent stream, 1.5 ml
min−1 2×10−5 mol l−1 ANS; excitation wavelength, 370
nm; emission wavelength, 490 nm.

observation of de Vendittis et al. [35] that ANS
was not appropriate for determining cmc values
of cationic surfactants.

Regardless, direct flow injection analysis based
on micellar enhanced fluorescence is not appropri-
ate for the determination of surfactant concentra-
tions. As is apparent in Fig. 2, the fluorescence
response is altered in two ways by the matrix.
Firstly, the cmc changes with ionic strength and
matrix counter-ion. In Fig. 2, the cmc of dode-
cyldimethyl(3-sulfopropyl)ammonium
(C12N3SO3), as indicated by the onset of fluores-
cence, decreases 3-fold upon increasing the ionic
strength. More dramatic changes in the cmc (10–
100-fold) would occur for anionic and cationic
surfactants which experience much greater elec-
trostatic head group repulsion [39–41].

A second effect apparent in Fig. 2 is that the
fluorescence response is altered by the matrix. In
Fig. 2, the sensitivity of the fluorescence response
is decreased by the addition of NaCl. However,
the effect of the matrix on fluorescence did not
seem to be a quenching phenomenon. Indeed, the
fluorescence signal for other surfactants such as
CTAB and Triton X-100 was somewhat enhanced
by the addition of salt to the matrix.

In many industrial applications of surfactants,
such as in enhanced oil recovery, the sample
matrix can vary significantly in composition. Thus
the use of micellar enhanced fluorescence in direct
flow injection analysis is inappropriate. Rather, a
technique that is insensitive to the sample matrix
is required.

3.2. Flow titration

The most commonly quoted characteristic of
flow-titrations is that the peak width is logarith-
mically related to the sample concentration. How-
ever another often overlooked characteristic is
that the response from the tail of the peak results
from exponentially diluted sample. Thus in our
system (Fig. 1), the sample passes through a mix-
ing chamber to generate an exponential peak
shape. This dilutes the sample in a high ionic
strength buffer. The diluted sample then mixes
with the ANS reagent stream. As shown in Fig. 3,
the resultant signal has a sharp front followed by

propyl)ammonium as 4 mM at low ionic strength
(	) and 1.3 mM at 1.3 mol l−1 NaCl (). These
values are in reasonable agreement with the litera-
ture values (3.6 mM at zero ionic strength and 1.7
mM at 1.0 mol l−1 NaCl at 30°C [39]). At surfac-
tant concentrations significantly above the cmc,
the fluorescence signal showed a negative devia-
tion from linearity.

The general behavior observed for C12N3SO3 in
Fig. 2 was also observed for other zwitterionic
(CAS U), nonionic (Triton X-100), cationic
(CTAB) and anionic (SDS) surfactants studied.
However for SDS the fluorescence signal was
rectilinear above the cmc over the entire SDS
concentration range studied (0–40 mM). Also, for
CTAB the onset of fluorescence (0.03 mM at
0.015 mol l−1 ionic strength) occurred well below
the literature cmc value (0.8 mM at zero ionic
strength and 25°C). This is consistent with the
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Fig. 4. Flow-titration response for the zwitterionic surfactant
dodecyldimethyl(3-sulfopropyl)ammonium (C12N3SO3) to 1,8-
anilino-naphthalene sulfonate (ANS). Experimental conditions
as in Fig. 3. Peak width measured 0.2 units above the baseline.

this calibration curve, as well as that for other
surfactants, are given in Table 1. The linearity of
response was excellent for the anionic SDS,
cationic CTAB and zwitterionic C12N3SO3. The
dynamic linear range was :1.5 orders of magni-
tude. The linear range started about one order of
magnitude above the cmc for anionic, nonionic,
and zwitterionic surfactants. For CTAB, a linear
response was observed as low as the cmc, pre-
sumably due to interaction between the anionic
ANS and the cationic surfactant [35]. The maxi-
mum surfactant concentration which could be
analyzed was limited by the maximum peak width
that can be tolerated (�15 min).

For SDS, CTAB and C12N3SO3, the linearity of
the calibration was independent of the height
above the baseline used for calibration. Thus to
maximize the dynamic range, peak width mea-
surements were generally made at the lowest sig-
nal that was practical. However under such
measurement conditions the linearity of calibra-
tion curves for CAS U and Triton X-100 were
poor. For CAS U, it was found that if the width
was measured at a height of 0.6 arbitrary units,
the calibration curve appeared sigmoidal in shape.
However, if the width were measured at a greater
height (7 arbitrary units) above the baseline, the
linearity improved greatly. For Triton X-100, the
calibration curve was simply scattered. Altering
the height at which the peak width was measured
did not affect the degree of scatter. It is unknown
why the calibrations for CAS U and Triton X-100

a gradual exponential tail. In the tail region, the
matrix is dominated by the high ionic strength
buffer, thus minimizing sample matrix effects.
Typically, the width was measured near the base-
line (0.6 arbitrary units) to maximize the dynamic
range.

The width of the peaks shown in Fig. 3 are
linearly related to the logarithm of the dode-
cyldimethyl(3-sulfopropyl)ammonium (C12N3SO3)
concentration, as shown in Fig. 4. Statistics for

Table 1
Calibration statistics for flow-titration analysis of surfactants based on 1,8-anilino-naphthalene sulfonate (ANS) fluorescencea

Surfactant cmc (mM) [39]R2Conc range (mM)

Sodium dodecyl sulfate (SDS) 0.9c0.99438–100
0.01–0.5Hexadecyltrimethyl ammonium bromide (CTAB) 0.01d0.9945

1.7e0.99917–100Dodecyl dimethyl (3-sulfopropyl) ammonium hydroxide (C12N3SO3)
0.06–3 w/v% 0.974 0.002 w/v%dTriton X-100b

0.7–10 0.985Coco (amidopropyl)hydroxyl-dimethylsulfobetaine (CAS U) 0.05 [20]

a Experimental conditions: carrier stream, 1.0 ml min−1 0.01 mol l−1 phosphate buffer (pH 7.2) with 1.0 mol l−1 NaCl; reagent
stream, 1.5 ml min−1 2×10−5 mol l−1 ANS; injection volume, 300 ml; excitation wavelength, 370 nm; emission wavelength, 490 nm.

b Experimental conditions as in a, except: carrier stream, 1.5 ml min−1 0.01 mol l−1 phosphate buffer (pH 7.2) with 1.0 mol l−1

NaCl.
c ln 0.2 mol l−1 NaCl.
d ln 1.0 mol l−1 KCl.
e ln 1.0 mol l−1 NaCl at 30°C.



C.A. Lucy, J.S.W. Tsang / Talanta 50 (2000) 1283–12891288

were problematic. It is suspected that the prob-
lems arise from CAS U and Triton X-100 both
having variable chain lengths. CAS U is prepared
from coconut oil, and as a result the aliphatic
chain length varies from C8 to C18. Triton X-100’s
hydrophilic tail consists of 5–15 ethylene oxide
units.

To determine the reproducibility of the tech-
nique six replicate injections of 20 mM and 100
mM SDS were made. The relative SDs for these
measurements were 12 and 1.1%, respectively. The
higher uncertainty associated with 20 mM SDS is
a reflection that this measurement was made near
the lowest concentration detectable.

To test the effect of sample matrix on the
measurements, recovery studies were performed
for 20 mM SDS in distilled water, 0.5 mol l−1

NaCl, 1.0 mol l−1 NaCl, 0.5 mol l−1 Na2SO4 and
1 mol l−1 Na2SO4. Recoveries ranged from 82 to
108%, which represent quantitative recoveries.

4. Conclusions

This paper presents a simple and easily auto-
mated procedure for determining surfactant con-
centration. It is applicable to all types of
surfactants, including zwitterionic surfactants
which cannot be determined by any other proce-
dure. The peak width is linearly related to the
logarithm of the surfactant concentration for
about one and a half orders of magnitude. The
bottom of the linear range is about one order of
magnitude above the critical micelle concentra-
tion. Precision is strongly dependent on the sam-
ple concentration, but can be as good as 1.1% at
higher concentrations. The technique is unaffected
by matrices as concentrated as 1 M NaCl or
Na2SO4. Future studies will focus on improving
the sample throughput by decreasing the volume
of the mixing chamber.
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Abstract

The analysis of explosives with ion mobility spectrometry (IMS) directly from aqueous solutions was shown for the
first time using an electrospray ionization technique. The IMS was operated in the negative mode at 250°C and
coupled with a quadrupole mass spectrometer to identify the observed IMS peaks. The IMS response characteristics
of trinitrotoluene (TNT), 2,4-dinitrotoluene (2,4-DNT), 2-amino-4,6-dinitrotoluene (2-ADNT), 4-nitrotoluene (4-NT),
trinitrobenzene (TNB), cyclo-1,3,5-trimethylene-2,4,6-trinitramine (RDX), cyclo-tetramethylene-tetranitramine
(HMX), dinitro-ethyleneglycol (EGDN) and nitroglycerine (NG) were investigated. Several breakdown products,
predominantly NO2

− and NO3
−, were observed in the low-mass region. Nevertheless, all compounds with the

exception of NG produced at least one ion related to the intact molecule and could therefore be selectively detected.
For RDX and HMX the [M+Cl−]− cluster ion was the main peak and the signal intensities could be greatly
enhanced by the addition of small amounts of sodium chloride to the sprayed solutions. The reduced mobility
constants (K0) were in good agreement with literature data obtained from experiments where the explosives were
introduced into the IMS from the vapor phase. The detection limits were in the range of 15–190 mg l−1 and all
calibration curves showed good linearity. A mixture of TNT, RDX and HMX was used to demonstrate the high
separation potential of the IMS system. Baseline separation of the three compounds was attained within a total
analysis time of 6.4 s. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Electrospray ionization; Ion mobility spectrometry; Reduced mobility constants; Baseline separation

www.elsevier.com/locate/talanta

1. Introduction

Trace analysis of explosives is of major impor-
tance in two different fields. One is the threat of
an illegal use of these compounds, which has led

to major efforts in developing explosives’ detec-
tion systems [1–3]. The other is growing concern
about the health risks associated with the release
of explosives from military sites and former am-
munition plants into the environment [4–6]. Ion
mobility spectrometry (IMS) is one of the most
promising analytical techniques currently investi-
gated for the detection of explosives. The major
advantages of IMS are its fast response times and
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its sensitivity to many of the commonly used
explosives due to their strong electron affinity [7].

Although a number of commercial IMS systems
are already available, there are still some prob-
lems to overcome. The routine use of IMS as a
detection method for explosives requires a repro-
ducible response produced by clearly identified
ions. The ion chemistry of the compounds, how-
ever, is different depending on the operation con-
ditions (e.g. ionization method, drift tube
temperature, drift gas) of the IMS system. Pub-
lished IMS spectra often differ significantly due to
temperature effects and the addition of reactants
to the drift gas [8,9]. Hitherto, several different
ions have been reported including molecular ions
of the form M− or [M-H]−, multi-component
cluster-ions (e.g. [M+Cl−]− or [M+NO3

−]−)
and fragment ions (e.g. NO3

−). The exact nature
of the species formed in the IMS can only be
decisively determined using an IMS/MS
combination.

Thermally labile compounds like NG and
EGDN tend to decompose at elevated tempera-
tures and often only non-specific fragment ions
(e.g. NO2

− and NO3
−) are observed [1]. As high-

temperature operation of the IMS provides sev-
eral advantages such as, eliminating interference
problems and enhancing the sensitivity, it would
be desirable to establish such a system for the
determination of explosives.

The use of electrospray ionization (ESI) instead
of the standard 63Ni ionization source could also
be advantageous. The combination of ESI with
mass spectrometry (MS) has already been success-
fully applied to the analysis of explosives [10,11].
In our lab, recently a novel, cooled electrospray
ionization system has been developed for the use
with IMS. This enables the direct analysis of
aqueous samples [12,13]. This methodology could
provide a helpful tool for the screening of water
samples suspected to be contaminated with
explosives.

Using our ESI-IMS-MS, we investigated the
response characteristics and the detection limits
for a number of different explosives. The mass
spectral data were used to identify the IMS peaks
to enable a comparison of the calculated K0-val-
ues with literature data. Also the ion patterns

observed for RDX and HMX were compared to
results of previously published ESI-MS studies.
2-ADNT, one of the initial metabolic intermedi-
ates of TNT formed after release of TNT into the
environment [5], was included in the study to
address the possible tracing of environmental con-
tamination with an IMS method.

2. Experimental

2.1. Chemicals and sol6ents

The explosives used in this study included 2,4,6-
trinitrotoluene (TNT), 2,4-dinitrotoluene (2,4-
DNT), 1,3,5-trinitrobenzene (TNB), 2-amino-4,6-
dinitro-toluene (2-ADNT), 4-nitrotoluene (4-
NT), cyclo-1,3,5-trimethylene-2,4,6-trinitramine
(RDX), cyclo-tetramethylene-tetranitramine
(HMX), ethyleneglycol-dinitrate (EGDN), and
nitroglycerin (NG). All compounds were pur-
chased as standards in sealed ampoules from ei-
ther Supelco (Bellefonte, PA) or Radian
International (Austin, TX). They came dissolved
in acetonitrile at a concentration of 1000 mg l−1

and were diluted with methanol–water (9:1, v/v)
to 10 mg l−1 or less. Solutions containing
sodium chloride or ammonium acetate were pre-
pared by diluting the stock standard solutions
with an appropriate solution of the respective
salt in methanol–water (9:1, v/v). All solvents
used were reagent grade (J.T. Baker, Phillipsburg,
PA).

2.2. Instrumentation

The ESI/IMS/MS-system was constructed at
Washington State University and has been de-
scribed in detail elsewhere [12,13]. A total spray
voltage of −2500 V was applied to the electro-
spray unit. The electrospray needle was kept cool
by water cooled nitrogen flowing along the axis of
the needle at a flow rate of about 60 ml min−1.
This cooling process was necessary to eliminate
solvent evaporation inside the needle prior to
electrospray. A continuous flow of solvent
(methanol–water, 9:1, v/v) through the ESI
source was provided by a dual piston syringe



G. Reid Asbury et al. / Talanta 50 (2000) 1291–1298 1293

pump (Brownlee Labs, Santa Clara, CA) with a
flow rate of 5 ml min−1. Samples were injected via
a six-port injector (C6W, Valco Industries, Hous-
ton, TX) with an external injection loop.

A detailed description of the IMS unit can be
found in Wu et al. [13]. The instrument was
operated in the negative mode, as explosives tend
to produce negative ions. The electric field
strength in the desolvation region and the drift
region was 280 V cm−1 with a total drift voltage
of −3650 V. The drift tube was operated at
250°C at atmospheric pressure. A counterflow of
preheated dry nitrogen (800 ml min−1) was intro-
duced as drift gas at the end of the drift region.
This drift gas was further used to desolvate the
electrosprayed ions in the desolvation region.

The ion mobility spectrometer was interfaced to
a C50-Q quadrupole mass spectrometer (ABB
Extrel, Pittsburgh, PA 15238). The ions entered

the MS via a 40-micron pin hole leak which
served as the barrier between the atmospheric
pressure of the IMS tube and the vacuum of the
mass spectrometer.

All mobility data was collected by replacing the
stock preamplifier with a Keithley 427 amplifier
(Keithley Instruments, Cleveland, OH) and send-
ing the amplified signal to the data acquisition
system, which was constructed at WSU. A de-
tailed description of the IMS control and data
acquisition system can be found in [12]. All of the
IMS spectra shown in this paper were the average
of 256 individual spectra. Mobility spectra were
collected in a non-selective and a mass selective
mode. In the non-selective mode all ions were
allowed to pass the mass filter, whereas in the
mass selective mode the mass spectrometer was
set to allow only a single m/z to pass. All identifi-
cations of distinct ions were based on the mass
spectral data.

3. Results and discussion

3.1. Low-mass background and breakdown ions

The low-mass region of the IMS spectra was
studied in some detail in order to better character-
ize the high temperature atmospheric pressure
ESI/IMS and its ion chemistry. The top spectrum
of Fig. 1 shows the background signal of the IMS
when spraying pure solvent. There are three dis-
tinct peaks (c1, c3, c5), which were identified
by mass analysis to be Cl−, HCOO−, and
CH3COO−, respectively. These ions are most
likely formed by ESI from trace impurities of the
solvents (e.g. acetic acid, chloride salts).

The middle spectrum of Fig. 1 shows the peaks
observed in the low-mass region with a solution of
RDX (10 mg l−1). Besides the three background
peaks a number of other peaks appeared. Peaks
labeled c2 and c4 were identified as nitrite and
nitrate. They were probably formed by thermal
breakdown of RDX in the hot desolvation region.
All of the investigated explosives produced signifi-
cant amounts of these two ions, which is not
surprising since most of the compounds are ther-
mally labile [1].

Fig. 1. Background ions in the low-mass region of the IMS
monitored for pure solvent (a), a solution of 10 mg l−1 RDX
(b) and a solution of 2 mM NaCl in the solvent (c). Notation:
1, chloride (Cl−); 2, nitrate (NO3

−); 3, formate (HCOO−); 4,
nitrite (NO2

−); 5, acetate (CH3COO−); 6, probably nitrite
adduct (CH3OH+NO2

−); 7, cluster of at least two uniden-
tified ions (m/z 89 and 97).
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Fig. 2. Ion mobility spectra of eight explosives with low mass
filter set to 140. Concentration of standard solutions was 10
mg l−1 in methanol–water (9/1, v/v), 2 mM NaCl was added
for RDX and HMX. M/z values can be seen in Table 1.

reduction of the other background ions is proba-
bly a result of charge competition.

3.2. IMS spectra of standard solutions of
explosi6es

The different explosives were sprayed out of
standard solutions at concentrations of 10 mg l−1

each. The respective spectra are shown in Fig. 2.
They were taken with the low-mass filter set to
140, effectively eliminating any ions in the low-
mass region from reaching the detector. Further-
more it should be noted that the spectra shown
for RDX and HMX were taken with the addition
of 2 mM NaCl to the standard solution, predom-
inantly forming (M+Cl−) adduct ions (see dis-
cussion below).

In the case of nitroglycerine only breakdown
product ions (mainly nitrate) were produced and
no ions could be detected in the high mass region.
The thermal instability of NG in traditional IMS
systems at temperatures above 150°C is known
and has been reported before [1,9]. Obviously this
is also valid for the ESI/IMS system at 250°C.

TNB showed at least three different peaks with
the M− (m/z 213) being the dominant one. Mass
spectral analysis revealed m/z values of 178 and
244 for the two other peaks seen in the IMS
spectrum. The latter is speculated to be a (M+
CH3CO−)− adduct formed by the molecule clus-
tering with the methanol solvent. All the other
compounds showed only one main peak being
either (M-H)− or M−. The reduced mobility con-
stants (K0) of the dominant peaks for each com-
pound were calculated and are listed in Table 1. It
can be seen that they are in good agreement with
previously reported literature values obtained
from experiments where the compounds have
been introduced into the IMS as vapors.

3.3. Sensiti6ity enhancement by addition of Cl

It is known that the sensitivity of IMS systems
using a 63Ni foil as ionization source to certain
explosives can be enhanced by adding chlorinated
reactants (e.g. dichloromethane) to the carrier gas
[1,3,9]. This phenomenon has not yet been investi-
gated with electrospray ionization. In our experi-

The peak labeled c6 has a mass of 78 amu
and is suggested to be a (CH3OH+NO2

−) adduct
ion. The final peak (c7) appears to be a cluster
of different ions. The mass spectral analysis re-
vealed that it contains at least two ions with m/z
89 and 97. The identity of these peaks is specu-
lated to be adducts of nitrite and nitrate with
other breakdown products. The same mass peaks
have been previously observed in an ESI/MS
study, but were also unidentified [11].

The bottom spectrum of Fig. 1 shows the low-
mass region for pure solvent containing 2 mM
sodium chloride. As expected the chloride peak
(c1) dominates this spectrum. The simultaneous
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Table 1
K0-values of different product ions of the investigated compounds compared to literature data

Species LoD (mg l−1) K0 (cm2 V−1 s−1)a ReferenceCompound m/z

(M-H)− 15TNT 1.48226 1.54 (N2) [8]
1.45 (air) [1–3]

(M-H)− 16 1.57 –2 ADNT 196
(M-H)− 26 1.62181 1.67 (N2)2,4 DNT [8]

1.57 (air) [1]
(M-H)− \1000 1.794-NT 1.81 (air)136 [8]
(M+CH3O−)− n.c. 1.42244 –TNB

213 M− 1.54
? 1.65178
(M+Cl−)− 40 1.40257 1.39 (air)RDX [2,3]

331HMX (M+Cl−)− 86 1.25 1.25 (air) [2]
M− 190 1.57 –EGDN 152
(M-H)− n.d.226 1.45 (air)NG [2]
(M+Cl−)−262 n.d. 1.47 (N2) [9]

a First column: measured in this study with N2 as drift gas. Second column: reference data, drift gas given in parentheses. n.d.,
not detected; n.c., not calculated; LoD, limit of detection.

ments the addition of small amounts of
dichloromethane to samples of RDX and HMX
showed no significant effects in the IMS, even
with respect to the Cl− peak. However, a huge
increase in the peak intensities for the Cl− peak
and the (M+Cl−)− adduct peak could be
achieved by adding sodium chloride to the sam-
ples. This seems reasonable taking into account
that when using a 63Ni foil the ions are created in
the gas phase from volatile species, whereas elec-
trospray creates the ions in solution from dis-
solved species. Significant increases in signal
intensity for the (M+Cl−)− adduct were ob-
served at concentrations as low as 0.02 mM NaCl.
The optimal concentration was found to be about
2 mM with an overall increase in signal intensity
compared to a pure standard solution of more
than one order of magnitude (about 12 times).

Figs. 3 and 4 show the different spectra for
RDX and HMX with and without the addition of
2 mM NaCl. The increase in the intensity of the
chloride peak after adding NaCl can be seen from
Fig. 3. No M− or (M-H)− ions were detected in
either case. However, the spectra clearly indicate a
significant increase in the peak intensity with the
addition of the chloride salt. Apparently, both
compounds are able to form stable (M+Cl−)−

adduct ions with our operating conditions. None

Fig. 3. Ion mobility spectra of RDX with (a) and without (b)
addition of NaCl (2 mM). Concentration of standard solution
was 10 mg l−1 in methanol–water (9/1, v/v) each.
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Fig. 4. Ion mobility spectra of HMX with (a) and without (b)
addition of NaCl (2 mM). Concentration of standard solution
was 10 mg l−1 in methanol–water (9/1, v/v) each. Notation: 1,
m/z 334, 2, m/z 331; 3, m/z 341; 4, m/z 355; and 5, m/z 357.

refer to the same peak as an acetate adduct (M+
CH3COO−)− due to the fact that they sprayed
standard solutions containing 2 mM of ammo-
nium acetate. With our experimental design we
could not achieve any increase in the (M+59)-
peak by adding 2 mM of ammonium acetate, but
this might well be a temperature effect since the
IMS was operated at 250°C.

3.4. Detection limits and linearity of response

With the exception of NG, TNB and 4-NT all
explosives produced signals significantly above the
noise level (about 300 fA) at a concentration of 10
mg l−1. Detection limits for these compounds
were determined as the concentrations giving peak
heights three times the noise level. The calculated
values for the different compounds are given in
Table 1. They were found to vary between 15–190
mg l−1 which is similar to detection limits re-
ported for HPLC systems [6,14]. With the
parameters used for data acquisition this
calculates to absolute IMS detection limits of
8–100 pg, which compares to the lowest reported
values for commercial vapor phase IMS systems
[1,3].

The calibration curves of the compounds
showed excellent linearity over a concentration
range of at least two orders of magnitude having
r2-values greater than 0.99. These results are espe-
cially promising with respect to the need of estab-
lishing a quantitative IMS determination method
for explosives.

3.5. Separation of three common explosi6es by
IMS

A number of different methods for analyzing
explosives from complex environmental matrices
using liquid chromatographic and gas chromato-
graphic separations have been reported so far
[4–6,14,15]. The separation capabilities of ESI-
IMS-MS demonstrating a resolving power similar
to liquid chromatography has already been
demonstrated [13]. As the IMS also shows high
sensitivity for many of the explosives, the use of
ESI/IMS for analyzing environmental samples
was taken into consideration.

of the other explosives produced measurable
amounts of (M+Cl−)− adduct ions. This is sur-
prising for EGDN, as this compound has been
shown to do so in vapor phase IMS systems [1,9].

The top spectra of Figs. 3 and 4 obtained with
the pure standards also show the peak for the
(M+Cl−)− adduct, but the signals are much
weaker. Whereas for pure RDX no other ions
appeared in the IMS spectrum, HMX showed a
couple of additional peaks. M/z of these peaks
were identified to be 334, 341, 355 (M+59) and
357. Similar observations were made in previously
published ESI/MS studies, but the identity of the
respective ions remains in question. Yinon et al
[11] labeled the (M+59) as a (M+NNO2-H)−

cluster ion, whereas Casetta and Garofolo [10]
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The experimental data showed measurable dif-
ferences in the K0-values for most of the com-
pounds (see Table 1). Thus, a mixture of three
common explosives at concentrations of 1 mg l−1

(TNT) and 2 mg l−1 (RDX and HMX), respec-
tively was analyzed to evaluate the separation
capabilities of the instrument. In order to enhance
the sensitivity of the system to RDX and HMX, 2
mM NaCl was added to the mixture. The result-
ing spectrum is shown in Fig. 5. Although the
instrument was not optimized to give the highest
possible resolution, the resolving power was suffi-
cient to achieve baseline separation of the three
compounds. The actual resolving power calcu-

lated from the data was 5795 for the three
peaks. In chromatographic terms, this corre-
sponds to about 18 000 theoretical plates. Addi-
tionally, it must be pointed out that the whole
separation was achieved in less than 25 ms per
single spectrum resulting in a total analysis time
of only 6.4 s for averaging 256 spectra.

This indicates that ESI-IMS could be a method
to rapidly analyze environmental samples for mix-
tures of explosives at trace concentrations. Fur-
ther investigations including improvement of
resolution and analyzing real samples are cur-
rently in preparation.
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Abstract

(C70)2-P-tert-butylcalix[6]arene complex films on GC electrode surface showed two couples of redox reactions in
mixed solvent of (1:1, v:v) acetonitrile and water containing tetra-butylammonium perchlorate. The electrocatalytic
reduction for nitrite by these films was observed, indicating that (C70)2-P-tert-butylcalix[6]arene is capable of
mediating the electron transfer to nitrite. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: (C70)2-P-tert-butylcalix[6]arene film; Catalysis; Nitrite; Cyclic voltammetry
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1. Introduction

Recently, there is extensive interest in the host-
guest complexes involving fullerenes. Both C60

and C70 form complexes with a variety of macro-
molecules, notably calixarenes [1–5], cyclotrivera-
trylene (CTV) [6,7], g-cyclodexrin [8], azacrown
ethers [9] and a porhyrezine [10]. Since Atwood
discovered in 1994 that P-tert-butylcalix[8]arene
selectively includes C60 in carbon soot and forms
the precipitate with 1:1 stoichiometry [1], quite a
few studies regarding the supramolecular chem-
istry of fullerene with calixarenes were carried
out. Although the electrochemical properties of
C60 and C70 have been widely studied in solution

as well as thin solid films on electrode surfaces
[11–16], and their electrocatalytic abilities were
gradually revealed [17–20], the electrochemical
study of the supramolecular complex of fullerene
and calixarene is still very limited. More recently,
the electrochemistry of complex of C60-P-tert-
butylcalix[8]arene as well as (C70)2-P-tert-butyl-
calix[8]arene were studied in our laboratory
[21–23]. Bard also reported his recent study of
C60-P-tert-butylcalix[8]arene films using a scanning
electrochemical microscope–quartz crystal mi-
crobalance [24]. The above work revealed that the
electrochemistry of these complexs of fullerenes is
different from that of fullerene themselves.

The present work is focused on the electro-
chemistry of (C70)2-P-tert-butylcalix[6]arene
[(C70)2-L] complex films. C70 forms 2:1 complex
with P-tert-butylcalix[6]arene from toluene solu-
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tion [1]. Voltammetry study showed that these
films have two reversible electroreduction waves
in mixed solvents of acetonitrile (MeCN) and
water (1:1 v:v) between the potential range from
0.2 to –1.15 V. In order to explore the possible
biological and analytical application, the electro-
chemical catalytic reduction of nitrite ion by
(C70)2-L films was examined in this study. Since
the electroreduction of nitrite ion usually requires
a large overpotential at most electrode surfaces,
study of electrocatalytic behavior of (C70)2-L film
for nitrite is important for better understanding
its reactivity and application.

2. Experimental

2.1. Chemicals

The synthesis of C70 was described elsewhere
[25]. Its purity (99%) was confirmed by mass
spectrometry and HPLC. The P-tert-butyl-
calix[6]arene (L) (99%) was prepared in our labo-
ratory according to a literature procedure [26,27].
Also, the (C70)2-P-tert-butylcalix[6]arene [(C70)2-L]
was synthetized according to reference [1]. Ele-
mental analysis found: C (92.7%), H (3.56%)
calculated: C (93.2%), H (3.19%). Tetra-
butylammonium perchlorate (Bu4NClO4) was
purchased from Sigma. Toluene and acetonitrile
(MeCN) were distilled from P2O5 prior to use.
Sodium nitrite was of analytical reagent grade
and used as received from Beijing Chemical. All
other reagents were of analytical grade. Water
was triply distilled from an all-quartz still. Fresh
NaNO2 solutions were prepared daily. High pu-
rity nitrogen was used for deaeration.

2.2. Apparatus and procedures

A PAR (Princeton Applied Research) 273 po-
tentiostat/galvanostat and a PAR Model 270 elec-
trochemical system were used for cyclic
voltammetry and Osteryoung square wave
voltammetry. A combination of PARC Model
174A polarographic analyzer and a type 3086x-y
recorder was also used for CV at lower scan rates.
All electrochemical measurements were performed

by using a conventional electrochemical cell, with
a glassy carbon (GC) as the working electrode,
platinum plate as the counter electrode and a
saturated calomel electrode (SCE) as the reference
electrode. All electrochemical experiments were
conducted under nitrogen atmosphere and at am-
bient laboratory temperature (2592°C). Elemen-
tal analysis experiment was carried out by using a
Vario EL Elementar (Germany). Model pHs-3
Meter (Shanghai, China).

2.3. Preparation of (C70)2-L films and C70 films

The working electrode was a glassy carbon disk
(d=4 mm), the effective electrode area was
0.1228 cm2, as determined by cyclic voltam-
mogram of K3Fe(CN)6 (1.0×10−4 M) in 0.10 M
KCl. The GC electrodes was polished with 0.3 mm
alumina slurry and washed ultrasonically for 3
min in distilled water, then in ethanol respectively.
Two (C70)2-L films with different thicknesses were
used. GC electrodes were coated by dropping 5 or
3 ml 1.0×10−4 M (C70)2-L in toluene and dried
under an infra-red lamp. The C70 films (5 ml
2.0×10−4 M C70 in toluene) were prepared in the
same way.

3. Results and discussion

3.1. Voltammetric beha6ior of (C70)2-L film

Cyclic voltammetry shows that (C70)2-L com-
plex film have one pair of redox reactions in a
mixed solvent of MeCN and water (1:1, v:v)
containing 0.04 M Bu4NClO4 as the supporting
electrolyte from potential range of 0 to −0.75 V
(Fig. 1). Some difference between the first scan
and subsequent scan was observed, indicating that
there might be a structural rearrangement accom-
panying the release of the solvent which was
entrapped during evaporation process and injec-
tion of Bu4N+ and a small amount of anions into
films [11,15,16,21–24]. Therefore, the third scan
was used in further evaluations.

Osteryoung square-wave voltammetry was also
used to study these films because of its better
sensitivity (Fig. 2). The (C70)2-L film electrodes
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presents one couple of nearly reversible SWV
forward and reverse waves, which can be at-
tributed to redox of (C70)2-L.

For comparison, the voltammetric behavior of
C70 film in 1:1 mixture of MeCN and water
containing 0.04 M Bu4NClO4 was also carried
out. A broad reduction wave and a reoxidation
wave were observed (Fig. 3). The first reduction
process of C70 was a slow, one electron-transfer
reaction according to literature [23]. There is two
C70 molecules in one (C70)2-L. Accordingly, it was

Fig. 3. Cyclic voltammograms for C70 (5 ml 2.0×10−4 M) film
on a GC electrode in a mixed solvent of acetonitrile and water
(1:1/v:v) containing 0.04 M Bu4NClO4. Scan rate is 100 mV
s−1. (a) first scan; (b) third scan.

Fig. 1. Cyclic Voltammograms for (C70)2-L (5 ml 1.0×10−4

M) film on a GC electrode in a mixed solvent of acetonitrile
and water (1:1/v:v) containing 0.04 M Bu4NClO4. Scan rate is
100 mV s−1. (a) first scan; (b) third scan.

clear that the reduction reaction of (C70)2-L, which
was corresponded to the first reduction of C70 was
a two-electron transfer reaction. Upon reduction,
(C70)2-L was reduced to [(C70)2-L]2-, Bu4N+ ions
incorporated into the film to balance the negative
charges. After reoxidation, Bu4N+ left the film.
The whole process caused the film reorganization.
This might also be one of the reasons that the first
CV scan is different from those of the following
scans.

A possible mechanism for the reduction and
reoxidation of (C70)2-L film is suggested as
follows:

The reduction process

(C70)2-L (f)+2Bu4N++2e−

� (Bu4N+)2[(C70)2-L]2− (f).

The reoxidation process:

(Bu4N+)2[(C70)2-L]2- (f)

� (C70)2-L (f)+2Bu4N++2e−

where ‘f’ represents the film on the GC electrode.
As the reduced form of (C70)2-L is less soluble

in the mixed MeCN and water (1:1, v:v); (C70)2-L

film had better stability. Its redox wave of CV and
Osteryoung SWV did not change much after a
dozen scans. Furthermore, at scan rates from 50
mV s−1 up to 300 mV s−1, the cathodic and
anodic peak currents are proportional to the scan

Fig. 2. Osteryoung square wave voltammograms at 25 mV
pulse height (30 Hz) for (C70)2-L (5 ml 1.0×10−4 M) film on
a GC electrode in a mixed solvent of acetonitrile and water
(1:1/v:v) containing 0.04 M Bu4NClO4 (a) first scan; (b) third
scan.
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rate, indicating that the voltammograms are sur-
face-confined waves and electro-transfer in the
films displays thin-layer behavior [28]. For a sur-
face-controlled process, the surface concentration
(G*) could be calculated according to the follow-
ing relation:

Q=nFAG*

where n=2, and A represents the effective elec-

trode area. The average reduction charge Q was
then calculated to be 3.26 mC by integration of the
reduction peak, and G* was calculated to be
1.38×10−10 mol cm−2, which was far smaller
than the real surface coverage (4.07×10−9 mol
cm−2). This confirms that only 3.39% (C70)2-L

molecules in (C70)2-L films are electroactive.
If the final potential changed to –1.15 V, two

sets of nearly reversible Osteryoung SWV were
obversed (Fig. 4). The forward and reverse peak
currents have remarkable decrease after continu-
ous potential scan, but well-defined SWV still
could be obtained. Based on above results, the
electrocatalysis investigation was restricted to the
first redox process of (C70)2-L.

3.2. Electrocatalytic reduction of nitrite by
(C70)2-L film

As is well known, the direct reduction of nitrite
ion requires a large overpotential at most elec-
trode surfaces, but reduction can be catalyzed in
aqueous solution by various iso- and hetero-poly-
oxometalates [29–32]. As shown in Fig. 5, curve
a, no electrochemical response was observed at
the bare GC electrode in 0.04 M Bu4NClO4, a
mixed solvent of MeCN and water (1:1, v:v).
After the electrode was coated with (C70)2-L, there
was a pair of reversible (C70)2-L electroreduction/
electro-oxidation wave in the range 0 and −0.75
V (Fig. 5, curve b). Noticeably, the cathodic
peak current was remarkably increased and the
corresponding anodic peak current decreased
after addition of NO2

− to the solution (Fig. 5,
curve c).

Since cations play an important role in deter-
ming the electrochemical behavior of fullerene
films, and anions could inject into (C70)2-L films
[11,15,16,21–24], the CV behavior of (C70)2-L

films as well as the catalytic activity of the (C70)2-L

films electrode toward nitrite ions was also exam-
ined at different pH value after addition various
buffer solution. In a buffered mixed solution, such
as in 0.05 M phsophate buffer solution (pH=
6.64–9.18), a mixed solvent of MeCN and water
(1:1, v:v) containing 0.04 M Bu4NClO4, (C70)2-L

films had better and stable electrochemical activ-
ity (Fig. 5). Moreover, in 0.1 M NH3-NH4Cl

Fig. 4. Osteryoung square wave voltammograms at 25 mV
pulse height (30 Hz) for (C70)2-L (5 ml 1.0×10−4 M) film on
a GC electrode in a mixed solvent of acetonitrile and water
(1:1/v:v) containing 0.04 M Bu4NClO4 (a) first scan; (b) third
scan.

Fig. 5. Cyclic voltammograms for bare GC electrode (curve a)
and (C70)2-L (3 ml 1.0×10−4 M) films on a GC electrode
(curve b and curve c) in a mixed solvent of acetonitrile and
water (1:1/v:v) containing 0.04 M Bu4NClO4 (pH=7.7). Scan
rate is 100 mV s−1. (a) presence of 5.0×10−3 M NO2

− (b)
without NO2

− (c) after added 5.0×10−3 M NO2
−.
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Table 1
Effect of coating amount on the cathodic peak currenta

2 ml 3 ml 4 ml1 ml 5 mlCoating amount of (C70)2-L (1×10−4 M) 6 ml 7 ml

3.21 3.60 3.392.55 3.40Cathodic peak current I (without NO2
−) (mA) 3.58 3.46

2.80Cathodic peak current Ic (added 5×10−3 NO2
−) (mA) 3.77 5.40 4.32 4.51 4.48 4.80

a Scan rate 0.1 V s−1.

buffered mixed solution (pH=8–10), the CV re-
sponse of (C70)2-L films was also well-defined, but
the catalytic activity toward nitrite ions was not
as good as that in phsophate buffered solution.
These results indicated that (C70)2-L films dis-
played stable electrochemical activity and K+,
Na+, NH4

+, Cl− and PO4
3−, had little effect on

the voltammetric behavior of (C70)2-L films in the
presence of Bu4NClO4. That is in the presence of
0.05 M K+, 0.1 M Na+, 0.1 M NH4

+, 0.1 M Cl−

and 0.05 M PO4
3−, the change of cathodic peak

currents did not exceed RSD 5%. It is known that
NO2

− disproportionates to form NO and NO3
− in

acidic solutions [29–32]. Therefore, the electrocat-
alytic study was carried out in phsophate buffer
solution (pH=7–8). (C70)2-L film showed better
electrocatalytic behavior for nitrite ion in mixed
solvent of MeCN and water containing phosphate
buffer solution between pH=7–8.

The influence of coating amount on the electro-
chemical behavior of (C70)2-L film and the electro-
catalytic reduction of nitrite ion was also tested.
As Table 1 showed, the catalytic peak current was
significantly increased and the peak shape was
well-defined when the surface coverage was be-
tween 2.44×10−9 mol cm−2−4.89×10−9 mol
cm−2 [dropping 3, 4, 5 or 6 ml a sample of
1×10−4 M solution of (C70)2-L in toluene on the
electrode surface]. So dropping 3 ml 1×10−4 M
solution of (C70)2-L in toluene on the GC elec-
trode surface was used in this study.

Fig. 6 illustrated the cyclic votalmmogram of
(C70)2-L film in the mixed solvent of MeCN and
water containing nitrite ion at scan rate of 10 and
20 mV s−1. With the addition of NO2

−, a dra-
matic current increase is observed for the cathodic
peak, while the corresponding anodic peak cur-
rent decreased. Obviously, lower scan rate was
beneficial for catalysis reaction. It was also found

Fig. 6. Cyclic voltammograms for (C70)2-L (3 ml 1.0×10−4 M)
film on a GC electrode in a mixed solvent of acetonitrile and
water (1:1/v:v) containing 0.04 M Bu4NClO4. (a) without
NO2

− (b) after added 1.0×10−2 M NO2
−. A. Scan rate is 10

mV s−1. B. Scan rate is 20 mV s−1.
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Fig. 7. Cyclic voltammograms for (C70)2-L (3 ml 1.0×10−4 M)
film on a GC electrode in a mixed solvent of acetonitrile and
water (1:1/v:v) containing 0.04 M Bu4NClO4 (pH=7.7). Scan
rate is 10 mV s−1. (a) without NO2

− (b) a+5.0×10−3 M
NO2

−. (c) a+1.0×10−2 M NO2
− (d) a+1.2×10−2 M NO2

−

.

(C70)2-L (f)+2Bu4N++2e−

� (Bu4N+)2[(C70)2-L]2− (f)
(Bu4N+)2[(C70)2-L]2− (f)+NO2

−

� (C70)2-L (f)+2Bu4N+

+products (containing N)
where ‘f’ represents the film on the GC electrode.

It has been well known that the electrochemical
reduction of nitrite ion requires large overpoten-
tial at most electrode surfaces, but electrochemical
catalysis using (C70)2-L film electrode moves the
applied potential needed to reduce the nitrite ion
more positive. The rate of such reactions was
enhanced by shuttling electrons between (C70)2-L

films and nitrite ion. The above experimental re-
sults demonstrate that the (C70)2-L film electrode
provides a possibility for the application in elec-
troanalytical chemistry.

In summary, the (C70)2-L films electrode have
two couples of redox reaction in mixed solvents of
MeCN and water(1:1, v/v). Its first reduction/
reoxidation peaks are fairly stable, and can cata-
lyze the reduction of nitrite ion.
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Abstract

A liquid-core waveguide made of Teflon AF-2400 has been used to construct a simple, sensitive and robust
instrument capable of performing fluorimetric and spectrophotometric analyses on aqueous solutions. The instru-
ment, which uses a CCD array detection system, is unique in that high performance is achieved for both measurement
techniques with minimal changes in instrument configuration. The fluorimetric detection limits for quinine sulfate and
chlorophyll-a are 0.06 nanomolar and 0.03 nanomolar, respectively. Absorbance measurements using the same
instrument demonstrate nanomolar detection capacities for hydrogen sulfide and subnanomolar detection limits for
methylene blue. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Spectrofluorometer; Spectrophotometer; Flexible liquid core waveguide; CCD array detection system
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1. Introduction

Until recently, fluorimetric measurements have
been more sensitive than measurements obtained
via absorbance spectroscopy. However, with the
development of long pathlength cells, the sensitiv-
ity of conventional absorbance measurements has
been increased by as much as two orders of
magnitude [1–3]. As an example of the expanded

sensitivity of spectrophotometric analysis, we
have recently used a ten meter pathlength liquid
core waveguide system to measure total iron con-
centrations between 0.1 and 3.5 nanomolar off the
west coast of Florida. The decision to use fluori-
metric or spectrophotometric procedures for a
given type of environmental analysis involves con-
sideration of analyte absorbance and fluorescence
characteristics and the specificity of each type of
analysis in the presence of a complex array of
natural substances. Additional important consid-
erations for measurements in the field include
instrument availability, portability, durability and

* Corresponding author. Tel.: +1-727-5531508; fax: +1-
727-5531189.
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power consumption. Fluorescence and ab-
sorbance measurements generally require the use
of separate analytical devices, distinct in terms of
optical configuration and components. In this
work we demonstrate the performance of a
small, sensitive and robust device that is capable
of both fluorimetric and spectrophotometric
analysis. The optical configuration employed for
both types of analyses involves the use of a
liquid core waveguide and requires very minor
adjustments depending on which technique is cho-
sen.

Liquid core waveguides (LCW) constrain light
propagation within a liquid medium when the
liquid has a higher index of refraction (RI) than
the surrounding solid tubing. LCW’s involving
the use of Teflon AF-2400 (RI=1.29) provide
advantageous applications in Raman spec-
troscopy [4] and UV-VIS absorbance spec-
troscopy [1–3] relative to conventional
optoelectronic designs. Fujiwara et al. [5] de-
scribed the first application of liquid core capil-
lary cells in fluorescence spectrometry. The LCW
used by Fujiwara et al. was constructed of quartz
(RI=1.46) and was applicable only to liquids
with indices of refraction much greater than those
of aqueous solutions. Dasgupta et al. [6] were the
first to report the performance of linear Teflon
AF waveguides with transverse illumination (exci-
tation) for measurement of fluorescence in
aqueous systems. The use of a Teflon AF LCW
with transverse excitation was reported to be
highly effective for exclusion of excitation light
from the detection system unless the LCW was
used in coiled configuration [6]. Since Dasgupta et
al. were interested in systems which were simple,
yet very inexpensive and effective, the authors’
system did not involve use of monochromators or
spectrometers. In the present work we have inves-
tigated the use of LCWs, in coiled configuration,
linked via fiber optics to a CCD array spectrome-
ter. In coiled configuration with transverse illumi-
nation, our system is very compact and provides
not only fluorescence but also highly sensitive
absorbance measurements with no system re-
configuration other than optional insertion or re-
moval of blocking filters. This dual character
greatly extends the analytical capabilities and sen-

sitivity of our system for use with virtually any
solvent. The sample size requirement for measure-
ments is very low. The internal volume of the 1.6
m LCW (560 mm i.d.) used in this work is :0.4
cm3.

2. Experimental

2.1. Apparatus

A schematic of our fluorometer/spectrometer
optoelectronic layout is shown in Fig. 1. The
centerpiece of the device is a liquid core waveg-
uide (LCW) made of Teflon AF-2400 (Biogen-
eral), with an inner diameter equal to 560 mm and
an 800 mm outer diameter. This 1.6 m length
LCW is wound around a quartz tube (2.5 cm
outer diameter). Two narrow spectrum UV lamps
(JKL cBF350, peak emission near 370 nm)
are mounted inside the quartz tube. The tube
and helically wound LCW are enclosed in alu-
minum foil to maximize excitation from reflected
light during fluorimetric analysis. At each end
of the 1.6 m LCW, two custom ‘T’ couplers are
used to interface the LCW to an optical fiber
(Polymicro Technologies, 400 mm core diameter)
and the silicon tubing (5 mm ID) used for
fluid introduction. These specially designed cou-
plers allow light to be transmitted/collected from
the ends of the LCW while simultaneously allow-
ing fluid to be pumped through the cell. The
numerical aperture of the source and detection
fibers is 0.22 which closely matches the 0.27 nu-
merical aperture of the LCW. Light output from
one end of the LCW is measured with a palm-
sized CCD array spectrometer (Ocean Optics
S2000).

In absorbance mode light is introduced to the
LCW from a fiber-coupled tungsten–halogen
lamp (Ocean Optics LS-1), and the UV excitation
lamps are off. In fluorescence mode the tungsten–
halogen lamp is off and the UV lamps are used to
excite fluorophores within the LCW’s liquid core.
Collected light in fluorescence mode is filtered
using a high-pass filter (Melles Giot, O3FCG-459)
to remove ultraviolet radiation before transmis-
sion to the spectrometer.
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2.2. Reagents

Quinine sulfate was purchased from Fisher Sci-
entific. Working solutions were freshly prepared
by diluting the stock solution (0.1277 mM quinine
sulfate in 0.05 M H2SO4) with 0.05 M H2SO4.
Chlorophyll-a was purchased from Sigma.
Methanol (Ultra Resi-Analyzed) was obtained
from J.T. Baker. Chlorophyll working solutions
were prepared by diluting a 2.150 mM stock solu-
tion with pure methanol. The chlorophyll concen-
tration in the stock solution was determined
spectrophotometrically based on absorbance mea-
surements at 666 nm.

A hydrogen sulfide stock solution was prepared
by dissolving Na2S·9H2O (washed free of oxida-
tion product) in oxygen-free Milli-Q water.
Mixed diamine reagent was prepared by dissolv-
ing 0.090 grams N,N-dimethyl-p-phenylenedi-
amine chloride and 0.15 grams FeCl3·6H2O in 100
cm3 of cool 50% (v/v) reagent grade hydrochloric
acid.

Methylene blue was purchased from Sigma.
Methylene blue working solutions were prepared
by diluting a 20 mM stock solution in 0.005 mM
HCl.

2.3. Procedures

Fluorescence measurement capabilities were
demonstrated with quinine sulfate and chloro-
phyll-a. Fluorescence measurements of quinine
sulfate were referenced to 0.05 M H2SO4. Chloro-
phyll-a fluorescence was referenced to methanol.
For comparison with the work of Dasgupta et al.
[6] fluorescence measurements were also obtained
using methylene blue in 5×10−3 molar HCl.

Absorbance measurement capabilities were
demonstrated with sulfide, based on the
methylene blue method [7]. Sulfide measurements
were obtained by addition of 1 cm3 of mixed
diamine reagent to 100 cm3 sample solutions.
Absorbances were measured at 660 nm after 20
min for color development, and were referenced
to absorbances at 710 nm to compensate for
baseline drift. Additionally, direct absorbance
measurements of methylene blue were obtained
for comparison with fluorimetric measurements.

Sample solutions were introduced into the
LCW capillary cell with a peristaltic pump
(Rainin, model RP-1) at a flow rate of :2 cm3

min−1. Samples can also be introduced to the
LCW using plastic syringes. All measurements
were made within a 22°C air conditioned room.

Fig. 1. Overview of the fluorometer/spectrometer optoelectronic layout.
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Fig. 2. Fluorescence spectra of 0.5 ppb quinine sulfate and 0.5
ppb chlorophyll-a.

the range of our observations (0.056 to 0.56
nanomolar), with a slope very similar to the
fluorescence response (slope) obtained for quinine
sulfate:

fluorescence signal= (365.094.0)

× [chlorophyll-a] (nM)

with r2=0.998 (n=6). The relative standard de-
viation for six measurements of 0.5 ppb quinine
sulfate was 2.0%. The relative standard deviation
for six measurements of 0.5 ppb chlorophyll-a was
3.3%. For measurements at higher concentrations
the light collection time can be reduced to periods
as short as 10 ms.

The absorbance spectra developed in our sulfide
absorbance measurements are shown in Fig. 3.

Absorbance= (0.01690.002)

+ (0.0024090.00008)

× [H2S] (nM)

with r2=0.998 (n=4). The sensitivity observed in
this analysis is consistent with the subnanomolar
detection limits we have observed [1–3] for iron,
chromate, nitrate and other substances using long
pathlength liquid core waveguides. The relative
standard deviation for six measurements of 25
nanomolar sulfide was 5%.

In absorbance mode, the 1.6 meter pathlength
LCW used in this work provided a detection limit
for hydrogen sulfide on the order of 5 nanomolar.
This detection limit can be improved with a
longer LCW. This can be accomplished by ex-
tending the helical winding of the LCW at the end
nearest the tungsten–halogen lamp. The fluores-
cence sensitivity will not be decreased as long as
the excitation source is sufficiently close to the
detector to minimize self absorption of fluores-
cence within the LCW.

In fluorescence mode the simple instrumenta-
tion used in this study provides detection limits of
0.06 nanomolar (0.05 ppb) and 0.03 nanomolar
(0.03 ppb) for quinine sulfate and chlorophyll-a,
where detection limits are defined here as three
times the standard deviation of the solvent
fluorescence. These detection limits correspond to
analyte concentrations :10% as large as those

Fig. 3. Absorbance spectra of hydrogen sulfide obtained using
the LPAS setup shown in Fig. 1.

3. Results and discussion

The fluorescence emission spectra of 0.5 ppb
quinine sulfate (0.64 nanomolar) and 0.5 ppb
chlorophyll-a (0.56 nanomolar) are shown in Fig.
2. Emitted light was collected for a period be-
tween 1.5 and 2 s. The quinine sulfate fluorescence
response at 489 nm was linear for concentrations
between 0.31 and 6.14 nanomolar:

fluorescence signal= (323.893.5)

× [quinine sulfate] (nM)

with r2=0.999 (n=5). The fluorescence response
of chlorophyll-a at 671 nm was also linear over
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shown in Fig. 2. The fluorescence sensitivity (de-
tection limit) of our device can be improved with
a brighter excitation source, a larger radius of
curvature in the helically-wrapped LCW and a
more sensitive detector. A factor of two sensitivity
improvement would provide a detection limit
equal to that stated for a commercial fluorometer
(Turner Designs, Model 10-AU-005-CE).

The LCW system used in the previous analyses
was also used to perform fluorescence measure-
ments on seawater collected off the West Coast of
Florida. Fluorescence signatures can be used to
characterize the dissolved organic matter (DOM)
content of natural waters and provide a means of
distinguishing between water mass sources in the
ocean [8,9]. Fig. 4 shows the fluorescence spectra
of seawater samples collected 8 miles and 140
miles off shore. The much higher fluorescence
signal for the the nearshore sample is consistent
with a substantial increase in the biological pro-
ductivity of nearshore waters.

Both fluorescence and absorbance measure-
ments were performed on methylene blue (MB)
solutions. The observed detection limit for MB
fluorescence measurements was on the order of 50
nM (identical to the results obtained by Dasgupta
et al. [6] with a linear LCW configuration). The
detection limit obtained for methylene blue ab-
sorbance measurements was 0.2 nM. This repre-
sents a more than two orders of magnitude
improvement in detection capabilities for this in-

tensely colored dye, which is widely used for
measuring anionic surfactants in water and
wastewater. This observation shows that com-
bined spectrofluorometer/spectrophotometer sys-
tems offer greatly expanded detection capabilities
compared to systems providing only a single
mode of analysis.

The analytical apparatus described in this work
is versatile, simple, sensitive and robust. Without
using peristaltic pumps (which can be replaced
with hand-held syringes) the power consumption
of the device in either mode of operation is :10
watts (tungsten–halogen lamp 9.6 watts, excita-
tion UV lamps 2 watts). The characteristics of the
device make it quite amenable to autonomous
in-situ analysis.

4. Conclusions

In this work we have demonstrated a single
photometric system capable of both fluorescence
and absorbance measurements. Depending on the
physical–chemical characteristics of the analyte
being considered, analysts are then free to choose
the type of procedure that provides optimum
quantitation characteristics. For efficient
fluorophores and/or substances with large molar
absorptivities, detection limits much lower than 1
nanomolar are easily achieved using one or both
procedures. Interconversion between the fluores-
cence and the absorbance configuration involves
only the insertion or removal of a blocking filter
and utilization of either the axial source lamp for
absorbance measurements or the UV excitation
lamp for fluorescence measurements.

In fluorescence configuration our measurements
differ from those of Dasgupta et al. [6] in our use
of a CCD array spectrometer for wavelength dis-
crimination. Wavelength discrimination is impor-
tant in natural solutions as a means of resolving
the independent fluorescence contributions of
multiple fluorophores. Fig. 2 clearly demonstrates
that deterioration in quantitation accuracy will
occur for measurements of solutions containing
multiple fluorophores unless dispersive optics are
an integral part of the detection system.

Fig. 4. Fluorescence spectra of seawater collected in the Gulf
of Mexico.
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The analyses of Dasgupta et al. [6] indicated
that light loses occur for coil diameters smaller
than 5 cm. The closely comparable fluorometric
sensitivities obtained for methylene blue in their
work (linear LCW configuration) and our work
(2.5 cm diameter coil) is probably due to lost
fluorescence output being offset by the improved
signal to noise ratio inherent in systems with
wavelength discrimination. In any event, we
strongly emphasize that the geometrical configu-
ration of the LCW system we have used is highly
flexible. As an example, larger coil diameters and
larger numbers of excitation sources can be added
inside and/or outside of the coil. Alternatively, the
sensitivities of both absorbance measurements
and fluorescence measurements can be improved
through the use long lengths of LCW (five or
more meters [3]) followed by a short linear section
of LCW for fluorescence measurements as in the
design of Desgupta et al. [6]. With such improve-
ments, it should be anticipated that system perfor-
mance can be significantly improved relative to
the design tested in the present work.

In addition, with suitable excitation optics, it
should be anticipated that LCW fluorescence sys-
tems could include excitation–emission matrix
spectroscopy wherein repeated emission scans are

collected at numerous excitation wavelengths.
Such analyses are capable of resolving the diverse
component fluorescence contributions of dis-
solved organic matter in natural aqueous systems
(e.g. [9] and references therein).
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Abstract

The ability of Chlorella 6ulgaris to accumulate heavy metals in solution (Mn, Cr, Ni, Zn and Cu) was investigated.
Various parameters (algal biomass, pH and contact time of the algae with the sample) have been studied. Nine mg
of algal biomass, pH 8 and 15 min of contact time, with 1 ppm of each metal, were the optimized conditions. At pH
8, the optimum value to rise the maximum binding, a fraction of metals in solution precipitates forming hydroxides.
Combining both processes, a chemical–biological system for the removing of metals at ppb levels from the
environment is obtained. The simultaneous determination of these five metals was performed by capillary elec-
trophoresis (CE) with a UV/Vis detector. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Binding; Capillary electrophoresis; Chlorella 6ulgaris ; Heavy metals
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1. Introduction

Numerous applications of microorganisms in
different technologic fields such as water treat-
ment, wastewater treatment, biologic detoxifica-
tion and heavy metals control in natural waters or
industrial waste streams have been proposed and
developed [1].

Microalgae have been used to remove heavy
metals from waste streams due to the well-known
ability of microorganisms to accumulate metal
cations [2].

So, at Napa (California), where several tanner-
ies emit chromium compounds, algae in a series of
facultative ponds have been shown to adsorb
chromium and settle to the pond bottom where
they remain [3]. Traces of uranium, gold and
silver can also be removed from solutions by
mixing with freshly cultured algae and then har-
vesting the algae plus the adsorbed metal ions [3].
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At Concord (California), more than half of the
calcium and magnesium in wastewaters could be
removed by algal-induced precipitation in a shal-
low pond [3]. The operative problems that present
these systems are due to the difficulty to establish
standard patterns. So, these systems are only used
at experimental levels and none of them have been
applied at industrial level [1].

Unicellular green algae (Chlorophyceae) have
been used because of their resistance and small
mortality in the laboratory, which makes the
counting of the cells easy. So, they have been
chosen for different experiments in natural waters
by the US Environmental Agency [3].

Darnall et al. [4] and Kubiak et al. [5] have
established the binding of single metals to
Chlorella 6ulgaris, studying the dependence of this
process upon pH, mass and time.

Differences in adsorption profiles have also
been demonstrated by using various strands of
algae freeze-drying or heat-killing the algal
biomass to reduce the matrix effects from living
algae [6].

Harris and Ramelow [7] studied the metal-bind-
ing properties of particulate materials derived
from C. 6ulgaris and Scenedesmus quadricauda.
Both algae were able to bind strongly the four
studied metals (Ag, Cu, Cd and Zn) by immobi-
lization of the algal biomass in a cross-linked
polymer, having a particularly strong affinity for
Ag and Cu.

Pascucci [8] studied the effects of a multiele-
ment solution of four metals on the binding pro-
cess of C. 6ulgaris. Samples were analyzed by a
multielement flame atomic absorption spectro-
meter.

The ability of microalgae to adsorb metals from
the environment reducing the toxicity levels of the
industrial wastewaters is a subject of great interest
for this paper. The main purpose of this work is
the study of the ability of C. 6ulgaris to accumu-
late heavy metals as Mn, Cr, Ni, Zn and Cu.

A chemical–biological system for elimination
of metals from the environment is obtained by
adjusting the optimum pH for the chemical pre-
cipitation of the metals and their adsorption by
the algae. The simultaneous determination of the
metals was performed by capillary electrophoresis

(CE), an analytical technique that allows a rapid
and efficient simultaneous analysis of ionic species
at low sample concentrations.

CE has some advantages such as the high reso-
lution of the results in a very short analysis time
and significantly lower operative costs than other
analytical techniques [9]. This advantages have
allowed the use of CE in the determination of
different ions in biological and environmental
samples, foods, industrial and pharmaceutical
products [10–13].

2. Experimental

2.1. Reagents and standards

Water used was obtained from a Milli-Q water
purification system (Millipore, Bedford, MA) and
contained no detectable analyte cations. Mn, Cr,
Ni, Zn and Cu standards were prepared by mix-
ing and diluting different 1000 mg l−1 Titrisol
concentrates of these elements (Merck). BGE con-
taining 6 mM a-hydroxyisobutyric acid (Waters
CIA-Pak HIBA) was prepared by dissolving 0.068
g of HIBA in a volumetric flask and adding 64 ml
of UV Cat-1 reagent (Waters CIA-Pak UVCat-1
Reagent). The final pH of the BGE was 4.4 for all
the analysis.

2.2. Instrumentation

A Waters Quanta 4000 (Waters, Milford, MA)
Capillary Electrophoresis System with a 20-sam-
ple carousel, a positive power supply and a mer-
cury lamp detector (185 nm) was used. A personal
computer (466 NEC installed with a Millennium
Data Station, version 2.15 Millennium Chro-
matography Manager) was used to control the
instrument setting, data acquisition and analysis.
Fused-silica capillaries 75 mm I.D. (363 mm O.D.)
and 60 cm total length, were used in all analysis.
A positive voltage of 15 kV was applied. The
sample injections were carried out in electromigra-
tion mode at +15 kV for 7 s. The capillary was
cleaned and prepared every morning according to
the following procedure: washing for 1 min with
ultrapure water, for 5 min with 0.1 M KOH, and
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with ultrapure water for 2 min. Finally, the capil-
lary was conditioned with the BGE for 10 min.

2.3. Validation of the method

The reproducibility of the analytical method
was studied by making ten consecutive runs of a
sample. Precision, in terms of relative standard
deviation (R.S.D.), was 6.7, 5.2, 4.8, 4.9 and 7.6%
for Mn, Cr, Ni, Zn and Cu, respectively.

The linearity of the calibration graphs, ex-
pressed as peak area versus metal ion concentra-
tion was evaluated. For most ions, a good
linearity (R2=0.9934–0.9984) was obtained.
Table 1 summarized calibration curves and regres-
sion coefficients for each metal.

The following detection limits were obtained:
13, 30, 24, 43 and 64 mg l−1 for Mn, Cr, Ni, Zn
and Cu, respectively.

2.4. Procedure

The effects of pH, mass of algae and contact
time in the binding process of the algae have been
studied. Ten ml aliquots of prepared solution of 1
mg l−1 each of Mn, Cr, Ni, Zn and Cu, were

Table 1
Calibration curves

R2Calibration curveMetal

y=6706.6x+396.58Mn 0.9951
y=12466x+91.758Cr 0.9980
y=11358x+237.07Ni 0.9934
y=11457x+282.75Zn 0.9984

Cu 0.9966y=11216x+424.23

added to algae samples, and mixed for 30 s. The
pH of the samples was modified with 0.10 M
NH4OH for the different experiments. The sam-
ples were subsequently centrifuged at 4000 rpm
for 15 min. The supernatant was decanted for the
algal pellet and simultaneously analyzed by CE
for the five metals. The fraction of metal bound to
the algae can be indirectly determined comparing
the electropherograms performed with and with-
out algae. The algae decanted were taken to per-
form biomass monitoring. Then, sedimented cells
were washed three times in distilled water contain-
ing 15 mg l−1 of NaHCO3, transferred to porce-
lain cups, dried overnight in a hot-air oven at
105°C and weighed [14].

After establishing the standard conditions for
the binding process of algae, the percentage of
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metal released from a sample at a basic pH was
studied. To avoid the risk of considering the
precipitated metal as metal bound, the indirect
determination has been performed using the fol-
lowing steps:

3. Results and discussion

The traditional methods for heavy metals re-
moval from industrial wastewaters consist of its
basic precipitation. This process is carried out by
formation of the respective metal hydroxides,
whose solubility constants are usually low enough
to allow the water flow after removing the sus-
pended solids generated by the precipitation. A
pH readjustment of the water before its final
discharge or subsequent biological process can be
necessary depending on the pH at which metal
precipitation takes place. The disadvantages of
this traditional method are apparent when several
metals are to be removed. The high costs to
achieve the precipitation of all metals and neutral-
ize the residual water for its final discharge would
be reduced if the different heavy metals could be
released at a suitable discharge pH.

3.1. Optimization of the binding process

The influence of different parameters (pH, algal
biomass, time of contact of the algae with the
sample) in the binding process of the Mn, Cr, Ni,
Zn and Cu by C. 6ulgaris have been established.

3.2. pH effect

The results obtained show that the pH is the
main parameter in the binding process. Different
experiments were made at three pH values: 4.0,
6.0 and 8.0. The higher percentage of binding was
found at pH 8. When the pH of the sample was
higher, a metal precipitation was observed. Fig. 1
shows that algae are able to bind a higher amount
of metal at pH 8, its affinity being particularly
high for Cr and Cu. It appears as though a
competition for binding sites on the algal surface
is occurring amongst the five metals studied.

Fig. 1. Effect of the pH on the simultaneous binding of five
metals by Chlorella 6ulgaris (3 mg algal biomass was mixed
with 1 mg l−1 solution of each metal. After a 15-min reaction
time the solution was centrifuged and the supernatant ana-
lyzed for metals).

Mn is scarcely bound at pH 4. At pH 6 Mn
reaches a 34% binding percentage. At pH 8 the
binding percentage increases in a factor near 2
over the previous value.

The obtained data show the easiness of Cr to be
bound independently of the pH value. At pH 4 a
68% value is obtained. A 100% binding is ob-
tained both at pH 6 and 8.

Ni and Zn show a very similar binding profile
as a pH function. At pH 4 they are scarcely
bound. At pH 6 the binding percentages obtained
are 46.3 and 40.4% for Ni and Zn, respectively.
At pH 8 the highest binding percentage is ob-
tained (81% for Ni and 87% for Zn).

Cu, like Cr, has a high binding capacity inde-
pendently of the pH value showing at pH 4 a 59%
binding percentage and a 100% binding both at
pH 6 and 8.

3.3. Time effect

The effect of the contact time of the algae with
the sample at pH 8, being the mass of algae and
the temperature constants (5 mg and 20°C, re-
spectively) was studied. Analysis were performed
every 15 min during 2.5 h of contact with the
sample. The higher binding occurs in the first 15
min. Cu, Cr and Zn remain unchanged starting
from 15 min. Mn and Ni suffer fluctuations reach-
ing the greatest stability starting from 90 min and
recovering the binding percentage reached at 15
min.
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3.4. Effect of the mass of the algae sample

It has been observed that the variation in the
mass of C. 6ulgaris has a much greater effect on
the fraction of metals bound than the other
parameters studied. The residence time of the
algae in the samples was 15 min at a pH 8.0 and
20°C. The alga shows again a high affinity for Cr
and Cu. Only 3 mg of alga biomass is able to bind
the 100% of these metals in solution. For Zn, Ni
and Mn 9 mg of algae are needed to achieve the
highest binding percentage.

After optimizing these parameters, the subse-
quent studies were made at pH 8, with 9 mg of
alga biomass and 15 min contact time.

3.5. Study of the precipitation/redissolution of the
metal ions

Increasing the pH of the sample to a value
around 8 implies a loss of dissolved metals due to
the formation of metal hydroxides. The recovery
of the initial pH allows the quantification of the
redissolved precipitated metal, obtaining a 0, 35,
45, 57 and 41% redissolution for Mn, Cr, Ni, Zn
and Cu, respectively. The results obtained show
that it is not possible to achieve a 100% redissolu-
tion because of the formation of stable soluble
complexes that prevent the detection of the
cations by CE. The comparison of these results
with those obtained when algae are introduced in
the sample allows the quantification of the precip-
itated metal that is removed with the algal
biomass.

3.6. Study of the binding of metals by the algae
at pH 8

Table 2 shows the fraction of precipitated and
remainder metal in solution after modification of
the initial pH value of the sample to pH 8.0. It
also shows the binding percentages after introduc-
ing the algal biomass in the sample at pH 8. It is
observed that the alga is able to bind almost the
totality of metals that remain in solution. The
totality of metals in solution competes for a num-
ber of binding sites or functional groups within
the algae cells by any of the two mechanisms
associated with living cells (entrapment by cellular
components or active transport across the cell
membrane). The binding efficiency of metals in-
creases rapidly with the pH of the sample.

3.7. Study of the total amount of remo6ed metal
by the algal sample

The metallic hydroxides can be removed by the
alga (bound to the algae or incorporated to the
algal biomass) or remain in the final solution as
solid in suspension. It is observed that the redis-
solved amounts in the supernatant are not signifi-
cant. This may be due to the fact that the greater
part of precipitate is carried down with biomass
algal in the centrifugation process. The final solu-
tion would have ppb levels of metal in solution.
The real results of the final solution show that
Mn, Cr and Cu are below the detection limit
whereas Ni and Zn appear at 20 and 40 ppb,
respectively.

Table 2
Metal binding capacity of Chlorella 6ulgaris at pH 8.0 (9 mg algal biomass, 15 min residence time)

pH 4Metal pH 8

Metal in solution (mg Metal in solutionPrecipitated metal Metal boundMetal in solution (mg l−1)b

(%)l−1)a (%) (%)

7.5 95.21.005Mn 0.92592.5
1.090 49Cr 51.0 0.556 100
1.003 24Ni 76.0 0.762 100
1.111 33Zn 67.0 0.744 100

39 61.0 0.639 100Cu 1.048

a Initial metal concentrations at pH 4.0.
b Metal concentrations at pH 8.0 (after increasing the initial pH value).
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4. Conclusions

C. 6ulgaris is able to strongly bind the five studied
metals in solution. It is observed that the optimum
value to rise the maximum binding efficiency for the
five studied metals is a pH near 8. The binding
efficiency was more remarkable for Cr and Cu. A
fraction of metals in solution precipitates forming
hydroxides at this pH value. So, alga is able to bind
the remainder fraction in solution.

A waste treatment method integrating microal-
gal adsorption (biological process)-induced precip-
itation (chemical process) allows removing or
reducing the amount of toxic metals in wastewaters
to ppb levels.

The removal of toxic metals from wastewaters
appears to be very promising by using microorgan-
isms in suspension. The treatment by precipitation
as hydroxides is the most generally used technique
for removing metals from waste streams. An alter-
native treatment system that uses inexpensive ma-
terials to remove and reclaim metals could be of
technical and commercial interest [3].
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Amézquita López, F.J., 269
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